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General Introduction 

Liquid crystals are now well established in 
basic research as well as in development for 
applications and commercial use. Because 
they represent a state intermediate between 
ordinary liquids and three-dimensional sol- 
ids, the investigation of their physical prop- 
erties is very complex and makes use of 
many different tools and techniques. Liquid 
crystals play an important role in materials 
science, they are model materials for the 
organic chemist in order to investigate the 
connection between chemical structure and 
physical properties, and they provide in- 
sight into certain phenomena of biological 
systems. Since their main application is in 
displays, some knowledge of the particulars 
of display technology is necessary for a 
complete understanding of the matter. 
In 1980 VCH published the Handbook of 
Liquid Crystals, written by H. Kelker and 
R. Hatz, with a contribution by C. Schu- 
mann, which had a total of about 900 pag- 
es. Even in 1980 it was no easy task for this 
small number of authors to put together the 
Handbook, which comprised so many spe- 
cialities; the Handbook took about 12 years 
to complete. In the meantime the amount of 
information about liquid crystals has grown 
nearly exponentially. This is reflected in the 
number of known liquid-crystalline com- 
pounds: in 1974 about 5000 (D. Demus, H. 
Demus, H. Zaschke, Fliissige Kristalle in 
Tabellen) and in 1997 about 70000 (V. Vill, 
electronic data base LIQCRYST). Accord- 
ing to a recent estimate by V. Vill, the cur- 

rent number of publications is about 65000 
papers and patents. This development 
shows that, for a single author or a small 
group of authors, it may be impossible to 
produce a representative review of all the 
topics that are relevant to liquid crystals - 
on the one hand because of the necessarily 
high degree of specialization, and on the 
other because of the factor of time. 
Owing to the regrettable early decease of H. 
Kelker and the poor health of R. Hatz, nei- 
ther of the former main authors was able to 
continue their work and to participate in a 
new edition of the Handbook. Therefore, it 
was decided to appoint five new editors 
to be responsible for the structure of the 
book and for the selection of specialized 
authors for the individual chapters. We are 
now happy to be able to present the result 
of the work of more than 80 experienced au- 
thors from the international scientific com- 
munity. 
The idea behind the structure of the Hand- 
book is to provide in Volume 1 a basic over- 
view of the fundamentals of the science and 
applications of the entire field of liquid crys- 
tals. This volume should be suitable as an 
introduction to liquid crystals for the non- 
specialist, as well as a source of current 
knowledge about the state-of-the-art for the 
specialist. It contains chapters about the his- 
torical development, theory, synthesis and 
chemical structure, physical properties, 
characterization methods, and applications 
of all kinds of liquid crystals. Two subse- 
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quent volumes provide more specialized in- 
formation. 
The two volumes on Low Molecular Weight 
Liquid Crystals are divided into parts deal- 
ing with calamitic liquid crystals (contain- 
ing chapters about phase structures, nemat- 
ics, cholesterics, and smectics), discotic liq- 
uid crystals, and non-conventional liquid 
crystals. 
The last volume is devoted to polymeric liq- 
uid crystals (with chapters about main-chain 
and side-group thermotropic liquid crystal 
polymers), amphiphilic liquid crystals, and 
natural polymers with liquid-crystalline 
properties. 
The various chapters of the Handbook have 
been written by single authors, sometimes 
with one or more coauthors. This provides 
the advantage that most of the chapters can 
be read alone, without necessarily having 
read the preceding chapters. On the other 
hand, despite great efforts on the part of the 
editors, the chapters are different in style, 
and some overlap of several chapters could 
not be avoided. This sometimes results 
in the discussion of the same topic from 

quite different viewpoints by authors 
who use quite different methods in their re- 
search. 
The editors express their gratitude to the au- 
thors for their efforts to produce, in a rela- 
tively short time, overviews of the topics, 
limited in the number of pages, but repre- 
sentative in the selection of the material and 
up to date in the cited references. 
The editors are indebted to the editorial and 
production staff of WILEY-VCH for their 
constantly good and fruitful cooperation, 
beginning with the idea of producing a com- 
pletely new edition of the Handbook of Liq- 
uid Crystals continuing with support for the 
editors in collecting the manuscripts of so 
many authors, and finally in transforming a 
large number of individual chapters into 
well-presented volumes. 
In particular we thank Dr. P. Gregory, Dr. U. 
Anton, and Dr. J. Ritterbusch of the Mate- 
rials Science Editorial Department of 
WILEY-VCH for their advice and support 
in overcoming all difficulties arising in the 
partnership between the authors, the editors, 
and the publishers. 

The Editors 



Chapter I 
Introduction and Historical Development 

G. W Gray 

1 Introduction 

It is with a sense of responsibility that I be- 
gin this summary of the historical develop- 
ment of liquid crystals, because one of the 
two authors of the original Handbook of 
Liquid Crystals of 1980 [ l ]  was Professor 
Hans Kelker, a friend and a very well in- 
formed authority on the history of the sub- 
ject and the personalities involved in the 
earlier stages of its emergence. Those who 
attended the Twelfth International Liquid 
Crystal Conference in Freiburg in 1988, 
which marked the centenary of the discov- 
ery of liquid crystals, and heard Professor 
Kelker’s plenary lecture - Some Pictures of 
the History of Liquid Crystals [2 ]  - which 
was part of a conference session devoted to 
a historical review of the field, will know 
this. Here he demonstrated that he was in 
possession of a very wonderful collection of 
manuscripts and photographs relating to the 
scientists who, in the latter part of the nine- 
teenth century and the early part of the twen- 
tieth century, laid the foundations of our 
present-day knowledge of liquid crystals. 

I am not in that privileged situation, but 
I have worked in the field for 50 years, be- 
ginning my first experiments on aromatic 
carboxylic acids in October 1947. I have 
therefore worked through approaching half 
of the historical span of the subject, includ- 
ing the most recent years during which the 
subject has expanded and deepened so 
markedly. I hope this first-hand experience 
will counterbalance my lack of detailed his- 

torical knowledge of the earlier years, as 
possessed by Professor Kelker. Were he 
alive today, I hope he would not disapprove 
of what I write in this chapter. 

The history of the development of liquid 
crystals may be divided into three phases: 
1. The period from their discovery in the lat- 

ter part of the nineteenth century through 
to about 1925, the years during which the 
initial scepticism by some that a state of 
matter was possible in which the proper- 
ties of anisotropy and fluidity were com- 
bined, through to a general acceptance 
that this was indeed true, and publication 
of a first classification of liquid crystals 
into different types. 

2. The period from 1925 to about 1960, dur- 
ing which general interest in liquid crys- 
tals was at a fairly low level. It was a 
niche area of academic research, and 
only relatively few, but very active, sci- 
entists were devoted to extending knowl- 
edge of liquid crystals. Two world wars 
and their aftermaths of course contribut- 
ed greatly to the retardation of this field 
during this period. Taking the aftermaths 
of the wars into account, probably at least 
15 years were effectively lost to progress 
during this second phase. 

3. The period from 1960 until today is by 
contrast marked by a very rapid develop- 
ment in activity in the field, triggered of 
course by the first indications that tech- 
nological applications could be found for 
liquid crystals. These early indications 

0 
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were justified, and led to today’s strong 
electro-optical display industry. The 
quest for new applications stimulated re- 
search and the flow of financial support 
into the involved areas of chemistry, 
physics, electrical and electronic engi- 
neering, biology, etc. As a marker of this 
activity, the numbers of papers and pat- 
ents published in 1968 was about 2000 
and this had risen to 6500 in 1995. 

2 The Early Years 
up to About 1925 
The question as to when liquid crystals were 
discovered must now be addressed. In pin- 
pointing a discovery, it is necessary to dis- 
tinguish simple observations of an unusual 
phenomenon or effect from observations 
that develop into an understanding of the 
meaning and significance of that phenome- 
non or effect. If we accept that the latter cri- 
teria must be met to justify the word discov- 
ery, then the credit for the discovery of liq- 
uid crystals must go to Friederich Reinitzer, 
a botanist of the Institute for Plant Physiol- 
ogy of the German University of Prague, 
who in a paper submitted on May 3, 1888 
[ 3 ] ,  described his observations of the 
colored phenomena occurring in melts of 
cholesteryl acetate and cholesteryl ben- 
zoate. In addition, he noted the “double 
melting” behavior in the case of cholesteryl 
benzoate, whereby the crystals transformed 
at 145.5 “C into a cloudy fluid, which sud- 
denly clarified only on heating to 178.5 “C. 
Subsequent cooling gave similar color ef- 
fects (but see later) to those observed on 
cooling the melt of cholesteryl acetate. To- 
day of course we know that the colored phe- 
nomena reported by Reinitzer are character- 
istic of many cholesteric or chiral nematic 
(N”) liquid crystal phases. 

In his article [3], Reinitzer acknowl- 
edges that other workers before him had ob- 
served curious color behavior in melts of 
cholesteryl systems. He mentions that Pla- 
nar in Russia and Raymann in Paris had not- 
ed violet colors reflected from cholesteryl 
chloride and that Lobisch in Germany had 
observed a bluish-violet flourescence in the 
case of cholesteryl amine and cholesteryl 
chloride. Two things distinguish these ear- 
lier observations from those of Reinitzer. 
These are Reinitzer’s recording of the “dou- 
ble melting” property of cholesteryl benzo- 
ate, and the fact that Reinitzer carried out 
preliminary studies on thin films of choles- 
teryl benzoate and noted the range of spec- 
tral colors reflected as the temperature de- 
creased until crystallization occurred and 
the complementary nature of the colored 
light when the sample was viewed in trans- 
mission. Moreover, Reinitzer knew of the 
excellent work of the German physicist Pro- 
fessor Otto Lehmann, then at the Polytech- 
nical School at Aachen, in designing and de- 
veloping polarization microscopes, and rec- 
ognized that Lehmann could advise on the 
optical behavior of his cholesteryl esters. 

The approach to Lehmann was made in 
March 1888 and the correspondence is ex- 
cellently documented in Kelker and Knoll’s 
article [2]. This interaction led to agreement 
that Reinitzer’s materials were homogene- 
ous systems of which Lehmann wrote in Au- 
gust 1889: “It is of high interest for the phys- 
icist that crystals can exist with a softness, 
being so considerable that one could call 
them nearly liquid.” This led quickly to the 
submission by Lehmann, by then at the 
University of Karlsruhe, of his paper Uber 
Jiessende Kristalle to the Zeitschrift fu r  
Physikalische Chemie [4]. 

Significantly, this uses for the first time 
the term liquid crystal. As a consequence of 
the above events and the development of 
our understanding of liquid crystals which 
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stemmed from them, we must clearly ac- 
knowledge Reinitzer as the true discoverer 
of liquid crystals and the date of the event 
as March 14, 1888. 

It should be noted that the discovery re- 
lated exclusively to materials we now class 
as thermotropic liquid crystals, wherein the 
liquid crystal phases form either on heating 
crystals or on cooling isotropic liquids, that 
is, as a consequence of thermal effects. In 
addition to thermotropic liquid crystals, a 
second class of fluid anisotropic materials 
is known, namely, lyotropic liquid crystals 
where the disruptive effect on the crystal lat- 
tice involves a solvent (often water), cou- 
pled where necessary with thermal change. 
Here, the order of the crystal is broken down 
by the solvent and the molecules form mi- 
celles which then arrange themselves in an 
ordered way, while allowing fluidity. Ex- 
cess of solvent completes the decrease in or- 
der and an isotropic solution is formed. Ob- 
servations of anisotropy and optical bire- 
fringence in such systems were indeed made 
well before Reinitzer's discovery, but like 
the observations of Planar, Raymann, and 
Lobisch, there was no followthrough to a re- 
alization of the full significance of what was 
being seen. These observations were made 
by Mettenheimer [ 5 ] ,  Valentin [6], and Vir- 
chow 171 in the period 1834-1861, and 
involved studies of biological samples 
derived from nerve tissue, for example, 
myelin, a complex lipoprotein which can be 
separated into fractions and which forms a 
sheath round nerve cells. In water-contain- 
ing sodium oleate, these sheaths develop 
what have been called myelinic forms vis- 
ible microscopically, especially in polarized 
light, as fluid, birefringent entities. Progress 
on these anisotropic systems was however 
impeded by the complexity and lack of re- 
producibility of the biological systems in- 
volved, and whilst predating the studies of 
Reinitzer and Lehmann are not generally re- 

garded as marking the discovery of liquid 
crystals. 

Following publication of his paper in 1889 
[41, Lehmann continued work with liquid 
crystals and indeed dominated the scene in 
the late 1800s and the early part of the twen- 
tieth century, continuing to publish on liquid 
crystals until the year of his death in 1922. 

Turning to purely synthetic materials, un- 
like the cholesteryl esters which were of nat- 
ural origin, examples of liquid crystal be- 
havior were found in these by Lehmann in 
1890. The materials were azoxy ethers pre- 
pared by Gattermann and Ritschke [8]. The 
next ten years or so saw studies of p-meth- 
oxycinnamic acid and in 1902 the synthesis 
by Meyer and Dahlem [9] of the first smec- 
togen, ethyl p-azoxybenzoate, although not 
recognized structurally for what it was at 
that time. Through studying such materials, 
Lehmann did however recognize that all liq- 
uid crystals are not the same, and indeed in 
1907 he examined the first liquid crystal ma- 
terial exhibiting two liquid crystal phases. 
This material had what was later shown to 
be a smectic A (SmA) and a cholesteric (N") 
phase. Significantly in the context of much 
later work in the field of applications, he 
also reported on the aligning effects of sur- 
faces on liquid crystals. 

Despite the growing number of com- 
pounds shown to exhibit liquid crystal phas- 
es (and in a short number of years Vorlander 
contributed about 250), the acceptance of 
liquid crystals as a novel state of matter was 
not universal. Tammann in particular [ 101 
persisted in the view that liquid crystals 
were colloidal suspensions, and was in bit- 
ter argument with Lehmann and Schenk 
who upheld the view that they were homo- 
geneous systems existing in a new state dis- 
tinct from the crystalline solid and isotrop- 
ic liquid states. Nernst [ 1 I ]  too did not sub- 
scribe to the latter view and believed that 
liquid crystals were mixtures of tautomers. 
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There was however a steadily growing 
body of evidence supporting the view that 
liquid crystals represent a true state of 
matter and acceptance of this slowly grew, 
aided by the excellent reviews of 1905 by 
Schenk (Kristalline Fliissigkeiten und f lus -  
sige Kristalle) [ 121 and Vorlander (Kristal- 
linisch-jZiissige Substanzen) [ 131. There 
then followed the important review of opti- 
cal effects by Stumpf [14] and, much later, 
an important paper was that by Oseen [ 151 
on a kinetic theory of liquid crystals. The 
real seal of acceptance of liquid crystals for 
what they are, i.e., a fascinating and dis- 
tinct state of matter, was however given in 
1922 in the famous publication by G. Frie- 
del [16] in the Annales de Physique, entit- 
led Les Etats Mesomorphes de la Matihe.  

Here, in connection with Friedel’s article 
and on a personal note, I well remember my 
research supervisor, Professor and later Sir 
Brynmor Jones, sending me to the library to 
find the appropriate journal, requiring that 
I produce a complete translation from 
French of all 273 pages in order to be “ful- 
ly familiar with all that had been written”. 
This I dutifully did in the fullness of time, 
and on taking my translation to show my 
supervisor, he then reached up to a shelf and 
withdrew a black notebook saying “now you 
can compare the quality of your translation 
with mine!” I learned much from that exer- 
cise, as will anyone who repeats it today. 

In addition to containing a wealth of in- 
formation on microscopic techniques and 
materials, Friedel’s article represented in 
1922 the first classification of liquid crys- 
tals into types, i.e., nematic, smectic and 
cholesteric. Today, of course, cholesterics 
are known simply as chiral nematics with no 
need that they be derived from cholesterol, 
and we recognize the existence of several 
polymorphic smectic forms, whereas Frie- 
del allowed for only one (today’s smectic A; 
SmA). 

Friedel did however understand the 
layered nature of smectics, firstly through 
the stepped edges possessed by smectic 
droplets with a free surface, and secondly 
through his detailed studies of the optical 
microscopic textures of thin films of smec- 
tic phases. He understood the optical dis- 
continuities, i.e., the defects, of the smectic 
focal-conic texture and saw the relationship 
of the black lines delineating ellipses of dif- 
ferent eccentricities and their associated hy- 
perbolae in terms of focal-conic “domains” 
which may be divided into a series of par- 
allel, curved surfaces known as Dupin cy- 
clides. He also understood that the optical- 
ly extinct homeotropic textures of smectics 
of the type he studied gave positive uniaxial 
interference figures consistent with systems 
of layers lying flat to the surface. His mi- 
croscopic studies demonstrated the im- 
mense value of the optical microscope as a 
precise scientific instrument in studies of all 
types of liquid crystal phases. 

Friedel’s article, coupled with the publi- 
cations on synthesis and studies of new liq- 
uid crystal materials by organic chemists in 
Germany, notably Vorlander (see, for exam- 
ple, his monograph Chemische Kristallo- 
graphie der Fliissigkeiten of 1924 [17]), 
firmly cemented in place all the earlier ob- 
servations, providing a firm basis on which 
to build the future structure of the subject. 

Before moving on to phase two of the his- 
tory, we might just return to Reinitzer, the 
discoverer of liquid crystals, and recognize 
the quality of his powers of observation, for 
not only did he focus on the color effects 
and double melting, but also he noted the 
blue color appearing in the isotropic melt 
just before the sample turned into the cloudy 
cholesteric phase. About this, he said the 
following: “there appeared (in the clear 
melt) at a certain point a deep blue colour 
which spread rapidly through the whole 
mass and almost as quickly disappeared, 
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again leaving in its place a uniform turbid- 
ity. On further cooling, a similar colour ef- 
fect appeared for the second time to be fol- 
lowed by crystallisation of the mass and a 
simultaneous disappearance of the colour 
effect.” The turbid state and the second col- 
or effect were of course due to the choles- 
teric phase, but the first transient blue 
color we now know was associated with the 
optically isotropic ‘blue phases’ we are fa- 
miliar with today. Although Lehmann be- 
lieved that this transient effect represented 
a different state, the full significance of 
Reinitzer’s observations had to wait until 
the 1980s when these isotropic cubic phas- 
es became a focus of attention in condensed 
matter physics. 

A further point concerning the first phase 
of our history of liquid crystals is about no- 
menclature, a matter about which scientists 
of today still love to argue. In the early years, 
however, the debate was sparked by Friedel 
who strongly objected to Lehmann’s term 
liquid crystal, on the basis that liquid crys- 
tals were neither true liquids nor true crys- 
tals. The term does of course remain in wide- 
spread use today, simply because the juxta- 
position of two contradictory terms carries 
an element of mystery and attraction. Frie- 
del preferred the term mesomorphic to de- 
scribe the liquid crystal state, and the asso- 
ciated term mesophase, reflecting the inter- 
mediate nature of these phases between the 
crystalline and isotropic liquid states. These 
terms are again widely used today and co- 
exist happily with the Lehmann terminolo- 
gy. A useful term springing from Friedel’s 
nomenclature is the word mesogen (and 
also nematogen and smectogen), used to de- 
scribe a material that is able to produce me- 
sophases. The associated term mesogenic is 
used by some to indicate that a material does 
form liquid crystal phases and by others to 
indicate that a compound is structurally suit- 
ed to give mesophases, but may not, if, for 

example, the melting point of the crystalline 
state is too high. Then the isotropic liquid is 
produced directly from the crystal, and, on 
cooling, crystallization may occur too 
quickly for even a monotropic liquid crys- 
tal phase to form. Yet this compound may 
show strong tendencies to be mesomorphic 
if binary phase diagrams of state are exam- 
ined using a standard material as the second 
component. My view is that the term meso- 
genic should be used to describe a structu- 
ral compatibility with mesophase forma- 
tion, without the requirement that a phase is 
actually formed. After all, if the compound 
does really form a mesophase, the descrip- 
tion of it as mesomorphic is perfectly ade- 
quate. 

Finally, on the subject of nomenclature, 
Friedel of course gave us today’s terms 
smectic and nematic with their well-known 
Greek derivations. 

3 The Second Phase 
from 1925 to 1959 
In the first part of this period, Vorlander and 
his group in Halle contributed strongly to 
the growing number of compounds known 
to form liquid crystal phases, some showing 
up to three different mesophases. Based 
upon his work came the recognition that 
elongated molecular structures (lath- or 
rod-like molecules) were particularly suit- 
ed to mesophase formation. His work also 
showed that if the major axis of a molecule 
were long enough, protrusions could be tol- 
erated without sacrifice of the liquid crystal 
properties. Thus 1,4-disubstituted naphtha- 
lenes with a strong extension of the major 
axis through the 1,4-substituents were liq- 
uid crystalline, despite the protruding sec- 
ond ring of the naphthalene core. It is inter- 
esting that Vorlander records that the mate- 
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rials behaved as liquid cry stallline resins or 
lacquers (an early thought perhaps about the 
potential of liquid crystals for applications). 

In his book Nature’s Delicate Phase of 
Matter, Collings [ 181 remarks that over 80 
doctoral theses stemmed from Vorlander’s 
group in the period 1901-1934. Further ev- 
idence of Vorlander’s productivity is found 
in the fact that five of the 24 papers present- 
ed at the very important and first ever sym- 
posium on liquid crystals held in 1933 under 
the auspices of the Faraday Society in Lon- 
don, Liquid Crystals and Anisotropic Fluids 
- A General Discussion [19], were his. Per- 
haps the most important consequence of 
Vorlander’s studies was that in laying down 
the foundations of the relationship between 
molecular structure and liquid crystal prop- 
erties, attention was focused upon the mole- 
cules as the fundamental structural units of 
the partially ordered phases. Up to then, 
even Lehmann had been uncertain about the 
units involved in the ordering and what oc- 
curred at the actual transitions. 

The Faraday Meeting of 1933 was of 
great importance in bringing together the 
small number of active, but often isolated, 
scientists involved at that time in liquid 
crystal research. This propagated knowl- 
edge and understanding, but, as we shall see, 
it also generated some dispute. 

As early as 1923, de Broglie and E. Frie- 
del (the son of G. Friedel) had shown [20] 
that X-ray reflections could be obtained 
from a system of sodium oleate containing 
water, and that the results were consistent 
with a lamellar or layered structure. This X- 
ray work was extended [21] in 1925 to 
Vorlander’s thermotropic ethyl p-azoxy- 
benzoate, confirming G. Friedel’s conclu- 
sions of a layered structure stemming from 
his microscopic studies of smectic defect 
structures. Further, in the period 1932- 
1935, Herrmann [22], who also contributed 
to the 1933 Faraday Discussion, was deci- 

sive in confirming the lamellar nature of 
smectics by X-ray studies which included 
Vorlander’s material exhibiting more than 
one smectic phase. The latter work substan- 
tiated a change from a statistical order in the 
layers of one smectic to a hexagonal order- 
ing in the lower temperature phase. A tilted 
lamellar structure was also found by Herr- 
mann for some thallium soaps [23]. 

Amongst other names of historical inter- 
est featured on the Faraday Discussion pro- 
gram were, for example, Frkedericksz and 
Zolina (forces causing orientation of an an- 
isotropic liquid), Zocher (magnetic field 
effects on nematics), Ostwald, Lawrence 
(lyotropic liquid crystals), Bernal, Sir W. H. 
Bragg (developing the concept of Dupin cy- 
clides in relation to Friedel’s earlier studies 
of focal-conics), and also Ornstein and Kast 
who presented new arguments in favor of 
the swarm theory, which was first put for- 
ward in 1907-1909 by Bose [24]. This the- 
ory had proposed that the nematic phase 
consisted of elongated swarms of some lo6 
molecules, and in the 1930s much effort was 
given to proving the existence of these 
swarms, which were used to explain some, 
but not all, of the physical properties of ne- 
matics. However, at the 1933 Faraday Meet- 
ing, the presentation of Oseen [25] and the 
strong reservations expressed by Zocher 
during the discussions were already casting 
shadows of doubt on the swarm theory. To- 
day of course we accept that definitive proof 
of the existence of swarms was never ob- 
tained, and by 1938 Zocher was expressing 
further strong reservations about the theory 
[26], proposing alternatively that the nemat- 
ic phase is a continuum, such that the mo- 
lecular orientation changes in a continuous 
manner throughout the bulk of the meso- 
phase. This was called the distortion hy- 
pothesis and together with Oseen’s work 
marked the beginning of the modern contin- 
uum theory of liquid crystals. However, de- 
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velopments here had to wait until after the 
second world war when Frank [27], at a fur- 
ther Faraday discussion in 1958, and conse- 
quent upon his re-examination of Oseen’s 
treatment, presented it as a theory of curva- 
ture elasticity, to be advanced in the next his- 
torical phase by names such as Ericksen, 
Leslie, de Gennes, and the Orsay Group in 
France. 

The period following the war up until the 
1950s is also significant for the work of 
Chatelain [28], in collaboration with Fal- 
gueirettes. Using surface alignment tech- 
niques, they measured the refractive indices 
of different nematics, and Chatelain pro- 
duced his theoretical treatment of the val- 
ues of the ordinary and extraordinary indi- 
ces of refraction of an oriented nematic melt. 

Following Vorlander, other chemists 
were now becoming interested in new liq- 
uid crystal materials, and in the early 1940s 
we find publications on structure/property 
relations by Weygand and Gabler [29]. Lat- 
er, in the 1950s, Wiegand 1301 in Germany 
and the author in the UK were also making 
systematic changes in the structures of me- 
sogens to establish the effects on liquid crys- 
tal behavior. The author’s work included not 
only systematic modifications to aromatic 
core structures, but also studies of many ho- 
mologous series, establishing clearly that 
within series systematic changes in transi- 
tion temperature always occur, within the 
framework of a limited number of patterns 
of behavior. In the period 1951-1959, the 
author published some 20 papers on struc- 
ture/property relations in liquid crystals. 
These are rather numerous to reference here, 
but in the account of the third historical 
phase from 1960 until today, reference to 
relevant reviews and books is given. 

Lyotropic liquid crystals also progressed 
during this second phase. Lawrence’s paper 
at the 1933 Faraday meeting discussed the 
phase diagrams for different compositions 

of fatty acid salts, recognizing the different 
phase types involved and the transitions 
undergone with change of temperature 
and/or water content. Examples of aromat- 
ic materials, including dyes, giving lyo- 
tropic phases were also found, and solvents 
other than water as the lyophase were ex- 
plored. 

The early work of Robinson et al. 1311 
was also done in this period. This involved 
solutions of poly-y-benzyl-L-glutamate in 
organic solvents. These solutions exhibited 
the selective light reflecting properties of 
thermotropic cholesteric liquid crystals. 

This period of history also saw the pub- 
lication of work by Eaborn and Hartshorne 
[32] on di-isobutylsilandiol, which generat- 
ed a mesophase. This was a puzzling result 
at the time, as the molecular shape was in- 
consistent with views of the time that liquid 
crystal formation required rod-shaped 
molecules. Light would be shed on this 
only after the discovery of liquid crystal 
phases formed by disc-shaped molecules in 
the early 1970s. 

Finally, it should be noted that in this pe- 
riod, in 1957, a very important review on 
liquid crystals was published by Brown and 
Shaw 1331. This did much to focus the at- 
tention of other scientists on the subject and 
certainly contributed to the increase in liq- 
uid crystal research, which was to herald the 
strong developments in the early 1970s. 

The period 1925-1959 may be usefully 
summarized now. Although the level of ac- 
tivity in the field was limited, important de- 
velopments did occur in relation to: 

- the influence of external fields (electric 
and magnetic) on liquid crystals; 

- the orienting influences of surfaces; 
- measurements of the anisotropic physical 

properties of aligned liquid crystals; 
- the range of new liquid crystal materials 

and structure/property relationships; 
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- the development of theories of the liquid 
crystal state ranging from the swarm the- 
ory to the emerging continuum theory; 

- increased awareness of the value of po- 
larizing optical microscopy for the iden- 
tification of mesophases, the determina- 
tion of transition temperatures, and reach- 
ing a fuller understanding of defect tex- 
tures. 

4 The Third Phase from 
1960 to the Present Time 

The first ten years of this period saw sever- 
al important developments which escalated 
interest and research in liquid crystals. 
Among these, there was the publication 
by Maier and Saupe [34] of their papers 
on a mean field theory of the nematic state, 
focusing attention on London dispersion 
forces as the attractive interaction amongst 
molecules and upon the order parameter. 
This theory must be regarded as the essen- 
tial starting point for the advances in theo- 
retical treatments of the liquid crystal state 
which followed over the years. 

There was also much activity in the field 
of new liquid crystal materials, notably by 
Demus et al. [35] in Germany and by the au- 
thor who, in 1962, produced his monograph 
Molecular Structure and the Properties of 
Liquid Crystals [36], published by Academ- 
ic Press. 

Also, further X-ray studies began to ad- 
vance knowledge of the structure of liquid 
crystal phases, particularly smectics. The 
work of de Vries and Diele should be men- 
tioned, and later on, notably that by Leve- 
lut and co-workers in France and Leadbet- 
ter in England (see, for example, [37, 38]), 
work which culminated in the 1980s in a 
clear structural elucidation and classifica- 
tion of smetic liquid crystals. This distin- 

guished the true lamellar smectics with lit- 
tle or no correlation between layers from la- 
mellar systems, previously regarded as 
smectics, which possess three-dimensional 
order and are really soft crystals. Today, the 
true smectics are labeled SmA, for example, 
and the crystal phases are referred to sim- 
ply by a letter such as K, or by CrK. The 
phase once known as SmD and first ob- 
served by the author and co-workers in lat- 
erally nitro substituted biphenyl carboxylic 
acids [39] is now recognized [40] as a cubic 
liquid crystal phase. Several other examples 
of cubic thermotropic liquid crystal phases 
are now known [41,42]. 

Such studies focused attention on the mi- 
croscopic textures of liquid crystal phases. 
The defects characterizing these textures are 
now well understood through rather beauti- 
ful studies by workers such as KlCman [43 I ,  
and from textures it is now possible to go a 
long way towards characterizing the phase 
behavior of new materials. A great deal of 
work on phase characterization has been 
done, and two reference sources are impor- 
tant [44,45]. Through such detailed studies 
of phase behavior, new phenomena were of- 
ten recognized and explained, for example, 
the re-entrance phenomenon through the 
work of Cladis [46], and the existence of the 
blue phases (BPI, BPII, and BPIII) through 
the work of several groups [47]. We should 
remember of course that Reinitzer did ob- 
serve blue phases many years earlier and 
knew, without understanding the situation, 
that something occurred between the iso- 
tropic liquid and the N* phase on cooling 
many chiral materials. Reflectance micros- 
copy played a big part in the eventual elu- 
cidation of these phases as cubic phases in- 
volving double twist cylinders. 

The widened interest in liquid crystals 
exemplified above had its origins in a num- 
ber of events, such as the publication of 
the Brown and Shaw review [33] and the 
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author's monograph [36], but a very big part 
was played by the launch of the now regu- 
lar International Liquid Crystal Confer- 
ences (ILCCs). We owe these now biennial 
conferences to Glenn Brown, the first one 
being organised by him in 1965 in Kent State 
University in Ohio. Attended by some 90 
delegates from different countries, this 
meeting was most important in providing 
that small group of research workers with 
an identity and the opportunity to meet and 
discuss problems and new ideas. Glenn 
Brown was indeed successful in obtaining 
funding for the second ILCC, held again in 
Kent State University, in 1968. The liquid 
crystal community owes a great deal to 
Glenn Brown for his vision in making these 
meetings possible. He created for liquid 
crystals a community of scientists within 
which the vigorous development of new re- 
search results and the technological innova- 
tion of the 1970s was to generate and con- 
tinue unabated to the present time. 

At the 1965 ILCC Meeting, the focus on 
applications was on Fergason's presenta- 
tions on thermography using cholesteric liq- 
uid crystals, but in 1968, the meeting was 
attended by a group of researchers from 
Radio Corporation of America (RCA) in 
Princeton, where work under Heilmeier, 
Castellano, Goldmacher, and Williams was 
being done on display devices based on liq- 
uid crystals. The liquid crystal community 
was having its eyes opened to the potential 
of liquid crystals for application in electro- 
optical displays. The seminal work of the 
RCA group, initially on dynamic scattering 
displays, cannot be overstressed for its im- 
portance to the field. Two years later, at the 
1970 ILCC in Berlin, display applications 
of liquid crystals were being discussed free- 
ly, and later when the patents of Schadt and 
Helfrich and of Fergason on the twisted ne- 
matic liquid crystal electro-optical display 
mode came into the public domain, activity 

intensified. At the fourth ILCC in 1972, 
again at Kent State, display applications 
dominated the meeting, and two years later 
at the 1974 ILCC in Stockholm, the author's 
presentation was on materials for use infive 
different display types, i.e., dynamic scat- 
tering, Frkedericksz, twisted nematic, chol- 
esteric memory, and cholesteric-nematic 
phase change display devices. 

Electro-optical liquid crystal display de- 
vices were now well established, and the 
twisted nematic device was obviously the 
superior one, based as it was upon a field ef- 
fect in a pure nematic of positive dielectric 
anisotropy rather than upon the conductiv- 
ity anisotropy, generated by ionic dopants 
in nematics of negative dielectric anisotro- 
py, as in dynamic scattering displays. 

In 1970, the author and co-workers ob- 
tained a research grant from the UK Minis- 
try of Defence for work on room tempera- 
ture liquid crystal materials that would func- 
tion well in electro-optic displays. When our 
attention was directed to liquid crystal ma- 
terials of positive dielectric anisotropy rath- 
er than negative dielectric anisotropy, we 
were able to make rapid progress, drawing 
on the store of fundamental knowledge re- 
lating molecular structure to liquid crystal 
properties, and, as a consequence, follow- 
ing patenting, the synthesis and behavior of 
the 4-alkyl- and 4-alkoxy-4'-cyanobiphe- 
nyls, designed for twisted nematic displays, 
were published in 1973 [48]. The history of 
the events leading up to the discovery of the 
cyanobiphenyls has been nicely document- 
ed by Hilsum [49], the originator of the re- 
search program under the author at the Uni- 
versity of Hull and the coordinator of the 
associated programs on physicsldevices at 
DRA, Malvern, and eventually on commer- 
cial production at BDH Ltd (now Merck UK 
Ltd). 

The advent of the cyanobiphenyls made 
available the materials for the manufacture 
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of high quality, reliable liquid crystal dis- 
plays, and in so doing provided the secure 
basis upon which today’s burgeoning elec- 
tro-optical liquid crystal display device in- 
dustry rests. The availability of these mate- 
rials also spawned intense interest in other 
related families of materials, and during the 
later 1970s, the cyclohexane analogs of the 
biphenyls [50] and the pyrimidine analogs 
[S 11 became available, widening the choice 
of physical properties available to device 
engineers. 

The market place welcomed the first sim- 
ple, direct drive twisted nematic liquid crys- 
tal (LC) displays, but in so doing, created a 
demand for devices capable of portraying 
more complex data, particularly important 
for the display of Chinese/Japanese charac- 
ters. Multiplex driven liquid crystal displays 
with some capability in this direction re- 
quired the exploration of more complex 
mixtures incorporating ester components. 
However, the limitations of multiplex ad- 
dressing were quickly exposed, encourag- 
ing interest in new device forms and ad- 
dressing techniques. One development was 
the discovery of the supertwisted nematic 
display [52, 531 and of addressing methods 
for twisted nematic displays using thin film 
transistors. These two possibilities have 
progressed forwards successfully, each hav- 
ing to overcome its own particular prob- 
lems. For a survey, see the review by Schadt 
[54]. As a result, in the late 1980s and ear- 
ly 1990s really excellent full color LC dis- 
plays for direct view and for projection, in- 
volving where necessary high definition 
resolution, have come to the fore and dom- 
inate today’s marketplace. The devices have 
steadily improved in viewing angle, bright- 
ness, definition, and color quality, and the 
most up to date displays (supertwisted ne- 
matic and active matrix twisted nematic) are 
technological products of great quality 
which lead the liquid crystal display device 

industry into the new millennium in a most 
confident mood. 

Work in other display areas has of course 
occurred. Through the seminal work of 
R. B. Meyer and the research of Clark and 
Lagerwall [55] on surface stabilized ferro- 
electric liquid crystal devices based on chi- 
ral smectic C liquid crystal materials, the 
potential for ferroelectric devices has been 
fully explored in recent years. With their 
faster switching capability, they are attrac- 
tive, and the difficulties over addressing 
schemes and the manufacture of ferro- 
electric displays will perhaps soon be over- 
come to give the marketplace a further liq- 
uid crystal device. 

In the search for novel materials, partic- 
ularly new ferroelectric materials, new 
phase types were also discovered, notably 
the antiferroelectric phase [56] which, with 
tristable switching characteristics, also has 
potential for display use, possibly overcom- 
ing some of the difficulties with ferro- 
electric systems and providing a further dis- 
play device of high quality. 

A further development in the display 
area concerns liquid crystal devices using 
in-plane-switching techniques, giving much 
improved viewing angle of the display [57, 
581. Here the molecules switch across the 
surface of the display cell, and this technol- 
ogy is now being adopted by three compa- 
nies. Plasma switching of other types of liq- 
uid crystal display is another interesting 
technology awaiting further development 
[591. 

Going back to the earlier 1970s, with the 
advent of the cyanobiphenyls and later the 
cyclohexane and pyrimidine analogs, not 
only was the display device industry provid- 
ed with a wealth of novel, useful materials, 
but also those in fundamental research were 
given a range of stable, room temperature 
liquid crystal materials for study by a grow- 
ing panoply of experimental and theoretical 
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techniques. Fundamental research therefore 
moved forward rapidly with very good read- 
ily available materials and the funding for 
such work that was released by the poten- 
tial for technological applications. Publica- 
tions of research papers and patents escalat- 
ed, as mentioned earlier, and in the journals 
Molecular Crystals and Liquid Crystals and 
Liquid Crystals the field now has its own 
dedicated literature shop windows. 

The knowledge base in fundamental sci- 
ence was also extended greatly by the dis- 
covery in Chandrasekhar’s group [60] of 
liquid crystals formed by disc-shaped mole- 
cules. Capable of forming discotic nematic 
phases and a range of columnar phases, 
these materials currently attract much inter- 
est and technological applications for them 
are possible. 

This period also saw the growth of work 
on liquid crystal polymers both of the main 
chain and the side group varieties, and 
amongst others, the names of Blumstein and 
Finkelmann are associated with the first ad- 
vances in this field which attracts many 
workers today (see [61,62]). Mainchain liq- 
uid crystal polymers became known for 
their ability to form high tensile strength fi- 
bers and moldings, and side group liquid 
crystal polymers also have applications in 
optical components such as brightness 
enhancement films for display devices. An- 
isotropic networks, elastomers, and gels are 
also intriguing systems that have been re- 
viewed by Kelly [63]. 

Fundamental studies of liquid crystals 
have also opened up much interest in met- 
allomesogens, i.e., materials incorporating 
metal centers and capable of giving liquid 
crystal phases. Many materials ranging 
from the calamitic (rod-like) type to the 
disc-like metallophthalocyanines are now 
known and with appropriate metal centers 
have interesting magnetic characteristics. 
Indeed, such have been the developments in 

this area that a text devoted to the subject 
has been published [64]. 

If this section of this chapter hardly reads 
as a chronological history, this is because 
the last 15 years have seen so many devel- 
opments in different directions that a sim- 
ple pattern of evolution does not exist. In- 
stead, developments have occurred in an ex- 
plosive way, emanating outward from the 
core of fundamental knowledge acquired up 
to the end of the 1970s. We have already 
looked briefly at display applications, liq- 
uid crystals from disc-shaped molecules, 
liquid crystal polymers, and metallomeso- 
gens, but to follow all the developments of 
recent years radiating out from the central 
core is hardly possible in a short chapter like 
this. 

Only a few topics can be selected for brief 
mention, and if some areas of development 
are excluded through shortness of space, the 
author can at least feel confident that justice 
is done to them in the later pages of this four 
volume Handbook of Liquid Crystals. 

4.1 Lyotropic Liquid 
Crystals 

Activity here may have been less intense 
than in the thermotropic liquid crystal area. 
Important developments began, however, 
through the work of the Swedish group 
under Ekwall, Fontell, Lawson, and Flautt, 
and the 1970s saw the publication by 
Winsor of his R-theory of fused micellar 
phases [65] and of Friberg’s valuable book 
Lyotropic Liquid Crystals [66]. 

The importance of lyotropic liquid crys- 
tals in the oil industry, the food industry, and 
the detergent industry is high because of the 
need to know the exact behavior of amphi- 
phile/water/oil systems and the role played 
by the micellar phases in the context of ef- 
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ficient extraction of oil from natural rocks 
and whether a system will flow, the process- 
es of baking and the uses of emulsifiers, and 
the general efficiency of soaps and deter- 
gents. Especial mention should be made of 
the work of Tiddy and his studies of the com- 
plex phase relations involving lamellar, 
hexagonal, and viscous isotropic (cubic) mi- 
cellar phases and his extension of the field 
to include zwitterionic systems (see, for ex- 
ample, [67]), as well as cationic and anion- 
ic amphiphiles. The importance of lyotrop- 
ic liquid crystal concepts in relation to bio- 
logical systems and the role played therein 
by liquid crystals must also be noted. A re- 
cent review of lyotropic liquid crystals by 
Hiltrop is to be found in [68]. 

4.2 Theory 

Theoretical treatments of liquid crystals 
such as nematics have proved a great chal- 
lenge since the early models by Onsager and 
the influential theory of Maier and Saupe 
[34] mentioned before. Many people have 
worked on the problems involved and on the 
development of the continuum theory, the 
statistical mechanical approaches of the 
mean field theory and the role of repulsive, 
as well as attractive forces. The contribu- 
tions of many theoreticians, physical scien- 
tists, and mathematicians over the years has 
been great - notably of de Gennes (for ex- 
ample, the Landau-de Gennes theory of 
phase transitions), McMillan (the nemat- 
ic-smectic A transition), Leslie (viscosity 
coefficients, flow, and elasticity), Cotter 
(hard rod models), Luckhurst (extensions of 
the Maier-Saupe theory and the role of flex- 
ibility in real molecules), and Chandrasek- 
har, Madhusudana, and Shashidhar (pre- 
transitional effects and near-neighbor cor- 
relations), to mention but some. The devel- 

opment of these theories and their signifi- 
cance are fully documented in the second 
edition of Chandrasekhar 's excellent mono- 
graph [69] entitled simply Liquid Crystals, 
and supported by earlier reviews in [70]. 

In many of the above studies, the Gay- 
Berne potential describing the interactions 
between anisotropic particles has been used, 
and this can be separated into repulsive and 
attractive parts, enabling studies of the roles 
played by each in mesophase formation. 
Computer simulation has been used to in- 
vestigate Gay-Berne fluids, and phase dia- 
grams giving isotropic, nematic, smectic, 
and crystalline phases have been produced 
(see, for example, Hashim et al. [71]). Sim- 
ulations aimed ultimately at the prediction 
of the phase behavior of compounds of giv- 
en molecular structure (the molecular dy- 
namics approach), avoiding synthesis, is an- 
other area of growth, supported by the in- 
creasing power of computers, and results 
from studies of molecular mechanics, used 
in the determination of molecular structure 
and lowest energy conformations, are prov- 
ing to be increasingly useful (see Chap. 111, 
Sec. 3 of this volume [72]). 

4.3 Polymer Dispersed 
Liquid Crystals (PDLCs) 
and Anchoring 

The behavior of liquid crystals at surfaces 
is of course of great importance in normal 
flat panel electro-optical displays, and the 
subject of anchoring is an area of strong re- 
search activity, where the work of Barber0 
and Durand is particularly noteworthy [73]. 

In recent years, PDLCs have attracted 
much attention because sheets consisting of 
droplets of nematic liquid crystal in an 
amorphous polymer matrix can be made by 
a number of techniques. The orientation in 
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the nematic droplets can be manipulated by 
electric fields, changing the appearance of 
the sheet from cloudy to clear, and opening 
up possibilities for electrically switchable 
windows and panels, and for large area signs 
and advertising boards. The high voltages 
initially required for the operation of such 
systems have been reduced considerably 
and problems of off-axis haze in the view- 
ing panels have been diminished. The full 
impact of such switchable panels has not yet 
been realized, and some of the problems 
have focused attention on the fact that in 
such systems the liquid crystal is con- 
strained in a confined geometry, and the ra- 
tio of surface contact area to bulk volume is 
high. This has led to important research on 
liquid crystals in confined geometries and a 
text on this subject by Crawford and Zumer 
was published in 1996 [74]. This valuable 
book embraces other important aspects of 
confinement than that in PDLC systems, and 
includes porous polymer network assem- 
blies in nematic liquid crystals, polymer sta- 
bilized cholesterics with their implications 
for reflective cholesteric displays, liquid 
crystal gel dispersions, filled nematics, and 
anisotropic gels. 

4.4 Materials and 
New Phases 

The applications of liquid crystals have un- 
questionably added incentive to the quest 
for new liquid crystal materials with super- 
ior properties such as viscosity, elastic con- 
stants, transition temperatures, and stability. 
In recent years this has catalyzed work on 
chiral materials as dopants for ferroelectric 
displays and for antiferroelectric materials 
with structures avoiding the number of po- 
tentially labile ester groups that were 
present in the original materials in which 

antiferroelectric properties were discov- 
ered. 

The quest for new materials, whether 
driven by their potential for applications or 
simply by natural scientific curiosity about 
structure/property relations (i.e., as part of 
fundamental research programs) has always 
been and is today a vital part of the liquid 
crystal scenario. Indeed, it is often the case 
that the free-thinking fundamental research 
on new materials opens the door to new 
applications or improvements in existing 
device performance. The fascination of the 
liquid crystal field in fact derives from this 
continuing materials-knowledge-applica- 
tions knock-on effect. Importantly, it can 
occur in both directions. 

Thus studies of the significance of the po- 
sition of the location of the double bond in 
a terminal alkyl chain led to the alkenylbi- 
cyclohexane systems [75], which today pro- 
vide excellent materials for supertwisted ne- 
matic devices, and the work on ferroelectric 
materials led to the discovery of the antifer- 
roelectric phase. 

A notable example of phase discovery 
was that of the twist grain boundary smec- 
tic A* phase (TGBA*) by Goodby et al. in 
1989 [76]. This new liquid crystal phase is 
a frustrated smectic in which the opposing 
tendencies to twist and be lamellar are ac- 
commodated through a regular array of dis- 
locations, the possibility of which was pre- 
dicted by de Gennes [77] in 1972 when he 
saw the analogous roles played by the direc- 
tor in an SmA phase and the magnetic vec- 
tor potential in a superconductor. The anal- 
ogous TGBC* phase is also now known. 

In the field of natural products, there is 
growing interest in the increasing range of 
carbohydrates that are being found to be liq- 
uid crystalline [78-801, swinging interest 
back to the role of liquid crystals in biolog- 
ical systems, where recent studies of lyo- 
tropic mesomorphism in deoxyguanosine 
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cyclic monophosphates [81] and of the sig- 
nificance of hydrogen bonding [82] and 
charge transfer [83] in low molar mass liq- 
uid crystals may be of further relevance. 

Studies of the liquid crystal properties of 
terminally [84] and laterally [85] connected 
di-, tri- and tetra-mesogens are probing the 
behavior in the area between monomeric 
liquid crystals and liquid crystal polymers. 
The intercalated smectic phase (SmA,,,) has 
been found [84] and the somewhat related 
organosiloxanes [86] are proving to be most 
interesting materials with properties inter- 
mediate between low molar mass and poly- 
meric liquid crystals, developed apparently 
through a microsegregation of the siloxane 
parts of the molecules into layers, leaving 
the organic moieties as appendages. Mate- 
rials with both ferroelectric and antiferro- 
electric properties are provided and, signif- 
icantly for applications, have almost tem- 
perature insensitive tilt angles and polariza- 
tions. 

Finally, a breakdown of the division be- 
tween calamitic liquid crystals and the co- 
lumnar phases formed by disc-shaped mole- 
cules has occurred through the discovery of 
materials that give both types of mesophase 
in single compounds. For example, some 
six-ring, double swallow-tailed mesogens 
reported by Weissflog et al. [87] exhibit the 
very interesting phase sequence SmC-ob- 
lique columnar-SmC-nematic, combining 
not only calamitic and columnar phases, but 
also a re-entrant SmC phase. 

5 Conclusions 

Thus in the above selected areas and in many 
others that cannot be mentioned specifical- 
ly here, the development of knowledge and 
understanding of liquid crystal systems goes 
on in a manner that is quite prolific. 

It remains to be said that much has hap- 
pened in the short history of liquid crystals 
and that the field is vigorous in research to- 
day, both in the areas of fundamental sci- 
ence and application driven investigations. 
Saying that the position is healthy today 
may lead to the question: “What of the fu- 
ture?” Fortunately, the author is acting here 
in the capacity of historian, and it is not in 
the historian’s job description to predict the 
future. It will only be said that the future 
prospects for liquid crystals look healthy, 
but they will only be maintained so if fun- 
damental research by scientists of imagina- 
tion is adequately funded to enable the ex- 
ploration of new ideas, new aspects, and 
new possibilities, because history does dem- 
onstrate that many of the discoveries signif- 
icant for applications and technology derive 
from sound basic science or a sound knowl- 
edge of established basic science. 
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Chapter I1 
Guide to the Nomenclature and Classification 
of Liquid Crystals 

John W Goodby and George W Gray 

1 Introduction 

Nomenclature in liquid crystal systems is 
a nonsystematic language that is still, like 
any modern language, very much alive. 
Thus, many changes to currently acceptable 
terms, introductions of new notations, and 
deletions of out-moded notation have been 
made since the conception of the currently 
used nomenclature system. As the nomen- 
clature system is in somewhat of a fluxion- 
al state it is not wise to assume that all de- 
finitions and accompanying notations are 
sacrosanct. Nevertheless, in some areas the 
topic of nomenclature has settled down into 
an internationally accepted, but unrecog- 
nized (by Scientific Societies) notation 
system, while in other areas, where research 
is still very active, changes to notation are 
still common. Members of the Internation- 
al Liquid Crystal Society (ILCS) and the 
International Union of Pure and Applied 
Chemists (IUPAC) are, however, attempt- 
ing to create the first widely accepted nam- 
ing system for liquid crystals. The descrip- 
tions and notations that follow are in agree- 
ment with the current proposals of the ILCS 
and IUPAC. 

Notation for liquid crystals really started 
with the naming of the nematic and smectic 
phases in the early 1920s by Friedel [l] .  
However, it was the discovery of the exis- 
tence of a variety of smectic phases in the 
1950s-60s which lead Sackmann and De- 
mus to propose the current lettering scheme 
for smectic liquid crystals [2]. Originally 

only three smectic phases were defined, 
SmA, SmB and SmC, but more followed 
rapidly as new phases were discovered. The 
notation introduced by Sackmann and De- 
mus was dependent on the thermodynamic 
properties of mesophases and their ability to 
mix with one another, thus the miscibility of 
a material of undefined phase type with a 
standard material of knownldefined meso- 
phase morphology became the criterion for 
phase classification. Immiscibility, on the 
other hand has no special significance. Con- 
sequently all materials should have become 
standardized with those labelled by Sack- 
mann and Demus. 

Shortly after the introduction of the nota- 
tion system, confusion set in with the nota- 
tions for the phases G and H becoming inter- 
changed (which was later resolved by agree- 
ment between the Hull and Halle Research 
Groups [ 3 ] .  In addition, the D phase had 
been introduced as a smectic phase but lat- 
er it turned out to be cubic; the B phase was 
split into two, the tilted B and orthogonal 
B phases, which were later to be redefined 
as the B and G phases; two E phases were 
thought to exist, one being uniaxial and the 
other biaxial, that were later defined as all 
being biaxial; and of course there was the 
perennial problem as to whether or not a 
phase was a soft crystal or a real smectic 
phase. This latter debate finally gave rise to 
a change in notation for soft crystal phases, 
the Sm notation being dropped, but with the 
hangover of the B notation being used in 
both smectic and soft crystal phases. 

0 
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As our understanding of smectic phases 
increased, and structural studies using 
X-ray diffraction became more prevalent, 
there was an attempt to use crystallograph- 
ic notation to describe the structures of 
smectic phases and, in addition, subscripts 
and superscripts were introduced to de- 
scribe certain structural features, for exam- 
ple the subscript 2 was introduced to de- 
scribe bilayer structures. By and large, how- 
ever, there has been a general resistance to 
moving over to a full blown crystallograph- 
ic notation system simply because there is a 
general feeling that a small change in struc- 
ture within a miscibility class would lead to 
an unnecessary change in notation, conse- 
quently leading to complications and con- 
fusion. 

To some degree problems of notation did 
arise with the naming of columnar meso- 
phases. Originally they were called discotic 
liquid crystals, and indeed they also ac- 
quired a crystallographic notation. Both of 
these notations have, however, fallen out of 
favor and the naming of the state has been 
redefined. As research in disc-like systems 
remains relatively active, it is to be expect- 
ed that further phases will be discovered, 
and as our understanding of the structures 
of these phases increases changes may be 
made to our current notation. 

Notation in chiral phases is in flux basi- 
cally because many new phases have been 
recently discovered, for example, antiferro- 
electric phases, blue phases and twist grain 
boundary phases. Even the use of an aste- 
risk to indicate the presence of chirality is a 
hotly debated topic because chiral systems 
have broken symmetries and sometimes hel- 
ical structures. Thus the debate is an issue 
over which aspect of chirality does the aste- 
risk represent - broken symmetry or helic- 
ity. Thus further developments and changes 
in notation may be expected to occur in this 
area in the future. 

Another problem that exists in notation is 
the relationship between thermotropic and 
lyotropic nomenclature. In some cases con- 
tinuous behavior has been seen between 
thermotropic and lyotropic mesophases 
suggesting that they should share the same 
notation; however, at this point in time this 
has not occurred. 

The notation scheme given below will be 
used wherever possible in the Handbook of 
Liquid Crystals; however for the reasons 
given above, readers should take care in its 
implementation, and they should also re- 
member that the literature has suffered 
many changes over the years and so nomen- 
clature used years ago may not tally with 
today’s notation. 

2 General Definitions 

Liquid crystal state - recommended symbol 
LC - a mesomorphic state having long- 
range orientational order and either partial 
positional order or complete positional dis- 
order. 

Mesomorphic state - a state of matter in 
which the degree of molecular order is inter- 
mediate between the perfect three-dimen- 
sional, long-range positional and orienta- 
tional order found in solid crystals and the 
absence of long-range order found in iso- 
tropic liquids, gases and amorphous solids. 

Liquid crystal - a substance in the liquid 
crystal state. 

Crystal phase -phase with a long-range pe- 
riodic positionalhranslational order. 

Liquidphase -phase with no long-range pe- 
riodic or orientational order. 

Mesophase or liquid crystal phase - phase 
that does not possess long-range posi- 
tional ordering, but does have long-range 
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orientational order. A phase occurring over 
a defined range of temperature or pressure 
or concentration within the mesomorphic 
state. 

Thermotropic mesophase - a mesophase 
formed by heating a solid or cooling an iso- 
tropic liquid, or by heating or cooling a ther- 
modynamically stable mesophase. 

Lyotropic mesophase - a mesophase formed 
by dissolving an amphiphilic mesogen in 
suitable solvents, under appropriate condi- 
tions of concentration and temperature. 

Calamitic mesophase - a mesophase formed 
by molecules or macromolecules with rod 
or lath-like molecular structures. 

Columnar phase - phase that is formed by 
stacking of molecules in columns. Note that 
sugars, etc. are not necessarily discotic; dis- 
cotic reflects a disc-like molecular shape. 
Also phasmids are columnar, but not neces- 
sarily discotic. 

Mesogen (mesomorphic compound) - a 
compound that under suitable conditions of 
temperature, pressure and concentration can 
exist as a mesophase. 

Calamitic mesogen - a mesogen composed 
of molecules or macromolecules with rod or 
lath-like molecular structures. 

Discotic mesogen - a mesogen composed of 
relatively flat, disc- or sheet-shaped mole- 
cules. 

Pyramidal or bowlic mesogen - a mesogen 
composed of molecules derived from a semi- 
rigid conical core. 

Polyeatenary mesogen - a mesogen com- 
posed of molecules having an elongated 
rigid core with several flexible chains 
attached to the end(s). 

Swallow-tailed mesogen - a mesogen com- 
posed of molecules with an elongated rigid 

core with a flexible chain attached at one 
end and a branched flexible chain, with 
branches of about the same length at the 
other. 

Mesogenic dimers, trimers etc. - a mesogen 
consisting of molecules with two, three, or 
more linked mesogenic units usually of 
identical structure. 

Sanidic mesogen - a mesogen composed of 
molecules with board-like shapes. 

Amphiphilie mesogen - a compound com- 
posed of molecules consisting of two parts 
with contrasting character, which may be 
hydrophilic and hydrophobic, that is lipo- 
phobic and lipophilic. 

Amphotropic material - a compound which 
can exhibit thermotropic as well as lyotrop- 
ic mesophases. 

3 Structural Features 

Molecules of liquid crystalline compounds 
are subdivided into the central core (meso- 
genic group), the linking groups, and later- 
al groups as well as terminal groups, de- 
pending on whether or not the groups 
lie along the long axis of the molecule. In 
relation to disc-like molecules, the central 
rigid region is called the core and the outer 
region the periphery; linking groups have 
the same definition as for calamitic rod-like 
systems. 

The term mesogenic means that the struc- 
ture is generally compatible with meso- 
phase formation. A compound that forms 
real mesophases is however mesomorphic. 
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4 Polymeric Liquid 
Crystals 
Liquid crystalline polymers are classified 
either as main-chain liquid crystalline poly- 
mers (MCLCP), as polymers with mesogen- 
ic side groups (SGLCP), or as liquid crys- 
talline elastomers. 

5 Notation 
of Thermotropic Liquid 
Crystalline Properties 
To denote one phase transition, the abbrevi- 
ation T together with an index is used (for 
example, TN-I for a nematic-isotropic tran- 
sition; TCpA for a smectic C-smectic A 
transition). 

The complete transition sequence is charac- 
terized by the description of the solid state 
(Sec. 5.  I), the liquid crystalline transitions 
(Sec. 5.2) and the clearing parameter (Sec. 
5.3). 

The phase symbol is followed by the upper 
temperature limit as measured during the 
heating and not during the cooling cycle. 

Crystal types should be arranged in an as- 
cending order of transition temperature. 

If a transition temperature of a liquid crys- 
talline phase is lower than the melting point, 
this phase only occurs monotropically. 

Monotropic transitions appear in round 
brackets. 

In this context, square brackets mean virtu- 
al transitions. 

Examples: 

Cr 34 N 56 I designates a compound melt- 
ing at 34 "C into the nematic phase; at 56 "C 

it changes into the isotropic phase; normal 
behavior. 

Cr 56.5 (SmA 45) I designates a compound 
melting at 56.5 "C into the isotropic phase. 
Below 45 "C, a monotropic A phase exists. 

Cr 120 B 134 I [N 56 I,] designates a com- 
pound melting at 120 "C into the crystal B 
phase. At 134°C the isotropic phase is 
formed. The virtual nematic clearing point 
of 56°C is one obtained by extrapolation 
from mixtures. 

Cr, 78 Cr, 212 N ? Idecomp designates a 
compound with a crystal to crystal transi- 
tion at 78 "C and a melting point of 212 "C 
to a nematic phase. The clearing point is 
unknown because decomposition takes 
place. 

Cr, 112 (Cr, 89) I designates a material 
with a metastable crystal phase formed on 
cooling the isotropic melt slowly and hav- 
ing a lower melting point than the stable 
crystal phase. 

5.1 Description 
of the Solid State 

Cr crystalline phase 
Cr, second crystalline phase 
g glassy state 
Tg glass-transition temperature 

5.1.1 Description 
of Soft Crystals 

The following phases should just be called 
B, E, etc. (i.e. retaining their historic clas- 
sification, but losing their smectic code let- 
ter Sm) because they are no longer regard- 
ed as true smectics as they have long range 
positional order. In fact they are soft or dis- 
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ordered crystals. The single letter notation 
(B, E, etc.) is preferred to B,,, E,, etc. 

B 
E 
Emod 

G 
H 
J 
K 

crystal B 
crystal E 
crystal E phase with modulated 
in-plane structure 
crystal G 
crystal H 
crystal J 
crystal K 

Tilted Chiral Soft Crystal Phases 

A superscript asterisk (*) is used through- 
out to denote the presence of chirality. 

J* tilted chiral crystal J 
H* tilted chiral crystal H 
G* tilted chiral crystal G 
K* tilted chiral crystal K 

Chiral Orthogonal Soft Crystal Phases 

A superscript asterisk (*) is used through- 
out to denote the presence of chirality. 

B* chiral orthogonal crystal B phase 
E* chiral orthogonal crystal E phase 

5.2 Description of the 
Liquid Crystalline Phases 

5.2.1 Nematic and Chiral 
Nematic Phases 

n director 
N nematic 
N* chiral nematic (cholesteric) 
Nu uniaxial nematic phase 
N, biaxial nematic phase (sanidic phase) 
also 

NZ infinite pitch cholesteric, i.e. at a helix 
inversion or compensation point 

BP blue phases. These are designated BPI, 
BPI,, BP,,, or BP,,, and BPS. 

5.2.2 Smectic Liquid Crystals 

Use Sm for smectic instead of S (unless spelt 
out), this avoids subscripts and double sub- 
scripts 

SmA 

SmB or 

SmC 
SmB,,, 

SmF 
SmI 
SmM 

SmO 

Smectic A 
SmA, monolayer 
SmA, bilayer 
SmA, interdigitated bilayer 
SmA modulated bilayer 
Smectic B; hexatic B 
(SmB preferred) 
Smectic C 
SmC monolayer 
SmC, bilayer 
SmC, interdigitated bilayer 
S m c  modulated bilayer 
SmC,,, alternating tilt phase - 
see smectic 0 
Smectic F 
Smectic I 
Smectic M - not found common 
use so far 
Smectic 0 - not found common 
use so far. Use carefully in relation 
to smectic Calt and antiferroelec- 
tric smectic C* phase 
SmO and SmM should be defined 
in the text 

Intercalated mesophases take the sub- 
script c, e.g., SmA,. 

Biaxial variants of uniaxial smectic phases 
take the subscript b, e.g., SmA,. 

5.2.3 Chiral Smectic Liquid 
Crystals 

Usually given the notation * to indicate the 
presence of chirality, e.g., SmA*, SmC*. 
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Twist Grain Boundary Phases (TGB) Orthogonal Phases 

Orthogonal TCB Phases 

TGBA* structure based on the smectic A 
phase. The phase can be either commensu- 
rate or incommensurate depending on the 
commensurability of the helical structure 
with respect to the rotation of the smectic A 
blocks in the phase. 

TGBB* proposed structure based on a hel- 
ical hexatic B phase. 

Tilted TGB Phases 

TGBC phase poses the following problems 
for nomenclature: 

TGBC where the normal smectic C* helix 
is expelled to the screw dislocations. 

TGBC* phase where the blocks have a lo- 
cal helix associated with the out of plane 
structure. 

Possibly too early to define notation yet; 
therefore spell out notation in text. 

Tilted Chiral Phases 

SmC* chiral C phase 
SmCz infinite pitch smectic C* - ferro- 

electric 
SmCi unwound antiferroelectric phase 

occurring at higher temperature, 
and above a ferroelectric SmC* 
phase in a phase sequence 
ferrielectric phases that occur on 
cooling ferroelectric C* phases 

SmCF 

SmCz antiferroelectric C* phase 

Try not to use a, /3 and ynotations, simply 
spell out the phase type, e.g. ferrielectric 
SmC* phase, or SmC* (ferri). 

The above notations may also be applied to 
SmI* and SmF* phases as and when re- 
quired - for example, SmI i  is an antiferro- 
electric I* phase. 

SmA* chiral orthogonal smectic A 
SmB*/ chiral orthogonal hexatic smectic 
SmBie, B phase (SmB* preferred) 

Analogous Achiral Systems 

Here, antiferroelectric-like structures are 
often observed, i.e. zigzag layer ordering. 
The following designation should be used 
and reference to antiferroelectric-like order- 
ing should be suppressed: 

SmCalt alternating tilt smectic C phase - 
see also smectic 0 for cross-refer- 
encing 

Unknown Phases 

Label as SmX, , SmX,, etc. 

5.2.4 Columnar Phases 

N, nematic discotic phase 
Col, hexagonal discotic 
Col,, ordered hexagonal columnar phase 
Col,, disordered hexagonal columnar 

Col,, ordered rectangular columnar phase 
Col,, disordered rectangular columnar 

phase 
Colt tilted columnar phase 
4 phasmidic phase, but Col is preferred 

For nematic phases - spell out positive and 
negative birefringent situations in the text. 
In addition spell out if the nematic phase is 
composed of single molecular entities or 
short columns which exist in a disordered 
nematic state. 

Care should be taken when using the term 
discotic; columnar is preferred. 

phase 

Unknown Discotic Phases 

Col,, Col,, etc. 
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5.2.5 Plastic Crystals 6 Stereochemistry 
Rotationally (3-D) disordered crystals that 
may be derived from globular molecules 

(#) unknown chirality 

leading to isotropic phases. This classifi- 
cation does not apply to crystal smectic 
phases composed of elongated molecules, (S) chiral (S) 
although these could be described as aniso- (R) chiral (R) 
tropic plastic crystals. (S)/(R) racemate 

One Chiral Centre ( R  or S) 

5.2.6 Condis Crystals Two Chiral Centres 

This situation is more complex and de- 
pends upon whether the two centres are the 
same or different. If they are the same the 
notation should be: chiral (S ,S  or R,R); or 
for racemic materials ( S , S  or R,R); meso- 
compounds (optically inactive by internal 
compensation should be denoted as (S,R 
Or R , S ) .  

Crystals in which the positional and confor- 
mational order in the packing of molecules 
arranged in parallel is lost to Some degree. 

5.2.7 Cubic 

Cubic thermotropic liquid crystalline phas- 
es are designated Cub. 

CubD Cubic D phase 
7 References 

5.2.8 Re-entrants 
111 G. Friedel, Ann. Physique 1922, 18, 272. 
[2] H. Sackmann, D. Demus, Mol. Cryst. Liq. Cryst. 

1966, 2, 81. 

mann, Mol. Cryst. Liq. Cryst. Lett. 1980,56, 3 1 1 .  

Use the same notation as for nematic or 
other appropriate phase with subscript re- 
entrant, i.e., N,, or SmC,, or Col,,,. 

[3]  D. Demus, J.  w. Goodby, G. W. Gray, H. Sack- 

5.3 Description of the 
Clearing Parameters 

I isotropic, standard case 
Idecomp decomposition at clearing temper- 

Ie extrapolated temperature 
ature 





Chapter I11 
Theory of the Liquid Crystalline State 

1 Continuum Theory for Liquid Crystals 

Frank M. Leslie 

1.1 Introduction 

Continuum theory for liquid crystals has its 
origins in the work of Oseen [ 11 and Zoch- 
er [2] in the 1920s. The former essentially 
derived the static version of the theory for 
nematics that has been used extensively in 
device modelling, while the latter success- 
fully applied it to Frkedericksz transitions 
[3]. Later Frank [4] gave a more direct for- 
mulation of the energy function employed 
in this theory, and stimulated interest in the 
subject after a period of relative dormancy. 
Soon thereafter Ericksen [ 5 ]  set the theory 
within a mechanical framework, and gener- 
alized his interpretation of static theory to 
propose balance laws for dynamical beha- 
viour [6]. Drawing upon Ericksen’s work, 
Leslie [7] used ideas prevalent in continu- 
um mechanics to formulate constitutive 
equations, thus completing dynamic theory. 

This continuum theory models many stat- 
ic and dynamic phenomena in nematic liq- 
uid crystals rather well, and various ac- 
counts of both the theory and its applica- 
tions are available in the books by de Gennes 
and Prost [8], Chandrasekhar [9], Blinov 
[ 101 and Virga [ 113, and also in the reviews 
by Stephen and Straley [12], Ericksen [13], 
Jenkins [ 141 and Leslie [ 151. Given this suc- 

cess of continuum theory for nematics, 
much current interest in continuum model- 
ling of liquid crystals now centres upon ap- 
propriate models for smectic liquid crystals, 
liquid crystalline polymers and (to a lesser 
extent) lyotropics. Otherwise, interest in ne- 
matics is largely confined to studies of be- 
haviour at solid interfaces, this including 
discussions as to whether or not one should 
include an additional surface term in the 
Frank-Oseen energy as proposed by Neh- 
ring and Saupe [ 161, although there has al- 
so been some activity into the modelling of 
defects, particularly using a modified theo- 
ry proposed recently for this purpose by 
Ericksen [ 171. 

In this section I aim to describe in some 
detail continuum theory for nematics, and 
also to draw attention to some points of cur- 
rent interest, particularly surface conditions 
and surface terms. At this juncture it does 
seem premature to discuss new develop- 
ments concerning smectics, polymers and 
lyotropics, although a brief discussion of an 
equilibrium theory for certain smectics 
seems appropriate, given that it relates to 
earlier work on this topic. Throughout, to 
encourage a wider readership, we endea- 
vour to employ vector and matrix notation, 
avoiding use of Cartesian tensor notation. 

0 
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1.2 Equilibrium Theory 
for Nematics 

1.2.1 The Frank-Oseen Energy 

Continuum theory generally employs a unit 
vector field n(x) to describe the alignment 
of the anisotropic axis in nematic liquid 
crystals, this essentially ignoring variations 
in degrees of alignment which appear to be 
unimportant in many macroscopic effects. 
This unit vector field is frequently referred 
to as a director. In addition, following Oseen 
[ 11 and Frank [4], it commonly assumes the 
existence of a stored energy density W such 
that at any point 

W = W(n, Vn) (1) 

the energy is therefore a function of the di- 
rector and its gradients at that point. Since 
nematic liquid crystals lack polarity, n and 
-n are physically indistinguishable and 
therefore one imposes the condition that 

W(n, Vn) = W(-n, -Vn) (2) 

and invariance to rigid rotations requires 
that 

( 3 )  

where e is any proper orthogonal matrix, 
the superscript denoting the transpose of the 
matrix. While the above suffices for chiral 
nematics or cholesterics, for non-chiral ne- 
matics, invariably referred to simply as ne- 
matics, material symmetry requires that 
(Eq. 3) be extended to 

(4) 

where the matrix Q belongs to the full or- 
thogonal group, t6e function is therefore 
isotropic rather than hemitropic. 

Oseen and Frank both consider an ener- 
gy function that is quadratic in the gradients 
of the director n, in which case the condi- 

W(n, Vn) = W(en, pVnpT) 

W(n, Vn) = W(Qn, - - -  QVnQT) 

tions (Eq. 2) and (Eq. 3) lead to 

2W = K,(div n)2 + K2(n . curl n + q)2 
+ K , I n ~ c u r l n 1 ~ + ( K ~ +  K4) 

where the K s and q are constants. The above 
is the form appropriate to cholesterics or 
chiral nematics, q being related to the natu- 
ral pitch of the characteristic helical config- 
urations found in these materials, through 

. div[(n - grad)n - (div n)n] ( 5 )  

p = 2nlq. (6) 

For ordinary nematics, however, the condi- 
tions (Eq. 2) and (Eq. 4) yield 

2W = K,(div n)2 + K2(n . curl n)2 
+ K3( n x curl nI2 + (K2 + K4) 

the coefficient q necessarily zero for such 
materials. This latter energy can alternative- 
ly be expressed as 

2W = (K, - K2 - K4)(div n)* 

. div[(n . grad)n - (div n)n] (7) 

+ K2tr(VnVnT) + K , t ~ ( v n ) ~  (8) 
+ (K3 - K2)(n . grad)n . (n . grad)n 

trd and AT denoting the trace and transpose 
of the matrix 4, respectively. This latter 
form can be more convenient for some pur- 
poses. It is common to refer to the constants 
K,, K2 and K3 as the splay, twist and bend 
elastic constants, respectively, while the K4 
term is sometimes omitted since the last 
term in the form (Eq. 7) can clearly be ex- 
pressed as a surface integral. 

Given that nematics tend to align uni- 
formly with the anisotropic axis everywhere 
parallel, Ericksen [ 181 argues that this must 
represent a state of minimum energy, and 
thus assumes that 

W(n, Vn) > W(n, 0), Vn + 0 (9) 

and as a consequence the coefficients in (Eq. 
7) or (Eq. 8) must satisfy 

K, > O ,  K 2 > 0 ,  K,>O, 
2K, > K2 + K4 > 0, K2 > K4 (10) 
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Jenkins [ 191 discusses the corresponding re- 
strictions placed upon the energy (Eq. 5 )  by 
assuming that the characteristic twisted hel- 
ical configuration represents a minimum of 
energy. 

To conclude this section we note an iden- 
tity derived by Ericksen [6] from the condi- 
tion (Eq. 3) by selecting 

P = _ I - k & R ,  R T = - R  

_I being the unit matrix and E a small param- 
eter. With this choice one can quickly show 
that 

a result required below. In the above, the no- 
tation a * b represents the 3 x 3 matrix with 
(i, j)th element ai bj. 

1.2.2 A Virtual Work 
Formulation 

The approach adopted by Ericksen [ 5 ]  to 
equilibrium theory for both nematic and 
cholesteric liquid crystals appeals to a prin- 
ciple of virtual work, which for any volume 
Vof material bounded by surface Stakes the 
form 

6 j  Wdv=j(F .6x+G.An)dv 
V V 

+I ( t .6x+s.An)ds (13) 
S 

where 

An = 6n + (6x . grad)n (14) 

F denotes body force per unit volume, t sur- 
face force per unit area, and G and s are gen- 
eralized body and surface forces, respec- 
tively. With the common assumption of in- 
compressibility the virtual displacement 6x 
is not arbitrary, but is subject to the con- 

straint 

div 6x = 0 (15) 

and of course the variations 6n and An are 
constrained by 

6 n .  n = An. n = 0 (16) 

due to n being of fixed magnitude. 
Through consideration of an arbitrary, in- 

finitesimal, rigid displacement in which An 
is zero, it quickly follows from (Eq. 13) that 

Fdv + J t ds = 0 
V S 

which of course expresses the fact that the 
resultant force is zero in equilibrium. Sim- 
ilarly, consideration of an arbitrary, infini- 
tesimal, rigid rotation o, in which 

6 x = o x x ,  A n = o x n  (18) 

yields from (Eq. 13) following rearrange- 
ment of the triple scalar products 

j (x  x F + n x G ) d v +  j (x  x t + nxs)ds  = 0 

(19) 
V S 

which one interprets as a statement that the 
resulting moment is zero in equilibrium. 
Hence (Eq. 19) relates the generalized forc- 
es G and s to the body and surface moments 
K and 1, respectively, through 

K = n x G ,  i ? = n x s  (20) 

which allows the determination of the gen- 
eralized body force. 

By first expressing the left hand side of 
the statement of virtual work (Eq. 13) as us- 
ing (Eq. 15) 

6 l  Wdv=J(6W+(6x,grad)W)dv (21) 

this taking account of the change of volume 
in the virtual displacement, and then reor- 
ganizing the resultant volume integral so 
that it has a similar format to the right hand 
side of (Eq. 13), it is possible to obtain ex- 
pressions for the surface force t and the gen- 

V V 
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eralized surface force s, and also two equa- 
tions required to hold in equilibrium [5]. De- 
noting by Y the unit outwards normal to the 
surface Sand bearing in mind the constraints 
(Eq. 15) and (Eq. 16), one finds from the 
surface integrals 

T aw t = -pv + T'v, T s  = -Vn ~- 
avn 

aw s=pn+Ssv,  Ss =- 
- aVn 

and also from the volume integrals 

F - grad p + div T S =  0, 

aw 
an 

G - __ + div S"= yn, 

with p an arbitrary pressure due to incom- 
pressibility, and p and y arbitrary scalars 
due to the director having fixed magnitude. 
In equations (Eq. 23) the divergence applies 
to the second of the indices of the matrices 
Ts and Ss. The former of (Eq. 23) clearly 
represents the point form of the balance of 
forces (Eq. 17), while the latter can be 
shown to be the point form of the balance of 
moments (Eq. 19), this requiring some ma- 
nipulation involving the identity (Eq. 12). 

1.2.3 Body Forces and Moments 

While the action of gravity upon a liquid 
crystal is identical to that on other materi- 
als, external magnetic and electric fields 
have a rather different effect upon these an- 
isotropic liquids than they do on isotropic 
materials. Both can give rise to body forces 
and moments as is to be expected from rath- 
er simple arguments common in magneto- 
statics and electrostatics. To fix ideas, con- 
sider a magnetic field H which induces a 
magnetization M in the material, and this in 
turn gives rise to a body force F and a body 
moment K, given by 

F = (Ma grad)H, K = M x H (24) 

In an isotropic material the induced magnet- 
ization is necessarily parallel to the field and 
the couple is zero, but for a nematic or chol- 
esteric liquid crystal the magnetization can 
have an anisotropic contribution of the form 

M = xlH + xan . Hn, xa = xll - X_L (25) 

x,l and xL denoting the diamagnetic suscept- 
ibilities when n and H are parallel and per- 
pendicular, respectively. As a consequence 
a body moment can occur given by 

K = x u n .  Hn x H (26) 

and it immediately follows from the first of 
equations (Eq. 20) that 

G = x a n .  HH (27) 

any contribution parallel to the director be- 
ing simply absorbed in the scalar y in equa- 
tions (Eq. 23). In general the anisotropy of 
the diamagnetic susceptibility xa is positive, 
but it is also rather small. Consequently one 
can ignore the influence of the liquid crys- 
tal upon the applied field. 

Similar expressions arise for an electric 
field E, this creating an electric displace- 
ment D of the form 

D = E ~ E  + EUn . En, E, = - (28) 

E~~ and denoting the corresponding dielec- 
tric permittivities, which gives rise to simi- 
lar body forces and moments. However, as 
Deuling [20] points out, there can be one im- 
portant difference between the effects of 
magnetic and electric fields upon liquid 
crystals, in that an electric field can give rise 
to significant permittivities, and thus one 
must allow for the influence of the liquid 
crystal upon the applied field by employing 
the appropriate reduced version of Max- 
well's equations. 

Associated with a magnetic field there is 
an energy 

W=-M.H 1 
2 
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and if one regards the energy y a s  simply a 
function of the director n and position x, 
then one can write 

the former using the fact that in equilibrium 
the magnetic field is irrotational. However, 
if the field applied is dependent upon the di- 
rector, as can occur for an electric field, then 
(Eq. 30) are not valid. 

1.2.4 The Equilibrium 
Equations 

The equations (Eq. 23) representing balance 
of forces and moments constitute six equa- 
tions for four unknowns, two components 
of the unit vector n and the scalars p and ‘J. 
However, this apparent overdeterminacy 
does not materialize if the external body 
force and moment meet a certain require- 
ment [ 5 ] .  To see this combine the two equa- 
tions as follows 

F + VnTG - grad p + div T S  

(31) T aw 
an 

and by appeal to equations (Eq. 22) this re- 
duces to 

+ VnTdivSs- Vn __ = 0 

F + VnTG = grad@ + W) (32) 

clearly limiting the body force and moment. 
However, when (Eq. 30) applies, the above 
at once yields 

P + w- V=Po (33) 

where p o  is an arbitrary constant pressure, 
and thus the equation for the balance of forc- 
es integrates to give the pressure, removing 
the potential overdeterminacy. Also the bal- 
ance of moments becomes 

which can be written in forms more conven- 
ient for particular problems as discussed by 
Ericksen [21]. 

Frequently one selects a particular form 
for the director n so that it is immediately a 
unit vector, this representation invariably 
involving two angles 8 and @ so that 

(35) 
af af 
ae a$ n=f(O,@), n.-=n.-=O 

Initially for purposes of illustration it is con- 
venient to restrict 8 and @ to be functions of 
a single Cartesian coordinate, say z ,  and con- 
sider the application of an external magnet- 
ic field H, so that (Eq. 30) holds. In this event 

w = w(e, 4, u, W =  X(X, e,@) (36) 

where the prime denotes differentiations 
with respect to z .  Employing the chain rule, 
one obtains 

(37) 

and thus 

with similar expressions for the derivatives 
with respect to @ and $’. Combining the 
above it follows that 

and similarly 
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Hence, employing Eqs. (34) and (35) the 
former can be rewritten as 

(@)‘ - +g = 0, 

For the general case when 0 and $ are 
arbitrary functions of Cartesian coordi- 
nates, essentially a repetition of the above 
leads to 

which are clearly more convenient to use 
than (Eq. 34). 

In addition, as Ericksen [21] also shows, 
the above reformulation can be extended to 
include curvilinear coordinate systems (yl, 
y2, y3) introduced by 

(43) 

Denoting the Jacobian of this transforma- 
tion by 

x = XQl ,  Y2, Y3). 

(44) 

and introducing the notation 

v =  JV = X(yi, 0, $1 (45) 

where yi is short for yl ,  y2, and y3, and sim- 
ilarly for the partial derivatives, one can 
show that (Eq. 34) can be recast as 

where 

(47) 

and the repeated index is summed over the 
values 1, 2 and 3. 

Rather clearly Eqs. (41), (42) and (46) are 
appropriate forms of the Euler-Lagrange 
equations for the integral 

p- W)dV (48) 
V 

this the formulation of equilibrium theory 
initially adopted by, for example, Oseen [ 11 
and Frank [4]. 

For electric fields, certainly for the spe- 
cial cases generally considered, the outcome 
is rather similar in that the equation for the 
balance of forces integrates to give the pres- 
sure, and one can recast that for balance of 
moments in the same way as above. How- 
ever, a general treatment does not appear to 
be available. 

1.2.5 Boundary Conditions 

In general the choice of boundary conditions 
for the alignment at a liquid crystal-solid 
interface is one of two options, either strong 
or weak anchoring [a]. Strong anchoring as 
the term suggests implies that the alignment 
is prescribed at the boundary by a suitable 
prior treatment of the solid surface and re- 
mains fixed in the presence of competing 
agencies to realign it. Most commonly this 
fixed direction is in the plane of the surface 
(planar) or it is perpendicular (homeotrop- 
ic), but it need not be so. Weak anchoring, 
first proposed by Papoular and Rapini [22] 
assigns an energy to the liquid crystal-sol- 
id interface, and assumes a balance between 
the moment or torque in the liquid crystal 
from the Frank-Oseen energy and that aris- 
ing from the interfacial energy. Denoting by 
w this latter energy per unit area, the sim- 
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plest assumption is a dependence upon the 
director n and a fixed direction no at the 
interface. so that 

w = w(n, no) (49) 

but equally one can have 

w = w(n, v, r) (50) 
where v is again the unit normal and r a 
fixed unit vector on the surface. By essen- 
tially a repetition of the approach of sec- 
tion 2, Jenkins and Barratt [23] show that 
this leads to the boundary condition 

W again denoting the Frank-Oseen energy 
and il an arbitrary scalar. 

If one introduces the representation 
(Eq. 35), it follows that 

W =  W(8, 4, V8, V@>, w = ~ ( 8 ,  @I ( 5 2 )  
and using the methods of the previous sec- 
tion the boundary condition (Eq. 51) be- 
comes 

Frequently these boundary conditions can 
be reduced to equations for 8 and @ at the 
interface by eliminating the derivatives of 8 
and @, after they have been obtained from 
the equilibrium equations. 

More recently, however, it has become 
apparent that the situation can be more com- 
plex with the realization that surface an- 
choring in nematics can be bistable, as found 
by Jerome, Pieranski and Boix [24] and 
Monkade, Boix and Durand [25]. Shortly 
thereafter, Barberi, Boix and Durand [261 
showed that one can switch the surface 
alignment from one anchoring to the other 
using an electric field. As Nobili and Du- 
rand [27] discuss, one must consider rather 
more complex forms for the surface energy 

than previously in order to model these ef- 
fects adequately, and they measure some rel- 
evant parameters, Sergan and Durand [28] 
describing further measurements. 

1.2.6 Proposed Extensions 

Some 25 years ago, Nehring and Saupe [ 161 
proposed that one should add terms linear 
in second gradients of the director to the 
Frank-Oseen energy, this ultimately entail- 
ing the inclusion of a single additional term, 
namely 

K ,  div((div n)n) (54) 

which clearly proves to be a surface term in 
the sense that the volume integral integrates 
to give a surface integral over the boundary. 
On the grounds of a microscopic calculation 
they argue that the coefficient in (Eq. 54) is 
comparable in magnitude to the other coef- 
ficients in the Frank-Oseen energy, and so 
the term should be added. 

More recently Oldano and Barbero [29] 
include such a term and consider the varia- 
tional problem for static solutions to con- 
clude that in general there are no continu- 
ous solutions to this problem, since it is not 
possible to satisfy all of the boundary con- 
ditions that arise in the variational formula- 
tion. These are of two types, one corre- 
sponding to weak anchoring as described in 
the previous section, but the other lacking a 
physical interpretation. This has given rise 
to some controversy, initially with Hinov 
[30],  but later with contributions from Bar- 
bero and Strigazzi [31], Barbero, Sparavig- 
na and Strigazzi [32], Barbero [33], Perga- 
menshchik [34] and Faetti [35,36]. In gen- 
eral the arguments rest solely upon a reso- 
lution of the variational problem, and most- 
ly favour the inclusion of higher order de- 
rivatives in the bulk elastic energy in differ- 
ent ways to overcome this difficulty. More 
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recently Barbero and Durand [37] relate this 
additional term to temperature-induced sur- 
face transitions in the alignment, and Bar- 
beri, Barbero, Giocondo and Moldovan [38] 
attempt to measure the corresponding coef- 
ficient. Also Lavrentovich and Pergamensh- 
chik [39] argue that such a term explains 
their observations of stripe domains in ex- 
periments with very thin films, and also pro- 
vide a measurement of the coefficient. 
While these latter developments relating to 
experimental observations are of interest, it 
is rather early to draw any conclusions. 

A further recent innovation is due to 
Ericksen [ 171 who proposes an extension to 
the Frank-Oseen theory in order to improve 
solutions modelling defects. To this end he 
incorporates some variation in the degree of 
alignment or the order parameter, and there- 
fore proposes an energy of the form 

W = W(s, n, Vs, Vn) (55)  
where n is again a unit vector describing 
alignment and s is a scalar representing the 
degree of order or alignment. By allowing 
this scalar to tend to zero as one approach- 
es point or line defects, it is possible to avoid 
the infinite energies that can occur with the 
Frank-Oseen energy. Some account of anal- 
yses based on this development are to be 
found in the book by Virga [ 1 I]. 

1.3 Equilibrium Theory 
for Smectic Liquid Crystals 

1.3.1 An Energy Function 
for SmC Liquid Crystals 

The first to give serious thought to contin- 
uum theory for smectics appears to have 
been de Gennes’ group at Orsay [S]. 
Amongst other things they present an ener- 

gy function for SmC liquid crystals [40], al- 
beit restricted to small perturbations of pla- 
nar layers. More recently, however, Leslie, 
Stewart, and Nakagawa [41] derive an en- 
ergy for such smectics which is not limited 
to small perturbations, but which is identi- 
cal to the Orsay energy when so restricted 
[42]. Below our aim is to present this ener- 
gy, and show its relationship to that pro- 
posed by the Orsay group. 

One can conveniently describe the layer- 
ing in smectic liquid crystals by employing 
a density wave vector a, which following 
Oseen [43] and de Gennes [S] is subject to 
the constraint 

curl a = 0 (56)  
provided that defects or dislocations in the 
layering are absent. To describe SmC con- 
figurations de Gennes adds a second vector 
c perpendicular to a and in the direction of 
inclination of the tilt of alignment with re- 
spect to a. Leslie, Stewart and Nakagawa 
[41] invoke two simplifications to reduce 
mathematical complexity that clearly re- 
strict the range of applicability of their en- 
ergy, but equally appear very reasonable in 
many cases. They firstly assume that the 
layers, although deformable, remain of con- 
stant thickness, and also that the angle of tilt 
with respect to the layer normal remains 
constant, the latter excluding thermal and 
pretransitional effects. With these assump- 
tions there is no loss of generality in choos- 
ing both a and c to be unit vectors, identify- 
ing a with the layer normal, the constraint 
(Eq. 56) still applying. 

As in nematic theory one assumes the ex- 
istence of an elastic energy W which here is 
a function of both a and c and their gradients, 
so that 

W = W(a, c, Va, Vc) (57) 

The absence of polarity in the alignment im- 
plies that the energy is independent of a si- 
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multaneous change of sign in a and c ,  and 
thus 

W(a,  c ,  V a ,  V c )  = W(-a,  -c ,  -Va,  -Vc)  

Invariance to rigid rotations adds the re- 
quirement that 

W(a,  c ,  Va ,  V c )  = W(pa,  pc ,  PVapT, pVcpT)  

(59) 

for all proper orthogonal matrices p .  While 
these conditions suffice for chiral materials, 
for non-chiral materials symmetry requires 
that (Eq. 59) is extended to include all or- 
thogonal matrices. 

Assuming a quadratic dependence upon 
gradients one finds for non-chiral materials 
that [44] 

2W = KT(trVa)2 + K;(c . Vac)2 

(58)  

+ 2K';(trVa)(c . Vac)  
+ K ; ( ~ ~ V C ) ~  + Kitr(VcVcT) 

+ 2K:(Vcc.  Vca)  
+ 2KTc(trVc)(c . Vac)  

+ K',(VCC * VCC)  

+ 2K,nc(trVc)(trVa) (60)  

the coefficients being constants. This ex- 
pression omits three surface terms associat- 
ed with 

tr(vc12 - (trVc)2, 
tr(VcVa) - (trVa)(trVc),  (61)  

tr(Val2 - (trVal2, 

partly on the grounds that the above suffic- 
es for present purpos-es. 

For chiral materials Carlsson, Stewart and 
Leslie [45] show that one must add two terms 

2 K i b .  Vac,  2K5b. Vca (62)  

plus an additional surface term associated 
with div b, where b completes the orthonor- 
ma1 triad with the vectors a and c ,  so that 

b = a x c  (63) 

The latter of (Eq. 62) describes the charac- 
teristic twist of the c director about the layer 

normal, while the former implies a non-pla- 
nar equilibrium configuration, and conse- 
quently is generally omitted. 

One can of course employ any two mem- 
bers of the orthonormal triad a,  b and c to de- 
scribe smectic configurations, and employ- 
ing b and c the energy (Eq. 60) becomes [44] 

2 W = A1 2 (b . curl c ) ~  + A2 1 ( c  . curl b)2 

+2A1 (b . curl c ) ( c .  curl b) 

+ Bl (div b)2 + B, (div c ) ~  

+B3 -(b.curl b+c.curl c )  

+2B13(div b) -(b.curl b+c.curl c )  

+2C1(div c)(b.curl c )  

I' [: 
I [: 

+ 2 C2 (div c)( c . curl b) (64) 

As Carlsson, Stewart and Leslie [42] dis- 
cuss, the terms associated with the coeffi- 
cients A ,  2 ,  A,  B , ,  B, and B, represent in- 
dependent deformations of the uniformly 
aligned planar layers, the remaining terms 
being coupling terms. Also, as the notation 
for the coefficients anticipates, this expres- 
sion reduces to the Orsay energy [40] when 
one considers small perturbations of uni- 
formly aligned planar layers. The coeffi- 
cients in the two energies (Eq. 60) and 
(Eq. 64) are related by 

K;2=A2I, K,"=2Al1 + A , 2 + A 2 , + B , - B i ,  
2Ky=-(2A11 +2A21 +B3)  

Kf = B2 - B,, K;  = B3, Kg = B ,  - B,, 
K;=B13 

KPc= C1 + C,, Kit= -C2 ( 6 5 )  
as Leslie, Stewart, Carlsson and Nakagawa 
[44] demonstrate. 

1.3.2 Equilibrium Equations 

Adopting a similar approach to that by 
Ericksen for nematics, Leslie, Stewart and 
Nakagawa [41] assume a principle of virtu- 



34 1 Continuum Theory for Liquid Crystals 

a1 work for a volume V of smectic liquid 
crystal bounded by a surface S of the form 

6 Wdv = (F .6x +G" . Aa + G" - Ac) dv 
V V 

+I (t .6x + s" . Aa + s" . Ac) ds 

(66) 
S 

where 

Aa = 6a + (6x. grad)a, 

F denotes external body force per unit vol- 
ume, G" and G" generalized external body 
forces per unit volume, t surface force per 
unit area, and S" and s" generalized surface 
forces per unit area. As before, on account 
of the assumed incompressibility, the virtu- 
al displacement is not arbitrary, but is sub- 
ject to 

Ac = 6c + (6x 1 grad)c (67) 

div 6x = 0 (68) 

curl 6a = curl(Aa - VaGx) = 0 (69) 

and the variation 6a must satisfy 

on account of (Eq. 56). In addition of course 

a .  6a = c . 6 c  = a .  Aa = c . Ac = 0 
a .  6c + c . 6 a  = a .  Ac + c . Aa = 0 (70) 

given that a and c are mutually orthogonal 
unit vectors. 

By a repetition of the arguments for a ne- 
matic regarding an infinitesimal, rigid dis- 
placement and rotation, one deduces that 

Fdv + 5 t ds = 0 
V S 

j(x x F + a x G" + c  x GC)dv 

= (x x t + a x s" + c x s' )ds = 0 
V 

(7 1) 

representing balance of forces and moments, 
respectively. Hence, as above, it is possible 
to relate the generalized forces to a body mo- 
ment K and surface moment 4 as follows 

K = a x G" + c x G", 4 = a  x sa + c x s" 

S 

(72) 

essentially allowing the determination of 
the generalized body forces. 

By rewriting the left hand side of (Eq. 66) 
just as before, it follows that the surface 
force and generalized surface forces are giv- 
en respectively by [41] 

t = -pv + VaT(pxv) + Tsv, 

(73) aw 
- avc s" =i t c+pa+S"v ,  S" =- 

where v denotes the unit surface normal, p 
an arbitrary pressure due to the assumed in- 
compressibility, /3 an arbitrary vector aris- 
ing from the constraint (Eq. 69), and a, il 
and p arbitrary scalars stemming from the 
constraints (Eq. 70). In addition one obtains 
the balance laws 

F - gradp - VaT(curlp) + div T S  = 0 

aw 
- aa 

div S a -  -- + G" + ya + KC + curlP= 0 

(74) aw 
- ac div Sc-  ~ + G" + zc + K-a = 0 

K- and z being arbitrary scalars again aris- 
ing from the constrains (Eq. 70). The first 
of equations (Eq. 74) is clearly the point 
form of the balance of forces, the first of 
equations (Eq. 71), and the remaining two 
are equivalent to the second of (Eq. 7 1) rep- 
resenting balance of moments, this requir- 
ing the generalization of the identity 
(Eq. 12). Also one can show that the surface 
moment e is given by 

+ c x = v  avc 
this combining Eqs. (72) and (73). 

(75) 
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If external forces and moments are ab- 
sent, it is possible to combine equations (Eq. 
74) to obtain the integral 

where po is an arbitrary constant pressure. 
With certain restrictions on the external 
body force and moment, a similar result fol- 
lows when these terms are present. Hence 
as for a nematic, the balance of forces need 
not concern us except possibly to compute 
surface forces, and we therefore have two 
Euler-Lagrange type equations represent- 
ing balance of moments. 

Boundary conditions for the above theory 
tend to be very similar to those employed in 
nematics, with little so far emerging by way 
of genuine smectic boundary conditions. 

1.4 Dynamic Theory for 
Nematics 

1.4.1 Balance Laws 

To derive a dynamic theory one can of 
course extend the above formulation of 
equilibrium theory employing generalized 
body and surface forces as in the initial 
derivation [7,15]. Here, however, we prefer 
a different approach [46], which, besides 
providing an alternative, is more direct in 
that it follows traditional continuum me- 
chanics more closely, although introducing 
body and surface moments usually exclud- 
ed, as well as a new kinematic variable to 
describe alignment of the anisotropic axis. 

As above we assume that the liquid crys- 
tal is incompressible, and thus the velocity 
vector v is subject to the constraint 

divv = 0 (77) 

with the result that conservation of mass re- 
duces to the statement that the density p is 

constant in a homogeneous material. As be- 
fore the director n is constrained to be of unit 
magnitude. Since thermal effects are exclud-' 
ed, our two balance laws are those represent- 
ing conservation of linear and angular mo- 
mentum, which fora volume Vof liquid crys- 
tal bounded by surface Stake the forms 

d 
- j pvdv =I Fdv +It ds 
dt v V S 
d - j p x x v d v  
dt V 

= j (x  x F + K)dv + j (x  x t +8)ds (78) 

where F and K are body force and moment 
per unit volume, t and 8 surface force and 
moment per unit area, respectively, x the po- 
sition vector, and the time derivative the ma- 
terial time derivative. The inertial term as- 
sociated with the director in the latter of 
equations (Eq. 78) is omitted on the grounds 
that it is negligible. 

The force and moment on a surface with 
unit normal Y are given by 

V S 

t = - p v + T v ,  8=&v (79) 

wherep is an arbitrary pressure arising from 
the assumed incompressibility, and T and L 
are the stress and couple stress matrices or 
tensors, respectively. As a consequence one 
can express (Eq. 78) in point form 

dv 
dt 

p- = F - grad p + div T ,  

0 = K + T + divL (80) 

where T is the axial vector associated with 
the asymmetric matrix T, so that 

T ,  = T,, - Tyz, 

Tz = T,, - Txv7 

A 

T, = T,, - T,, 
A 

(81) 

and the divergence is with respect to the sec- 
ond index of both r a n d  &. Finally we re- 
mark that for isotropic liquids K and &. are 
generally assumed to be absent, so that an- 
gular momentum reduces to T being zero, 
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or equivalently that the stress matrix T is 
symmetric. 

1.4.2 A Rate of Work Hypothesis 

Somewhat analogous to our earlier princi- 
ple of virtual work, we here assume that the 
rate of working of external forces and mo- 
ments either goes into increasing the kinet- 
ic and elastic energies, or is dissipated as 
viscous dissipation. Thus for a volume V of 
liquid crystal bounded by surface S 

j (F .v+K.w)dv+  J ( t . v + P  w)ds 
V S 

in which w denotes the local angular veloc- 
ity, W is the Frank-Oseen energy, and D rep- 
resents the rate of viscous dissipation. With 
the aid of equations (Eq. 79) the above can 
be expressed in point form, and following 
some simplification through use of equa- 
tions (Eq. SO) one obtains 

dW 
dt 

t r (TVT)  + tr(LWT) - w . T  = ~ + D (83) - -  _ -  

where the velocity and angular velocity gra- 
dient matrices yand W take the forms 

(84) 

respectively. 

of the director n is given by 
Noting that the material time derivative 

d - n = w x n  
dt 

and also that one can show that 

dt 

angular velocity gradients and the angular 
velocity. Also by appeal to the identity 
(Eq. 12), the resultant expression cancels 
the contributions from the static terms on 
the left hand side of (Eq. 83), given by 
Eqs. (20) and (22), and thus the rate of work 
postulate reduces to 

tr (TdyT) + tr(LdWT) - w . Td = D > 0 (87) 

the superscript d denoting dynamic contri- 
butions, and noting that the rate of viscous 
dissipation is necessarily positive. Alterna- 
tively of course one can argue from the lin- 
earity of these terms in the velocity and an- 
gular velocity gradients that the static con- 
tributions are indeed given by our earlier ex- 
pressions. 

To complete our dynamic theory, it is nec- 
essary to prescribe forms for the dynamic 
stress and couple stress. The simplest choice 
consistent with known effects appears to be 
that at a material point 

Td and Ld are functions of y, n and w (88) 

all evaluated at that point at the given in- 
stant. However, since dependence upon the 
gradients of the angular velocity is exclud- 
ed, it follows at once from the inequality 
(Eq. 87), given that these gradients occur 
linearly, that 

&d = 0 (89) 

in agreement with the earlier formulation 
[7]. Hence the rate of viscous dissipation in- 
equality reduces to 

D = tr(Td_vT) - w . T > 0 (90) 

which we employ below to limit viscous co- 
efficients. 

it is possible by using the chain rule to ex- 
press the material derivative of the energy 
Win a form linear in the velocity gradients, 

1.4.3 The Viscous Stress 

Invariance at once requires that the assump- 
tion (Eq. 88) for the dynamic part of the 
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stress matrix be replaced by 

T d  is a function of 4, n and o (91) 

all evaluated at that point at that instant, where 

1 
2 

2A = V+ VT, o= w - -curl v 
- - I  

4 being the familiar rate of strain tensor or 
matrix, and o the angular velocity relative 
to the background rotation of the continu- 
um. While it is possible to derive the vis- 
cous stress from the above assumption [46], 
we opt here for a more direct approach, and 
replace (Eq. 91) by 

Td is a function of 4, n and N (93) 

all evaluated at that point at that instant, 
where using (Eq. 85) 

d 1  N = o x n  = -n- -(V- VT)n 
dt 2 -  - 

(94) 

this restricting the dependence upon the rel- 
ative rotation, essentially discounting the 
component parallel to the director n, which 
can be shown to be zero in any event [46]. 

Nematic symmetry requires that (Eq. 93) 
be an isotropic function and independent of 
a change of sign in the director n. Thus as- 
suming a linear dependence upon 4 and N 
one finds that 

E d =  a,n  .Ann * n + %N * n + a3n * N 
+ a44 + a& * n + a6n * An, (95) 

where again a * b denotes the matrix with 
(i,j)'h element ai bj, and the as are constants. 
Ignoring thermal effects, the above is also 
the form that one obtains for cholesterics or 
chiral nematics. 

Somewhat straightforwardly it follows 
from the above that 

T d = n x g  (96) 

where the vector g takes the form 

g = -yIN - %An, 
'/I = a3- %, y2= atj- a5 (97) 

Also employing Eqs. (92), (94) and (96) the 
viscous dissipation inequality (Eq. 90) be- 
comes 

D = tr(Td/l) - 0. T d  = tr(Td/l) - g . N > 0 

(98) 
The above of course restricts possible val- 
ues for the viscous coefficients and one can 
readily deduce from it that [47] 

(99) a, > 0, 2a4 + a, + a6 > 0, 

Yl > 0, (% + a 3  + El2 < 4Yl(2a, + a5 + afj) 
3a4 + 2a5 + 2a6 + 2aI > 0 

the calculation aided by choosing axes par- 
allel to n and N. However, in many cases it 
proves simpler to deduce consequences of 
(Eq. 98) by writing down the dissipation 
function for the particular flow under con- 
sideration, rather than try to derive results 
from the above inequalities. 

By invoking Onsager relations, Parodi 
[48] argues that one restrict the viscous co- 
efficients to satisfy the relationship 

%=a3+a, (100) 

but subsequently Currie [49] shows that this 
relationship also follows as a result of a 
stability argument. As a consequence this 
condition between the viscous coefficients 
is now generally accepted, and leads to some 
simplification in the use of the theory. For 
example, when (Eq. 100) holds, Ericksen 
[21] shows that the viscous stress and the 
vector g follow directly from the dissipation 
function D through 

results that we require below. 

1.4.4 Equations of Motion 

If one combines the Eqs. (20), (22), (79), 
(89) and (96), it is possible to express the 
balance law for angular moment, the second 



38 1 Continuum Theory for Liquid Crystals 

of equations (Eq. SO) in the form and proceeding as earlier and noting that 

this involving some manipulation and the 
use of the identity (Eq. 12), a result perhaps 
more easily derived employing Cartesian 
tensor notation. Equivalently (Eq. 102) be- 
comes 

(103) aw 
- an 

divSS- ~ + G + g = yn 

a rather natural extension of the second of 
equations (Eq. 23) given the result (Eq. 89). 
With angular momentum in this form one 
can simplify the balance law for linear mo- 
ment, the first of equations (Eq. SO), in a 
manner rather similar to the derivation of 
(Eq. 32) to give 

p- = F + Vn'G - grad(p + W) dv 
dt 

+VnTg + div Td (104) 

Further, if the body force and moment sat- 
isfy (Eq. 30), this last equation reduces to 

dv 
dt 

p- = -grad@ + Vn'g + div T d ,  

p = p + w - y ,  (105) 

which is clearly simpler than the original. 
As in Section 1.2.4, if one introduces a 

representation for the director n referred to 
Cartesian axes that trivially satisfies the 
constraint upon it, say 

(107) 
it also follows that 

As before, if an external field satisfying 

. d0  . d$ 8 = - $ = - 
dt ' dt 

D = 2A(e, #, 8,$,  VV), 

aA - 1 ao af aA - 1 aD af (109) 
3 4 - 2  an ae' a$ - 2  an a$ - _ _ . _  

one can show that Eqs. (103) and (105) can 
be recast as 

and 

pv=-grad@+div 

(1 11) 
respectively, the divergence in the latter 
with respect to the second index. As Erick- 
sen [21] shows, it is possible to present the 
above reformulation of the equations in 
terms of curvilinear coordinates. However, 
given our rather restrictive notation, an at- 
tempt to summarise this here is more likely 
to confuse than to enlighten, and therefore 
we refer the interested reader to the original 
paper. 

Boundary conditions for dynamic theory 
simply add the customary non-slip hypoth- 
esis upon the velocity vector to the condi- 
tions described above for static theory, with 
only a very occasional reference to the in- 
clusion of a surface viscosity for motions of 
the director at a solid interface. 
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2 Molecular Theories of Liquid Crystals 

Mikhail A. Osipov 

2.1 Introduction 

Molecular theories can provide important 
additional information about the properties 
and structure of liquid crystals because they 
enable one to understand (at least partially 
and in a simplified way) the onset of liquid 
crystalline order at the microscopic level. 
However, the development of a realistic mo- 
lecular theory for liquid crystals appears to 
be a challenging problem for two main rea- 
sons. First, the intermolecular interaction 
potentials are not known exactly. These po- 
tentials are generally expected to be rather 
complex reflecting the relatively complex 
structure of typical mesogenic molecules. 
Second, it is hardly possible to do good sta- 
tistical mechanics with such complex poten- 
tials even if they are known. At present there 
exists no regular method to calculate even 
the pair correlation function for a simple an- 
isotropic fluid and one has to rely on rather 
crude approximations. The latter difficulty 
can, in principle, be overcome by means 
of computer simulations. Such simulations, 
however, appear to be very time consuming 
if realistic molecular models are employed. 
Even in the case of simple potentials one 
sometimes needs very large systems (for ex- 
ample, up to 8000 particles to simulate the 

polar smectic phase with long-range di- 
pole-dipole interactions [ 11). On the other 
hand, such simulations with realistic poten- 
tials usually require extensive interpreta- 
tion, as in the case of a real experiment. In 
fact, one would have to make too many 
simulations to trace a relation between the 
features of the molecular structure and the 
macroscopic parameters of liquid crystal 
phases in an empirical way. Thus, in gener- 
al, computer simulations are not a substitu- 
tion for a molecular theory, but merely an 
independent source of information. In par- 
ticular, computer simulations provide a 
unique tool for testing and generating vari- 
ous approximations that are inevitably used 
in any molecular theory. 

Thus, the primary goal of a molecular the- 
ory is to obtain a qualitative insight into the 
molecular origin of various effects in liquid 
crystals. First of all, it is important to under- 
stand which properties of liquid crystals are 
actually determined by some basic and sim- 
ple characteristics of molecular structure 
(like, for example, the elongated or disc-like 
molecular shape or the polarizability aniso- 
tropy), and which properties are particular- 
ly sensitive to the details of molecular struc- 
ture, including flexibility, biaxiality or even 
the location of particular elements of struc- 

0 
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ture. In this short chapter we will not be able 
to address all of these questions. However, 
we make an attempt to present the basics of 
the molecular theory of the nematic and sim- 
ple smectic phases. We will also provide 
some additional references for a reader with 
more specific interests. 

We start with the microscopic definitions 
and discussion of the nematic and smectic 
order parameters and then proceed with 
some elementary information about aniso- 
tropic intermolecular interactions in liquid 
crystals. Then we discuss in more detail the 
main molecular theories of the nematic- 
isotropic phase transition and conclude with 
a consideration of molecular models for 
smectic A and smectic C phases. 

2.2 Microscopic Definition 
of the Order Parameters for 
Nematic and Smectic Phases 

2.2.1 Uniaxial Nematic Phase 

The uniaxial nematic phase possesses a 
quadrupole-type symmetry and is character- 
ized by the order parameter Q,. which is a 
symmetric traceless second-rank tensor: 

where the unit vector n is the director that 
specifies the preferred orientation of the pri- 
mary molecular axes. We note that the cor- 
responding macroscopic axis is nonpolar 
and therefore it is better represented by the 
quadratic combination n,ylp. The quantity S 
is the scalar order parameter that charac- 
terizes the degree of nematic ordering. 

From the microscopic point of view the 
orientation of a rigid molecule i can be spec- 

ified by the unit vectors ai and bi in the di- 
rection of long and short molecular axes, re- 
spectively; (ai ' bi)=O. It should be noted 
that the definition of the primary molecular 
axis is somewhat arbitrary for a molecule 
without symmetry elements. Sometimes the 
axis ai is taken along the main axis of the 
molecular inertia tensor. However, in many 
cases it is quite difficult to know beforehand 
which molecular axis will actually be or- 
dered along the director. This can be a par- 
ticularly difficult problem for a guest mole- 
cule in a nematic host [2]. 

Here we assume for simplicity that the 
primary axis is well defined. Then the sca- 
lar order parameter is given by the average 

(2) s = (S ((ai -bi))) 

where P2(x) is the second Legendre poly- 
nomial and the brackets (...) denote the 
statistical averaging. 

We note that the averaging in Eq. (2) is 
performed with the one-particle distribution 
function fi ((a . n ) )  that determines the 
probability of finding a molecule with' a 
given orientation of the long axis at a given 
point in space. In the uniaxial nematic phase 
the distribution function depends only on 
the angle w between the long axis and the 
director. Then Eq. (2) can be rewritten as 

1 S = - S (cos~1)J (cosw)d cos 
2 (3) 

In mixtures of liquid crystals, the molecules 
of different components may possess dif- 
ferent degrees of nematic ordering. In this 
case the nematic order parameters, S,, for 
different components a are calculated 
separately using different distribution func- 
tionsf, (cos w) .  

The definition of the order parameter (Eq. 
2) is not entirely complete because one has 
to know the orientation of the director. In 
the general case the director appears self- 
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consistently as a result of the breakdown of 
symmetry during the phase transition and 
sometimes its orientation is unknown be- 
forehand (as, for example, in simulations). 
Thus, from the theoretical point of view it 
is more consistent to define directly the ten- 
sor order parameter as a true thermodynam- 
ic average: 

where the order parameter S is given by 

The molecular statistical definition of the 
order parameter can be clarified if one con- 
siders, for example, the magnetic suscepti- 
bility of the nematic phase. The anisotropic 
part of the susceptibility tensor xap can be 
considered as an order parameter [ 3 ]  be- 
cause it vanishes in the isotropic phase and 
is nonzero in the nematic phase. In addition, 
the macroscopic magnetic susceptibility can 
be written as a sum of contributions from in- 
dividual molecules: 

Eq. (2). 

where x% is the molecular susceptibility 
tensor and p is the number density. 

Equation (4) is valid with high accuracy 
because induced magnetic dipoles interact 
only weakly. By contrast, interaction be- 
tween the induced electric dipoles is strong 
and produces substantial local field effects 
which do not allow one to express the di- 
electric permittivity of the nematic phase in 
terms of the molecular parameters in a sim- 
ple way (see, for example, [4]). 

The molecular susceptibility x,"p can be 
diagonalized: 

x% = XI 1 b, bp + x 2 2  c, cp + x 3 3  a, ap (6) 

where the orthogonal unit vectors a ,  b and 
c are the principal axes. 

Now we have to average Eq. ( 5 )  to get the 
expression for the order parameter. In the 
nematic phase the orientational distribution 
function depends only on the primary mo- 
lecular axis a. Thus the two short axes b and 
c are completely equivalent in the statistical 
sense and one obtains 

. .. (b, bp) = (c,  cp)  = - 1 (6.p - (a ,  up)) (7) 
2 

where we have used the general relation 

&p = U, up + b, bp C, cp 

Finally the macroscopic magnetic suscepti- 
bility can be expressed as 

1 
x,p = X&p + A x  (a, up - 3 %p) (8) 

where X=p(xll  + x 2 2 + ~ 3 3 )  is the average 
susceptibility and Ax=p(x33-(x1  + ~ ~ ~ ) / 2 )  
is the anisotropy of the susceptibility. 

One can readily see from Eq. (7) that the 
traceless part of the average magnetic sus- 
ceptibility is proportional to the nematic 
tensor order parameter Qap given by Eq. ( 3 ) .  

2.2.2 Biaxial Nematic Phase 

Biaxial nematic ordering has been observed 
so far only in lyotropic systems. At the same 
time tilted smectic phases are also biaxial 
and thus the expressions presented in this 
section can be of more general use. 

In the biaxial nematic phase it is possible 
to define two orthogonal directors n and m. 
In this case the magnetic susceptibility ten- 
sor can be rewritten as 

(9) 

where Ax1=p(x1 -x22)  is the transverse 
anisotropy of the molecular susceptibility 
that represents biaxiality, and where 

X,p = x %p + A x  &p + A x 1  Bap 

Bolp = ((ba bp - c, Cp)) (10) 
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Now the traceless part of the magnetic sus- 
ceptibility is a sum of two terms proportion- 
al to two tensor order parameters of the bi- 
axial nematic phase: Qap and Bap.  

In the uniaxial nematic phase Bap = 0 and 
the tensor order parameter QaP is uniaxial. 
By contrast, in the biaxial phase the order 
parameter QaP can be written as a sum of a 
uniaxial and a biaxial part: 

+AQ (ma mp - la $j) (1 1 )  

where the unit vector I =  [n x m ]  and where 
S is the largest eigenvalue of the tensor Qap 
(for prolate molecules). 

The parameters S and A Q  can be ex- 
pressed as [8] 

S = (4 ((a 4) (12) 

AQ = ’ (( p2 ((a . m))) - (6 ( (a  . I ) ) ) )  (13) 

The tensor order parameter Bap can be ex- 
pressed in the same general form as Qap: 

3 

Bap=S’ n n --6.p 1 
where 

Here the parameter S’ characterizes the ten- 
dency of the molecular short axes to be 
ordered along the main director n and the 
parameter A Q  describes the ordering of 
the primary axis a along the director m. 
In the case of perfect ordering of the pri- 
mary molecular axes (S = 1) the parameter 

S ’ = 0 ,  A Q = 0  and the biaxial ordering in 
the phase is described by the parameter 
Bap = D (ma mp - la ID). 

2.2.3 Smectic A and C Phases 

Smectic ordering in liquid crystals is usual- 
ly characterized by the complex order pa- 
rameter pa eiw introduced by de Gennes [3]. 
Here pa =(cos (q . r ) )  is the amplitude of the 
density wave, w is the phase and q is the 
wave vector. This order parameter appears 
naturally in the Fourier expansion of the 
one-particle density p(r) .  

The order parameter of the SmC phase 
appears to be more complex because in this 
phase the director is not parallel to the wave 
vector q .  In a simple case, it is just possible 
to use the tilt angle 0 as an order parame- 
ter. However, this parameter does not spec- 
ify the direction of the tilt and thus it is anal- 
ogous to the scalar nematic order parameter 
S. The full tensor order parameter of the 
SmC phase can be constructed in several dif- 
ferent ways. One is to define the pseudo- 
vector w [8,9] that describes the rotation of 
the director with respect to the smectic plane 
normal: 

(17) 

where GaPr is the Levi-Civita antisymmet- 
ric tensor, q is the unit vector along q and 
Qap is the (biaxial) nematic order parame- 
ter. 

The pseudo vector order parameter w 
vanishes in the SmA phase. If we neglect the 
biaxiality of the SmC phase, the order pa- 
rameter Qap is expressed in terms of the di- 
rector n and the vector order parameter 
(Eq. 16) is simplified: 

wa = 6apy Qpv Gy 4” 

w = ( n . q ) [ n x l j ]  (18) 

We note that the vector w is perpendicular 
to the tilt plane in the SmC phase and the 
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absolute value of w is related to the tilt an- 
gle, w = s i n 2 0 / 2 = 0  at small 0241. This 
pseudo vector order parameter can be used 
both in the theory of nonchiral and chiral 
SmC phases [8,9]. 

2.3 Anisotropic 
Intermolecular Interactions 
in Liquid Crystals 

2.3.1 Hard-core Repulsion 

Liquid crystals are composed of relatively 
large molecules with strongly anisotropic 
shapes. In general, there exist a number of 
anisotropic interactions between such mole- 
cules that can be responsible for the nemat- 
ic ordering. Historically the first consistent 
molecular theory of the nematic phase was 
proposed by Onsager [ 101. Onsager showed 
that the nematic ordering can be stabilized 
by the hard-core repulsion between rigid 
rod-like molecules without any attraction 
forces. The steric repulsion between rigid 
particles is a limiting case of a strong short- 
range repulsion interaction that does not al- 
low molecules to penetrate each other. The 
corresponding model interaction potential 
is discontinuous and can be written as 

(19) 

where O ( X )  is a step function, 
Q(r12-612)=-3 if r12<t12  and thus the 
molecules penetrate each other; otherwise 
L2(r,2-612)=0. Here c l2  is the minimum 
distance of approach between the centers of 
the molecules 1 and 2 for a given relative 
orientation. The function is determined 
by the molecular shape and depends on the 
relative orientation of the two molecules. 
For hard spheres el = D where D is the di- 
ameter of the sphere. For any two prolate 

v, (132) = 4 - 1 2  - 6 1 2 )  

molecules, el varies between the diameter 
D and the length L. 

2.3.2 Electrostatic and 
Dispersion Interactions 

Hard-core repulsion between anisotropic 
molecules, discussed in the previous sub- 
section, can be the driving force of the I-N 
transition in lyotropic systems. In contrast, 
in thermotropic liquid crystals the transition 
occurs at some particular temperature and 
therefore some attraction interaction must 
be involved. The corresponding molecular 
theory, based on anisotropic dispersion 
interactions, was proposed by Maier and 
Saupe [11, 121. 

The dispersion (or Van der Waals) inter- 
action appears in the second-order perturba- 
tion theory. The initial interaction potential 
is the electrostatic one. For the two mole- 
cules i and j  the electrostatic 
ergy can be written as 

nteraction en- 

dridrj (20) 

where e ( T i )  is the charge distribution of the 
molecule i and Ri is the position of the cen- 
ter of mass. 

The electrostatic interaction can be ex- 
panded in terms of molecular multipoles. 
For neutral molecules one obtains 

(21) 

where the first term 
interaction potential 

1 +- udq(i,j)+ ... R4 
II 

is the dipole-dipole 

Udd ( i , j )  = (Gi ' Gj) - 3(& 'u i j ) (c j  'uij) (22) 

and the second term is the dipole-quadru- 
pole interaction energy 

udq (i, j )  = ujq - U$ (23) 
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where 

Uiq = T r  Q j  (,iij .uu)+ 3(,iii.Qj . ul i )  

- 15 2 (,iii. Qj  . ,iii)(,iii. uu)  (24) 

and where U& is obtained by permutation 
of the indices i andj in Eq. (23). Here R,=R, 
-Rj is the intermolecular vector, Gi is the 
molecular dipole and Qi is the molecular 
quadrupole tensor, u,=R,IIR,I. 

The dispersion interaction energy is ob- 
tained in the second-order perturbation the- 
ory: 

/ 

vdisp ( i , j )  = c (25)  

(oiOjlV,I(i,j)/ninj)(ninjl KI(ijj)loioj) 

ni,nj 

E .  . - E . .  
OLOJ nmnj 

where I oi )  and I n i )  represent the ground 
state and the excited state of the molecule i, 
respectively and Eoioj- Enin; is the excitation 
energy of the system. 

Substituting the multipole expansion 
(Eq. 20) into Eq. (24) and taking into ac- 
count the leading term (that contains r i6 )  
one obtains 

where u d d ( i , j )  is given by Eq. (21). 
We note that the full dispersion interac- 

tion energy (Eq. 24) can be approximated to 
by the dipole-dipole term (Eq. 25) only if 
the molecules are sufficiently far apart. 
However, Eq. (25) is often used in molecu- 
lar theories of liquid crystals to draw qual- 
itative conclusions. For example, the poten- 
tial (Eq. 25) has been used in the Maier- 
Saupe theory. 

The dipole-dipole dispersion interaction 
can be simplified if we assume that the 

molecular short axes are oriented randomly 
around the long axes a; and a;. Then it is 
valid to average the potential (Eq. 25) over 
all b j  and bj with the constraints (bi . ui)=O, 
(bj . a;) =O. It can be shown that the averag- 
ing results in the following expression for 
the effective uniaxial potential [13, 141: 

2 2  2 
= const - J$ (ui .uu)  - J , ~  (ai .u i i )  

- J u [ ( q  . a j ) - ( a i  . U j j ) ( U j  .us)I2 (27) 

Here the coefficients can be expressed in 
terms of the electric dipole and quadrupole 
matrix elements [13, 141. 

In the nematic phase there is no position- 
al order and the molecular centers are dis- 
tributed randomly. If one neglects the posi- 
tional correlations, the interaction potential 
(Eq. 26) can be further simplified by aver- 
aging over all directions of the intermolec- 
ular vector. The resulting effective potential 
appears to be very simple: 

&ii((ai.u;))= - - E ~ y ~ ( A ~ ~ ) ~ & ( ( a j . a j ) )  1 
60 

(28) 

where A a  is the anisotropy of the molecu- 
lar polarizability and E is the average exci- 
tation energy. 

Equation (27) presents a simple aniso- 
tropic attraction potential that favors nemat- 
ic ordering. This potential has been used in 
the original Maier-Saupe theory [ 1 1, 121. 
We note that the interaction energy (Eq. 27) 
is proportional to the anisotropy of the mo- 
lecular polarizability A a .  Thus, this aniso- 
tropic interaction is expected to be very 
weak for molecules with low dielectric an- 
isotropy. Such molecules, therefore, are not 
supposed to form the nematic phase. This 
conclusion, however, is in conflict with ex- 
perimental results. Indeed, there exist a 
number of materials (for example, cyclo- 
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hexylcyclohexanes [ 151) which form the ne- 
matic phase but exhibit very small anisotro- 
py of the polarizability. This is an indication 
that anisotropic dispersion forces do not 
make the major contribution to the stabil- 
ization of the nematic phase. On the other 
hand, the well known success of the Maier- 
Saupe theory (as discussed below) is main- 
ly determined by its mathematical form and 
not by the particular intermolecular interac- 
tion that has been taken into account. 

As shown by Gelbart and Gelbart [16], 
the predominant orientational interaction in 
nematics must be the isotropic dispersion at- 
traction modulated by the anisotropic mo- 
lecular hard core. The isotropic part of the 
dispersion interaction is generally larger 
than the anisotropic part because it is pro- 
portional to the average molecular polariz- 
ability E .  And the anisotropy of this effec- 
tive potential comes from that of the asym- 
metric molecular shape. Thus this effective 
potential is a combination of intermolecular 
attraction and repulsion. It can be written as 

where the step-function O ( r ,  2-51 2 )  deter- 
mines the steric cut-off. O(r12-t12)=0 if 
the molecules penetrate each other (i.e. if 

rl ,< 
We note that Eq. (24) contains also the 

induction interaction, that is the interaction 
between the permanent multipoles of the 
molecule i and the polarizability of the 
molecule j .  This interaction corresponds to 
the terms with ni=O or nj=O. The induction 
interaction can play an important role if the 
molecular hard core is strongly polar [ 181. 

Electrostatic interactions between mole- 
cules with permanent electric multipoles are 
also strongly anisotropic. The correspond- 
ing interaction potentials, however, vanish 
after the integration over the intermolecular 
vector rij and thus they do not contribute in 

2 )  and O(rl  2 -  5 ,  2 )  = 1 otherwise. 

the mean-field approximation. The dipole- 
dipole and dipole-quadrupole potentials 
vanish also after an orientational averaging 
because they are polar. At the same time, the 
electrostatic interactions can be very impor- 
tant if the molecules possess large perma- 
nent dipoles. In this case the dipole-dipole 
interaction gives rise to strong short-range 
dipolar correlations including the formation 
of dimers with antiparallel dipoles. At 
present the statistical theory of strongly po- 
lar nematics is in its early stage (see, how- 
ever, [6, 71). 

2.3.3 Model Potentials 

Realistic intermolecular interaction poten- 
tials for mesogenic molecules can be very 
complex and are generally unknown. At the 
same time molecular theories are often 
based on simple model potentials. This is 
justified when the theory is used to describe 
some general properties of liquid crystal 
phases that are not sensitive to the details on 
the interaction. Model potentials are con- 
structed in order to represent only the qual- 
itative mathematical form of the actual 
interaction energy in the simplest possible 
way. It is interesting to note that most of the 
popular model potentials correspond to the 
first terms in various expansion series. For 
example, the well known Maier-Saupe po- 
tential JP, ((ai . n)) is just the first nonpolar 
term in the Legendre polynomial expansion 
of an arbitrary interaction potential between 
two uniaxial molecules, averaged over the 
intermolecular vector rii: 

where we have taken into account only non- 
polar terms. Here V(ai, r ~ ,  uj )  is an arbitrary 
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interaction potential between two uniaxial 
rigid molecules. It depends only on the long 
axes ai, aj and on the intermolecular vector 
rj j  . 

The partially averaged potential (Eq. 29) 
can be used in the molecular theory of the 
nematic-isotropic transition (also being 
supplemented by the P4 term [ 191). Howev- 
er, several other properties of nematics 
cannot be described in this way. For exam- 
ple, the full anisotropy of the Frank elastic 
constants can be accounted for only tak- 
ing into account the explicit dependence of 
the interaction potential on the intermolec- 
ular vector [20]. In this case appropriate 
model potentials can be obtained using 
some more general expansion of the full po- 
tential V(a , ,  r j j ,  aj) .  This potential can be 
expanded in terms of the spherical invari- 
ants 

v (ai > rij 7 aj ) = Jlmk ( rij ) Tlmk (ai 9 u i j  9 a j ) 
(31) 

The set (Tlmk(ai ,  u j j ,  aj))  is a complete or- 
thogonal set of basis functions [86] that con- 
tain the vector ai to the power 1, the vector 
uj j  to the power m and the vector a,  to the 
power k .  The explicit expressions for the 
lower order invariants have been given, for 
example, by Van der Meer [ 141. The invar- 
iants with one zero index are just Legendre 
polynomials. For example T2'*(ai, u . .  V' a, )=  J 

The invariants with 1+ m + k odd are pseu- 
doscalars and therefore the corresponding 
coupling constants JImk (rij) are pseudosca- 
lars as well. These terms can appear only in 
the interaction potential between chiral 
molecules. The first nonpolar chiral term of 
the general expansion (Eq. 30) reads: 

l m , k  

f'2 ((ai . aj>>. 

v * (a, ,  rjj ,a j  j = J * ( rjj ) ( [a, x aj 1. rjj ) 
The potential (Eq. 3 1) promotes the twist of 
the long axes of neighboring molecules and 

is widely used in the statistical theory of 
cholesteric ordering [ 131. 

Finally we note that there exist some spe- 
cial model potentials that combine an attrac- 
tion at large separation and repulsion at 
short distances. The most popular potential 
of this kind is the Gay-Berne potential [22] 
which is a generalization of the Lennard- 
Jones potential for anisotropic particles. 
The Gay-Berne potential is very often used 
in computer simulations but not in the 
molecular theory because it is rather com- 
plex. 

2.4 Molecular Theory 
of the Nematic Phase 

2.4.1 Mean-field 
Approximation and the 
Maier-Saupe Theory 

The simplest molecular theory of the nemat- 
ic-isotropic (N-I) transition can be devel- 
oped in the mean-field approximation. Ac- 
cording to the general definition, in the 
mean-field approximation one neglects all 
correlations between different molecules. 
This is obviously a crude and unrealistic ap- 
proximation but, on the other hand, it en- 
ables one to obtain very simple and useful 
expressions for the free energy. This approx- 
imation also appears to be sufficient for a 
qualitative description of the N-I transition. 
More precise and detailed theories of the ne- 
matic state are based on more elaborate sta- 
tistical models that will be discussed brief- 
ly in Sec. 2.4.3. 

In the language of statistical mechanics 
the mean-field approximation is equivalent 
to the assumption that the pair distribution 
function f2( l ,  2) can be represented as a 
product of the two one-particle distribu- 
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tions, that isf2=f1(l)f2(2). The same rep- 
resentation is applied also to all n-particle 
distribution functions. This definition can 
be used to derive the mean-field expression 
for the free energy. 

We note that the general Gibbs expres- 
sion for the free energy F can be written in 
terms of the N-particle distribution function 
fN=Z-l  exp ( -Hlk  7)  in the following way: 

F = I H f N  d T  - kT I f N  lnfN d T  (33) 

where H is the Hamiltonian of the system 
and d T denotes the integration over all mi- 
croscopic variables. On the level of pair 
interactions the Hamiltonian H can be rep- 
resented as a sum of the kinetic energy plus 
the sum of interaction potentials for all mo- 
lecular pairs 

(34) 

In the mean-field approximation the N-par- 
ticle distribution is factorized asfN= nif1 (i) 
and the general expression (Eq. 32) is 
reduced to the following mean-field free 
energy (in the absence of the external 
field): 

F = const (35) 

. f i  (wj,rj)dwj dwj dri drj 

+ p k T I f i ( w i , r i ) . l n ~ ( w i , r j ) d w j d r i  

where ui specifies the orientation of the 
molecule i. In Eq. (34) the free energy is rep- 
resented as a functional of the one particle 
distribution functionf, (i). The equilibrium 
distribution is determined by minimization 
of the free energy (Eq. 34): 

where 

, fi (uj ,r j)dwj dr,] d o i  dri (37) 

It should be noted that Eqs. (35) and (36) are 
rather general and not restricted to the ne- 
matic phase. The distribution functionfl (i) 
depends on the position ri; therefore it can 
describe the molecular distribution in smec- 
tic phases as well. 

In the nematic phase there is no position- 
al order and the distribution function fi (i) 
depends only on the molecular orientation. 
In this case Eq. (35) can be simplified: 

(38) 

where the mean-field potential U,, (u,) is 
given by 

1 h (4) = - exp [-PUMF @i)] z, 

UMF (mi ) = I v ( u 1 3  u2 1 h ( 0 2  1 du2 (39) 

Here the effective pair potential v ( w , ,  4) 
reads: 

v t % 0 2 )  = I U ( % r 1 2 9 u 2 ) ~ r 2  (40) 

One can readily see from Eq. (37) that in the 
mean field approximation each molecule 
feels some average mean-field potential 
produced by other molecules. This mean- 
field potential is just the pair interaction en- 
ergy averaged over the position and orien- 
tation of the second molecule. 

It is important to note that the mathemat- 
ical form of Eqs. (37) and (38) appears to be 
rather general and goes far beyond the 
mean-field approximation. In fact, the one- 
particle distribution can always be written 
in the form of Eq. (37) with some unknown 
one-particle potential. In several advanced 
statistical theories this effective potential 
can be explicitly expressed in terms of the 
correlation functions. For example, such an 
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expression can be obtained in the density 
functional theory discussed in Sec. 2.4.4. 

The mean-field approximation was orig- 
inally developed to describe lattice systems 
like ferromagnetics or ferroelectric crystals. 
In the case of liquids, however, some for- 
mal problems arise. In Eq. (39) the integral 
over r12 diverges because any attraction 
interaction diverges if the molecules are al- 
lowed to penetrate each other. The obvious 
solution to this problem is to take into ac- 
count the hard-core repulsion that restricts 
the minimum distance between attraction 
centers. This can be done by introducing a 
steric cut-off into the integral in Eq. (39). 
Then the attraction potential is substituted 
by the effective potential Veff( 1 ,  2) = 
V(1, 2) 0(r,2-512) where 0(r12-512) is 
a step-function (see Eq. 29). We note how- 
ever, that the introduction of a steric cut-off 
is equivalent to taking account of simple 
short-range steric correlations. These corre- 
lations also give rise to the additional con- 
tribution to the free energy that is called 
packing entropy. This entropy is discussed 
in detail in Sec. 2.4.2. 

If one neglects the asymmetry of the mo- 
lecular shape (i.e. puts the function 2=D= 
const in the effective potential) and uses the 
dipole-dipole dispersion interaction poten- 
tial (Eq. 27), one arrives at the Maier-Saupe 
theory. In this theory the interaction poten- 
tial contains only the P2 ((al . a2)) term and 
as a result it is possible to obtain the closed 
equation for the nematic order parameter S. 
Substituting the potential V( 1, 2) =- J ( r l  2 )  

P2((a1 . a,)) O(r12-D)  into Eqs. (27-29), 
multiplying both sides of Eq. (27) by 
P2 ( (a ,  . a,)) and integrating over a2 ,  we 
obtain the equation 

1 
zn 

s = - JP2 (COSO) 

(41) 
d cos 0 

where cos 0 =(a . n) and the dimensionless 
temperature f = k  TIJ, where J,=Ig  J ( r )  
r2dr.  

The free energy of the nematic phase can 
be written in the form 

F = - p  Jo S 2  - kT 1 2  
2 

Equations (40) and (41) describe the first 
order nematic-isotropic transition. At high 
temperatures Eq. (40) has only the isotrop- 
ic solution S=O. At Tz0.223 two other so- 
lutions appear. One of them is always un- 
stable but the other one does correspond to 
the minimum of the free energy F and char- 
acterizes the nematic phase. The actual ne- 
matic-isotropic phase transition takes place 
when the free energy of the nematic phase 
becomes equal to that of the isotropic phase. 
This happens at f= fN-r= 0.220. At the tran- 
sition temperature the order parameter 
S= 0.44. 

Finally, the isotropic solution loses its 
stability at f=0 .2  and below this tempera- 
ture there exists only the nematic stable so- 
lution. Thus, fz0.223 is the upper limit of 
metastability of the nematic phase and 
f = 0 . 2  is the lower limit of metastability of 
the isotropic phase. 

The remarkable feature of the Maier- 
Saupe theory lies in its simplicity and uni- 
versality. In particular, the temperature vari- 
ation of the order parameter and its value at 
the transition point are predicted to be uni- 
versal, that is independent of intermolecu- 
lar forces and the molecular structure. This 
prediction appears to be supported by ex- 
periments. In Fig. 1 the results of the theo- 
ry are compared with some experimental 
data for the parameter S presented by 
Luckhurst et al. [23]. One can see that the 
agreement is surprisingly good taking into 
account the number of approximations and 
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simplifications involved in the Maier-Saupe 
theory. 

It should be noted, however, that the 
agreement between the Maier-Saupe theo- 
ry and experiment is not so good if one con- 
siders some other parameters of the N-I 
transition. For example, the discontinuity in 
entropy is overestimated several times. In 
particular, the difference between the tran- 
sition temperature TN-, and the lower limit 
of stability of the isotropic phase T* is 
strongly overestimated. In the Maier-Saupe 
theory the parameter Y = ( T ~ - ~ -  T*)ITN-I is 
about 0.1 while experimentally TN-1- T* =: 

1-2C and therefore y-(3-6)1OP3. This 
means that the mean-field theory overesti- 
mates the difference between the isotropic 
and the nematic phase. The discrepancy is 
clearly related to the neglect of short-range 
orientational correlations between aniso- 
tropic molecules that make the local struc- 
ture rather similar in both phases. 

The more serious problem in the original 
Maier-Saupe theory is related to the choice 
of the anisotropic dispersion interaction po- 
tential (Eq. 27) (see the detailed discussion 

pressure, for 4,4’-dimethoxyazobenzene 
(o), 4,4’-diethoxyazobenzene (A), anis- 

(m) and 2,4-undecadienoic acid (0). The 
curve is predicted by the Maier-Saupe 

- - aldazine (A),  2,4-nonadienoic acid 

I I I 1 theory (after Luckhurst [23]). 

in [24]). An estimate of the transition tem- 
perature TN-I yields the value that is an or- 
der of magnitude too small [24, 251. More- 
over, there exist materials (for example, 
cyclohexylcyclohexanes [ 151 or alkylbi- 
cyclooctanes [24]) which possess very low 
anisotropy of the molecular polarizability 
but nevertheless form stable nematic phas- 
es. These examples enable us to conclude 
that anisotropic dispersion forces certainly 
cannot be a dominant general mechanism of 
the stabilization of the nematic phase. 

It was first noticed by Gelbart and 
Gelbart [ 161 that the predominant an- 
isotropic interaction in nematics results 
from a coupling between the isotropic 
attraction and the anisotropic hard-core 
repulsion. This coupling is represented by 
the effective potential Veff (1, 2) = V( 1, 2) 
O(r, 2-(1 ,). This potential can be averaged 
over all orientations of the intermolecular 
vector and then can be expanded in Le- 
gendre polynomials. The first term of the 
expansion has the same structure as the 
Maier-Saupe potential J ( r ,  *) P2 ( (a ,  . a,)) 
but with the coupling constant J determined 
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by the anisotropy of the molecular shape and 
the average molecular polarizability rather 
than by the polarizability anisotropy. We 
note that the particular interpretation of the 
coupling constant J does not influence any 
of the results of the Maier-Saupe theory ex- 
cept for the absolute value of the transition 
temperature. Thus, the success of the 
Maier-Saupe theory is mainly determined 
by its general mathematical structure and by 
the form of the model potential. 

2.4.2 Short-range 
Orientational Correlations 

There are several ways to improve the 
Maier-Saupe theory. One way is to take into 
account the asymmetry of the molecular 
shape and to account for the excluded vol- 
ume effects. This approach will be discussed 
in the next subsection. The second possible 
way is to improve the statistical part of the 
theory by taking into account some intermo- 
lecular correlations. Finally, the third way 
is to improve the model potential. 

Strong short-range orientational correla- 
tions can be conveniently taken into account 
in the cluster approximation. The simplest 
version of the cluster approximation in the 
theory of liquid crystals was proposed by 
Ypma et al. [26] who used the general ap- 
proach of Callen and Strieb developed in the 
theory of ferromagnetism. 

In the two-particle cluster approximation 
the interaction between two neighboring 
molecules is taken into account exactly 
while the interaction with the rest of the 
nearest neighbors is treated in the mean- 
field approximation. The two-particle Ha- 
miltonian is written as 

where o is the number of nearest neighbors 
and the parameter @ is the strength of the 
mean-field which is to be determined in a 
self-consistent way. The pair distribution 
function is assumed to have the Boltzmann 
form with the Hamiltonian (Eq. 42): 

(44) 

The one-particle distribution function is 
given by the same type of expression as in 
the mean-field theory: 

(45) 

The parameter @ is determined by the self- 
consistency relation that states that the or- 
der parameter S, calculated with the one- 
particle distribution function (Eq. 44), must 
be equal to the one calculated with the pair 
distribution function (Eq. 43): 

Finally from Eqs. (42)-(45) one can obtain 
the following simple expression for the free 
energy 

1 
2 

P F  = - ~ N o l n &  + N ( o  - 1)ln Zl 

where 

(47) 

The self-consistency relation (Eq. 45) is ob- 
tained by minimization of the free energy 
(Eq. 46) with respect to @. 

The use of a cluster approximation re- 
duces the discrepancy between theory and 
experiment. For example, the difference 
7'N-I - T* is reduced several times compared 
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to the Maier-Saupe theory. A detailed com- 
parison of different versions of the cluster 
approximation with experimental data has 
been given by Chandrasekhar [61]. 

Finally we note that it is possible to in- 
clude the P,(cosO) term in the model po- 
tential of the Maier-Saupe theory, as has 
been done by Luckhurst et al. [19] and 
Chandrasekhar and Madhusudana [28]. 
This procedure also leads to some quantita- 
tive improvement. 

2.4.3 Excluded Volume Effects 
and the Onsager Theory 

As discussed in the previous subsection, it 
is important to take into account the exclud- 
ed volume effects even in a simple mean- 
field theory based on an anisotropic attrac- 
tion interaction. The excluded volume ef- 
fects are determined by hard-core repulsion 
that does not allow molecules to penetrate 
each other. It is interesting to note that by 
doing so we already go beyond the formal 
mean-field approximation. Indeed, with 
excluded volume effects the internal energy 
of the nematic phase can be written as 

.h (1)h (2)d(l)d(2) (49) 

where h!(l, 2)=exp[-PVs(l, 2)] is, in 
fact, a simple correlation function bet- 
ween the rigid molecules 1 and 2. Here V, 
(1, 2) is the steric repulsion potential 
(Eq. 19). 

It is obvious that in this approximation we 
do take into account some short-range 
steric correlations between rigid molecules. 
We note that these correlations contribute 
not only to the internal energy but also 
to the entropy of the nematic. Excluded 
volume effects restrict the molecular mo- 

tion and therefore the total entropy of the 
fluid is reduced. This additional contribu- 
tion to the entropy is called the packing en- 
tropy. 

A simple expression for the packing en- 
tropy at low densities was first derived by 
Onsager [ 101 who considered nematic or- 
dering in a system of long rigid rods. In this 
system the rods interact only sterically and 
are supposed to be very long, LID S- 1, where 
L is the length and D is the diameter of the 
rod. At low densities it is possible to express 
the free energy of such a system in the form 
of the virial expansion: 

P F  = pln p + p 

. Jh  (w1 )[lnh (w1) - l]dUl 

B ( ~ 1 , 0 2 ) d ~ i d ~ 2  +.., 

where B (al, q) is the excluded volume for 
the two rods: 

For two spherocylinders the excluded vol- 
ume is expressed as 

B ( I , 2 ) = 2 L 2 D ~ s i n y l 2 ~ + 2 ~ L D 2 + - . n d 3  4 
3 

(52)  
where y, is the angle between the long ax- 
es of the two spherocylinders. 

All terms in Eq. (49) are purely entropi- 
cal in nature because the system is athermal. 
The second term is the orientational entro- 
py and the third one is the packing entropy 
that is related to the second virial coefficient 
for two rigid rods. The expansion in Eq. (49) 
is actually performed in powers of the 
packing fraction 7 = p  v, =pi p D2 L 4 1 if 
L/D S- 1, where v, is the volume of a sphe- 
rocylinder. At a very low volume fraction of 
rods the higher order terms in the expansion 
can be neglected [29]. 
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We note that the free energy (Eq. 49) has 
the same general mathematical form as the 
mean-field free energy (Eq. 34). In the gas 
consisting of long rods, the role of the ef- 
fective anisotropic potential is played by the 
excluded volume B (a 1, az)  multiplied by 
k T .  Thus it is not surprising that the mini- 
mization of the free energy (Eq. 49) yields 
practically the same equation for the orien- 
tational distribution function as in the 
Maier-Saupe theory: 

where I = 2 p L2 D -- q L ln  D. 
From the mathematical point of view the 

only difference between Eq. (52) and the 
corresponding equation in the Maier-Saupe 
theory is in the form of the effective inter- 
action potential. In the Maier-Saupe theo- 
ry the potential is - J P ,  (cos yl *) while in the 
Onsager theory the potential has a different 
form k T I [  sin y, 2 1  that also contains a sub- 
stantial contribution from higher-order Le- 
gendre polynomials. However, from the 
physical standpoint the most important dif- 
ference between the Maier-Saupe and the 
Onsager theories is in the nature of the tran- 
sition. Maier-Saupe theory describes the 
N-I transition in thermotropic liquid crys- 
tals where the ordering appears at some par- 
ticular temperature. By contrast, in the On- 
sager theory the transition occurs when the 
volume fraction of rods is increased. In 
Eq. (52) the bifurcation point (pseudo-sec- 
ond-order transition) corresponds to I =  I 
and thus the critical packing fraction ap- 
pears to be of the order DIL, q =7c DIL + 1 
if D/L+ 1 .  This is a crude estimate of the ac- 
tual transition density. Therefore, in the case 
of very long rods the transition takes place 
at very low density. In the limiting case of 
LID + M the Onsager theory, which is based 

on the virial expansion, appears to be 
asymptotically exact [29]. 

The actual N-I transition for a gas con- 
sisting of long rods is more complex because 
the system separates into a dilute isotropic 
phase and the more concentrated nematic 
phase that already possesses a high degree 
of orientational order. This is related to the 
fact that the homogeneous system of long 
rods appears to be mechanically unstable 
(with respect to density fluctuations) with- 
in some density interval around qc,=7cDIL. 
The two coexisting densities pl and p2 can 
be determined in the usual way by equating 
the chemical potentials and the pressures of 
the two phases: 

Pl (Pl) = P2 (P2) 

s (Pl)  = M P 2 )  (54) 

where the pressure P and the chemical po- 
tential p can be expressed in terms of the 
free energy in the following way: 

Equations (53) and (54), supplemented by 
Eq. (52) for the orientational distribution 
function and Eq. (49) for the free energy, 
can be used to determine the coexisting den- 
sities and the value of the order parameter 
at the transition. Eq. (52) was first solved 
approximately by Onsager who used the 
trial function 

(COSO) = -7 a cosh(acosO) (57) 
( 4 n  sinha) 

and thus reduced the integral Eq. (52) to the 
equation for the single parameter a. The ne- 
matic order parameter S can be expressed in 
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terms of a as 

Eq. (52) has been solved numerically by 
Lasher [30] and Lekkerkerker et al. [3 11 by 
employing the Legendre polynomial expan- 
sion and by Lee and Meyer [32] by a direct 
numerical method. The results do not differ 
significantly from those obtained with the 
Onsager trial function (Eq. 55)  and there- 
fore the approximation (Eq. 55)  appears to 
be sufficient for most practical purposes. A 
more detailed description of the Onsager 
theory and its generalizations can be found 
in reviews [33-361. Here we do not consid- 
er it any more because this chapter is fo- 
cused on the theory of thermotropic liquid 
crystals. In this context the main conse- 
quence of the Onsager approach is the con- 
clusion that the excluded volume effects can 
be very important in stabilizing the nemat- 
ic phase. This is expected to be true also in 
the case of thermotropic nematics because 
they are also composed of molecules with 
relatively rigid cores. Therefore, the pack- 
ing entropy must be taken into account in 
any consistent theory of the N-I transition. 
We discuss this contribution in more detail 
in the following subsection. 

2.4.4 Packing Effects 
in Thermotropic Nematics 

The Onsager expression for the packing en- 
tropy is valid at very low densities and the 
theory can be applied directly to dilute so- 
lutions of rigid particles like tobacco mosa- 
ic virus or helical synthetic polypeptides. At 
the same time typical thermotropic nemat- 
ics are composed of molecules with an ax- 
ial ratio of the order of 3 or 4 and the pack- 
ing fraction is of the order of 1. Thus, the 

direct use of the Onsager theory for such 
systems can result in large errors. The On- 
sager expression for the packing entropy has 
been generalized to the case of condensed 
nematic phases by several authors [37-401 
using different approximations. The corre- 
sponding expression for the packing entro- 
py can be written in the following general 
way: 

g+12 - 4 1 2 ) h ( h  4) 
..ti ( ( a 2  .n))&, &2 &l2 (59) 

Here the coefficient A ( q )  depends on the 
packing fraction q. In the Onsager theory, 
which corresponds to the limit of small q,  
the factor A= 1. The frequently used approx- 
imations for the packing entropy have been 
derived from the scaled particle theory [37] 
and were proposed by Parsons and Lee [38, 
411. The equations of state derived from var- 
ious molecular theories for a condensed so- 
lution of hard rods are given in the review 
of Sat0 and Teramoto [36]. One can readily 
see that even for long rods with LfD=50 the 
Onsager equation of state deviates signifi- 
cantly from the results of the Parsons-Lee 
or scaled particle theory already at relative- 
ly small packing fractions q ~ 0 . 3 .  We note 
that recently the Parsons-Lee approxima- 
tion has been tested by Jackson et al. [5]  for 
the system of relatively short spherocylin- 
ders with axial ratios LfD = 3 and LfD =5. It 
has been shown that the results agree very 
well with Parsons-Lee theory up to packing 
fractions of q=0.5. In the Parsons-Lee 
approximation the function A( q) is written 
in a simple form 

Taking into account the packing entropy 
(Eq. 57), one can write the model free ener- 
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gy for the nematic phase 

. gHc (a13a2911 2 )  dai da2 dri 2 (61) 

where Vexcl (1 ,  2) is the excluded volume for 
the two rigid particles, Vat, (1, 2) is the at- 
traction interaction potential and gHC (1, 2) 
is the pair correlation function for the refer- 
ence hard-core fluid. 

For simplicity one can approximate the 
pair correlation function by the steric cut- 
off O ( r 1 2 - ~ 1 2 ) = e ~ p ( - P V s ( l ,  2)). In this 
case the free energy (Eq. 59) corresponds to 
the so-called generalized Van der Waals the- 
ory considered in detail by Gelbart and Bar- 
boy [43,44]. 

We note that in Eq. (59)  the attraction 
interaction is taken into account as a pertur- 
bation. This means that one neglects a part 
of the orientational correlations determined 
by attraction. A simple way to improve the 
theory is to combine Eq. (59) with the two- 
particle cluster approach [40]. 

The first two terms in Eq. (59)  represent 
the free energy of the reference hard-core 
fluid. The general structure of this reference 
free energy is similar in different approach- 
es but the particular dependence on the 
packing fraction q can be quite different. 
This depends on the particular approach 
(used in the theory of hard-sphere fluids) 
that has been generalized to the nematic 
state. For example, the Parsons-Lee approx- 
imation is based on the Carnahan-Starling 
equation of state, the approach of Ypma and 
Vertogen is a generalization of the Percus- 
Yevick approximation and the approach of 

Cotter is based on the scaled particle theo- 
ry. The alternative way is to use the so-called 
y-expansion of the hard-core free energy 
proposed by Gelbart and Barboy [44]. This 
is an expansion in powers of 17 /( 1 - 17) which 
is much more reliable at high densities com- 
pared with the usual virial expansion in 
powers of q. The y-expansion has also been 
used by Mulder and Frenkel[5 I ]  in the inter- 
pretation of the results of computer simula- 
tions for a system of hard ellipsoids. 

The free energy (Eq. 59) with some mod- 
ifications has been used in the detailed de- 
scription of the N-I transition by Gelbart 
et al. [42, 431, Cotter [37] and Ypma and 
Vertogen [40]. The work of Ypma and Ver- 
togen also contains a critical comparison 
with other approaches. One interesting con- 
clusion of this analysis is related to the ef- 
fective axial ratio of a mesogenic molecule. 
It has been shown that a good agreement 
with the experiment for the majority of the 
parameters of the N-I transition can be 
achieved only if one assumes that the effec- 
tive geometrical anisotropy of the mesogen- 
ic molecule is much smaller than its actual 
value. This result has been interpreted in 
terms of molecular clusters that are sup- 
posed to be the building units of the nemat- 
ic phase. The anisotropy of such a cluster is 
assumed to be much smaller than that of a 
single molecule. On the other hand, this re- 
sult can be attributed to the quantitative in- 
accuracy of the free energy (Eq. 59). It is not 
excluded that the theory based on Eq. (59) 
overestimates a contribution from the ex- 
cluded volume effects in thermotropic ne- 
matics. 

The same problem can be viewed in a dif- 
ferent way. According to the results of com- 
puter simulations [45] the nematic ordering 
in an athermal system of elongated rigid par- 
ticles is formed only if the axial ratio is more 
than three. At the same time, the effective 
value of L/D for typical mesogenic mole- 
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cules is usually assumed to be more than 
three. Thus, any dense fluid, composed of 
such molecules, must be in the nematic 
phase at all temperatures. In reality, howev- 
er, some additional contribution from attrac- 
tive forces is required to stabilize the nemat- 
ic phase. As a result, we conclude that there 
exists some very delicate balance between 
repulsion and attraction in real thermotrop- 
ic liquid crystals. The discrepancy from ex- 
periment can also be related to molecular 
flexibility; the anisotropy of the hard core 
may not be sufficiently large to stabilize the 
nematic phase. Thus, a fully consistent mo- 
lecular theory of nematic liquid crystals 
must take into account the molecular flex- 
ibility in some way. This is a particularly 
difficult problem and so far the flexibility 
has been accounted for only in the context 
of the generalized mean-field theory applied 
separately to each small molecular fragment 
(see the review of Luckhurst and referenc- 
es therein [46]). 

2.4.5 The Role 
of Molecular Biaxiality 

The majority of the existing molecular the- 
ories of nematic liquid crystals are based on 
simple uniaxial molecular models like sphe- 
rocylinders. At the same time typical mes- 
ogenic molecules are obviously biaxial. 
(For example, the biaxiality of the phenyl 
ring is determined by its breadth-to-thick- 
ness ratio which is of the order of two.) If 
this biaxiality is important, even a very good 
statistical theory may result in a poor agree- 
ment with experiment when the biaxiality is 
ignored. Several authors have suggested 
that even a small deviation from uniaxial 
symmetry can account for important fea- 
tures of the N-I transition [29,42,47,48]. 

In the uniaxial nematic phase composed 
of biaxial molecules the orientational distri- 

bution function depends on the orientation 
of both the molecular long axis a and the 
short axis b, i.e. fl (1) =fl ((a . n), (b . n)). 
The influence of the biaxiality on the distri- 
bution function is suitably described by the 
order parameter D: 

which characterizes the difference in the 
tendencies of the two short axes b and c to 
orient along the director. The order param- 
eter D appears to be rather small (roughly 
of the order 0.1 [47]) and it is often neglect- 
ed in simple molecular theories. However, 
it has some influence on the N-I transition 
as discussed in ref. [47, 491. At the same 
time, except for the parameter D, the molec- 
ular biaxiality does not directly manifest it- 
self in the Maier-Saupe theory. If one ne- 
glects the parameter D, the equations of the 
theory will depend on some effective uni- 
axial potential which is equal to the true po- 
tential between biaxial molecules averaged 
over independent rotations of the two mole- 
cules about their long axes. 

However, the contribution of the biaxial- 
ity is nontrivial if the hard-core repulsion 
between biaxial molecules is taken into ac- 
count. The hard-core repulsion is described 
by the Maier function exp [-p V, (1, 2)] that 
depends nonlinearly on the repulsive poten- 
tial V, (1, 2). In this case the free energy de- 
pends on the effective uniaxial potential that 
is an average of the Maier function. This the- 
ory accounts for some biaxial steric corre- 
lations and the result of such averaging can- 
not be interpreted as a hard-core repulsion 
between some uniaxial particles. Thus, it is 
the biaxiality of the molecular shape that 
seems to be of primary importance. 

The biaxiality of molecular shape can be 
directly taken into account in the context of 
the Onsager theory. The first attempt to do 
this has been made by Straley [49]. How- 
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Figure 2. Spheroplatelet as a simple model for a bi- 
axial particle [50].  

ever, the full analyses can be performed 
only if the explicit expression for the ex- 
cluded volume of the two biaxial particles 
is available. This expression has been de- 
rived by Mulder [5O] for two spheroplate- 
lets (see Fig. 2) with an arbitrary relative 
orientation. The excluded volume for such 
biaxial particles can be written in the ana- 
lytical form 

vexcl (a1 7 a2 1 

- - 327ca3 + 87c a2 ( b  + c )  + 8abc 
3 

+ 4CZbC[1Vl X W2 1 + /V2 X W1 I] 
+ 4ab2 1v1 x v21+ 4ac2 (w1 x w2/  

+b2c[lu1 xv21+/v1 xu211 

+ bc2 [ /uI x w2 i + lwl x u2 i] (63)  

where the unit vectors w ,  u and v are in the 
direction of the main axes of the sphero- 
platelet and the parameters a,  b and c are 
shown on Fig. 2. The plausible constant vol- 
ume section of the phase diagram of a fluid 
composed of such biaxial particles, obtained 
in the Onsager approximation, is shown in 
Fig. 3 .  The limiting points c=O and b=O 
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Figure 3. Phase diagram of the hard spheroplatelet 
fluid in the Onsager approximation for a family of par- 
ticles with constant volume and different axial ratio. 
The points b=O and c=O correspond to the sphero- 
cylinders (after Mulder [50]). 

correspond to the same spherocylinder with 
diameter a. In this limiting case the theory 
is reduced to the usual Onsager theory. The 
midpoint b=c corresponds to the plate-like 
particle with the C, symmetry axis. Such 
particles form the uniaxial discotic nematic 
phase. For O<c<b and for O<b<c the 
particles are biaxial. However, for c S-b > c 
and for b %c> 1 they are rod-like while for 
6 - c  they are plate-like. Thus, somewhere 
between these two domains one should find 
the crossover shape that corresponds to a 
boundary between the transitions into two 
different nematic phases N, and N-. In the 
N- phase the molecular planes (and the long 
axes) are oriented approximately along the 
director, while in the N, phase they are 
oriented perpendicular to the director. The 
crossover shape corresponds also to the 
transition from the isotropic to the biaxial 
nematic phase. For very long spheroplate- 
lets the crossover shape is characterized 
by the relation b = in dimensionless 
units. 



58 2 Molecular Theories of Liquid Crystals 

3 A PIP 

- aoi 

Figure 4. The dependence of the order parameter and 
the discontinuity in density at the N-I phase transi- 
tion. The liquid is composed of hard rectangular par- 
allelepipeds with dimensions a = 1, b and c=5 (after 
Gelbart and Barboy [42]). 

The phase diagram, shown in Fig. 3, was 
obtained from the Onsager approximation 
and, therefore, it is expected to be correct 
only at low densities. In the case of liquid 
densities the role of shape biaxiality has 
been analyzed by Gelbart [43]. Gelbart has 
considered the nematic ordering of rectan- 
gular parallelepipeds having dimensions a < 
b < c (with a and c fixed, c >a)  with the help 
of y-expansion. In Fig. 4, taken from [43], 
the nematic order parameter q and the dis- 
continuity in density at the transition point 
are presented as a function of the breadth of 
the parallelepiped b that varies between a = 1 
and c = 5.  One can readily see that both the 
order parameter and the density gap de- 
crease strongly with the increasing molecu- 
lar biaxiality bla. For the limiting case of 
b=a=l ,  the rod limit, the order parameter 
at the transition is very large. However, for 
values of bla slightly less than 2 both the or- 
der parameter and the density gap are rath- 
er close to the typical experimental data. Fi- 
nally, the value bla = 2.25 corresponds to the 
crossover shape and at this point the order 
parameter and the density gap vanish iden- 
tically. 

Thus we see that the effect of shape biax- 
iality can indeed be very strong. It seems 
that this can be the main reason why the mo- 
lecular theories, based on rod-like molecu- 
lar models, overestimate the first orderness 
of the nematic-isotropic transition. 

2.4.6 Density Functional 
Approach to the Statistical 
Theory of Liquid Crystals 

One can find in the literature a large num- 
ber of molecular theories of liquid crystals 
proposed by different authors using differ- 
ent approximations. However, the majority 
of these theories and the corresponding ex- 
pressions for the free energy can be derived 
in a systematic way with the help of some 
general approaches. A very fruitful ap- 
proach of this kind is the density function- 
al theory that has been first applied to liq- 
uid crystals by Sluckin and Shukla [52] and 
by Singh [53]. 

In the density functional approach the 
free energy of a liquid crystal is represent- 
ed as a functional of the one-particle den- 
sity p( r ,  w)=p(r)fi (0) where p ( r )  is the 
number density andf, (r, o) is the one-par- 
ticle distribution function. The equilibrium 
distribution function is determined, as usu- 
al, by minimization of the free energy func- 
tional F [ p ] .  The general structure of this 
functional is unknown, of course, but the 
functional derivatives are known and can be 
expressed in terms of the correlation func- 
tions. 

In the general case the free energy can be 
represented as a sum of two terms, F=@ + H 
where @ is the free energy of the system of 
noninteracting particles 
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where x = (r, a), U, (x) is the external poten- 
tial and A is a constant. The potential H 
is determined by the intermolecular inter- 
actions and its functional derivatives are 
related to the direct correlation functions. 
For example, the second derivative can be 
written as 

62H/6p(x1)6p(xz) = -kTC2 (x I ,x~)  (65) 

where C2 (xl, x2) is the direct pair correla- 
tion function related to the full correlation 
function by the Ornstein-Zernike equation. 
Now Eq. (63) can be used to develop a the- 
ory of the N-I transition. For this purpose 
one can perform the functional Taylor ex- 
pansion of the free energy of the nematic 
phase around its value in the isotropic phase. 
The expansion is performed in powers of Ap 
where A p = p ~ - p r  is the difference between 
the one-particle densities in the nematic and 
isotropic phases. Now the free energy of the 
nematic phase up to the second order in Ap 
reads: 

F N  =F ,+kT  (66) 

' J p N  (xl)[lnPN(xl)-l]dxl 

+IPN(xl)Ue/Xldxl 

- JCl (XI ) 6 P ( X l  W l  

where C1 = 6 H / 6 p  and where the direct cor- 
relation functions C, (1) and C2(l ,  2) are 
calculated for the isotropic phase. The high- 
er order terms in the expansion (Eq. 64) de- 
pend on the higher order direct correlation 
functions. 

Taking into account the equilibrium con- 
dition for the isotropic distribution function 

PI : 
In pI + Cl - pI U ,  (1) = const 

we arrive at the following self-consistent 
equation for the one-particle distribution 

function 

This general equation applies both to nemat- 
ic and smectic phases because the one-par- 
ticle density may depend on position. In the 
case of a uniform nematic phase without an 
external potential we obtain 

We note that Eq. (66) has practically the 
same mathematical form as the mean-field 
equation (Eq. 39) for the orientational dis- 
tribution function. In the density functional 
approach the role of the effective pair 
potential is played by the direct corre- 
lation function c, (q, 02). In the case of 
uniaxial molecules the function c, (1, 2) = 
C2((a ,  . a,)) .  Expanding this function in 
Legendre polynomials, truncation after the 
P2 term and substituting into Eq. (66), we 
arrive exactly at the Maier-Saupe equation 
for the orientational distribution function. 
This means that the general mathematical 
structure of the Maier-Saupe theory is not 
restricted to the mean-field approximation. 
The same equation has been derived in the 
context of a very general density function- 
al approach. The only approximation has 
been related to the neglect of many-body di- 
rect correlation functions. Thus, the main 
equations of the Maier-Saupe theory remain 
valid generally on the level of pair correla- 
tions. This seems to be the main reason why 
this approach appears to be so successful in 
spite of its simplicity. 

In the density functional approach the pa- 
rameters of the N-I transition can be ex- 
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pressed in terms of the direct correlation 
function. Unfortunately, this function can- 
not be calculated exactly even for simple 
models and thus the general theory has to be 
accompanied by some practical approxima- 
tions. We note that in this way it is possible 
to derive various approximate expressions 
for the free energy that have been obtained 
in various molecular theories. In other 
words, in the context of the density func- 
tional approach, various molecular theories 
usually correspond to some approximations 
for the direct correlation functions. We can 
illustrate this idea by the following exam- 
ples. 

The extended mean-field theory corre- 
sponds to the following approximate direct 
correlation function: 

c,,(1,2)=-V,,,(1,2)0(r12-512)lkT (69) 

The free energy of the Onsager theory can 
be obtained substituting the direct-correla- 
tion function by its first virial term 

Several more elaborate molecular theories 
correspond to the perturbative approxima- 
tion 

c2 (1, 2, = CHC (1,2) + gHC (192) &t (192) (7 1 ) 

where the functions CHC(l, 2) and 
gHC (1, 2) are calculated for the reference 
hard-core system. 

Further approximations, including the 
ones discussed in Sec. 2.4.3, can be ob- 
tained by substituting gHC (1, 2) with the 
steric cut-off function O(rl  2-512) and by 
using the Parsons approximation for the 
cHC(1, 2): 

cHC (l, 2, = c h s  (rl 2 151 2) (72) 

where c h ,  (1, 2) is the direct correlation 
function for a hard-sphere fluid. The more 
detailed discussion of various approxima- 

tions for the direct correlation function can 
be found in the paper of Sluckin [54]. Re- 
cently some of these approximations have 
been tested against computer simulations 
1551. 

The brief discussion of the density func- 
tional theory, presented above, enables one 
to conclude that this is a very powerful ap- 
proach. It appears to be particularly helpful 
in the derivation of general expressions for 
various elasticity coefficients of the nemat- 
ic phase. Indeed, it is also possible to ex- 
pand the free energy of the distorted nemat- 
ic state with respect to the homogeneous 
state in the same way as in Eq. (64). In this 
case the difference in the one-particle den- 
sities of the two states 6 p  is proportional to 
the gradients of the director and can be ar- 
bitrarily small. Then the functional expan- 
sion appears to be quantitatively correct. In 
this way it is possible to derive formally ex- 
act expressions for the Frank elastic con- 
stants [56], helical twisting power [57] and 
flexoelectric coefficients [ 5 8 ] .  It should be 
noted, however, that so far the density func- 
tional theory has been formulated only for 
a system of rigid molecules. Thus, the cor- 
responding general expressions are restrict- 
ed to this simple class of molecular model. 

2.5 Molecular Models 
for Simple Smectic Phases 

2.5.1 Mean-field Theory of the 
Nematic-Smectic A Transition 

Smectic phases are characterized by some 
positional order and therefore the one-par- 
ticle distribution function fi (r, w) depends 
both on position r and the orientation w. In 
the simplest smectic A phase there exists 
only one macroscopic direction that is par- 
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allel to the wave vector k of the periodic 
smectic structure. By contrast, in the smec- 
tic C phase there are two different macro- 
scopic axes because the director is tilted with 
respect to k and thus the phase appears to be 
biaxial. As a result the distribution function 
of the smectic C phase generally depends on 
the orientation of both molecular long and 
short axes, if the molecules are biaxial. 

For the smectic A phase the one-particle 
distribution function can be expanded in a 
complete set of basic functions: 

.I5 (r, a> = .h (cos w, z )  
= fj(COSw)COS(kmz) (73) 

1,m 

where cos cc)= (a . k) and where k = klk. 
From Eq. (71) one can readily see that the 

dominant (i.e. lowest order) order parame- 
ters for the nematic-smectic A transition are: 

S(P2 (cosw)) 

CT = (P2 (cosw)cos(kz)) 

z = (cos(kz)) (74) 

Here S is the usual nematic order parame- 
ter, z is the purely translational order pa- 
rameter and the parameter CT characterizes 
a coupling between orientational and trans- 
lational ordering. 

The simple theory of the nematic-smec- 
tic A transition has been proposed by McMil- 
lan [59] (and independently by Kobayashi 
[60]) by extending the Maier-Saupe ap- 
proach to include the possibility of trans- 
lational ordering. The McMillan theory is a 
classical mean-field theory and therefore the 
free energy is given by the general Eq. (34). 
For the smectic A phase it can be rewritten as 

F = const + ~ p J ~ ( a ,  ,aJ ,rlJ ) 1 2  
2 

’ .h 3‘r f i  ?‘j ) daf daJ drf drJ 

+ pk TJ f i  (a, ,r, 1 In L (a, r r r  dr, (75) 

where p is the mean density. 

In the McMillan model the pair interac- 
tion potential is specified as 

where 6 is a dimensionless constant. 

coupling constant J2  ( r ,  2 ) :  

McMillan used a particular form for the 

where r, is some length of the order of the 
length of the rigid molecular core. 

We note that the model potential (Eq. 74) 
is strongly simplified because in Eq. (74) 
the positional and orientational degrees of 
molecular freedom are decoupled. It has 
been pointed out by many authors [74-761 
that in the general case the interaction po- 
tential must depend on the coupling between 
the intermolecular vectorr, and the molec- 
ular primary axes al  and a2. We discuss 
the role of these terms in the next subsec- 
tion. 

The coupling constant (Eq. 75) can be 
expanded in Fourier series retaining only the 
leading term: 

52 (rl 2) = -V[1+ a C O S ( ~ ~ ) ]  

where 

a = 2 exp [ - ( k r o / 2 ) ]  (79) 

In the McMillan model the parameter a 
characterizes the strength of the interaction 
that induces the smectic ordering. The pa- 
rameter a decreases with the increasing 
smectic period d = 2 z l k  which is of the 
order of molecular length. Thus a is sup- 
posed to increase with increasing chain 
length. 

The mean-field equilibrium distribution 
function is given by the general Eq. (35). 
Substituting Eq. (76) into Eq. (75) and then 
into Eq. (35) we obtain the distribution 
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function of the smectic A phase 

f i  (coso, z )  

. P2 (coso) + SP2 (coso)] (80) 

Multiplying both sides of Eq. (77) with the 
functions P, (cos a), cos ( k z )  and cos ( k z )  
P, (cos o) and integrating over o and z ,  one 
obtains the equations for the three order pa- 
rameters 

s = ( d / Z )  j P2 (cosw) 

o = ( d / Z )  j P2 (coso) 

. exp [ ( v0 / k T )  s p2 (cos o )] 

. I0 (K)  dCOSo 

. ~ X ~ [ ( V ~ / ~ T ) S P ~  (cosw)] 
'11 ( K )  dcosw 

z = ( d / Z ) j  exp[(Vo/kT)SP2(coso)] 

.Zo(K)dCOSCO (81) 

where K=(V&T) [aoP2(coso)+6az]  and 
the function Z, (K) is the n-th order modified 
Bessel function that appears after the inte- 
gration over z.  

Equation (78) together with the expres- 
sions (Eqs. 73 and 74) for the free energy 
can be used to calculate numerically the pa- 
rameters of the nematic-smectic A phase 
transition. The corresponding phase dia- 
gram, taken from the original paper by 
McMillan [59], that includes the isotropic, 
nematic and smectic A phases is shown in 
Fig. 5. The inset in Fig. 5 also presents a typ- 
ical phase diagram of a homologous series 
of compounds showing the transition tem- 
perature versus alkyl chain length. 

In general the McMillan theory provides 
a good qualitative and sometimes even 
quantitative description of the nematic- 
smectic A phase transition. The theory ac- 
counts successfully for the decrease in the 
transition entropy with the breadth of the ne- 
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Figure 5. Phase diagram of a liquid crystal system 
according to the McMillan theory. Inset: typical phase 
diagram for a homologous series of compounds (after 
McMillan [ 5 9 ] ) .  

matic phase and even enables one to locate 
the tricritical point in a reasonable way. A 
more detailed discussion of the McMillan 
theory can be found, for example, in the 
book of Chandrasekhar [61]. 

The McMillan theory has been further re- 
fined by several authors [62-641 to improve 
the quantitative agreement with experiment. 
However, the basic structure of the theory 
remains the same. This theory presents an- 
other example of a successful application of 
a simple mean-field approach. On the other 
hand, there are several limitations of the 
McMillan theory that cannot be ignored. 
Firstly, the theory is based on the semi phen- 
omenological potential that does not allow 
determination of the smectic period in a self- 
consistent way. Secondly, the model poten- 
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tial (Eq. 74) is of the attractive type and 
therefore the McMillan theory does not con- 
sider the relative role of intermolecular at- 
traction and hard-core repulsion in the sta- 
bilization of the smectic A phase. This prob- 
lem appears to be of particular importance 
after it was shown by computer simulations 
that the smectic A phase can be formed in a 
system of hard spherocylinders without any 
attraction interaction. Finally, the potential 
(Eq. 74) does not depend on a coupling 
between orientational and translational de- 
grees of freedom. This means that McMil- 
lan theory does not account for an interac- 
tion that forces the director to be normal to 
the smectic plane. The corresponding free 
energy is then unstable with respect to smec- 
tic C fluctuations. 

Several authors have used different ap- 
proaches to overcome these limitations in 
order to develop a more sophisticated sta- 
tistical theory of the smectic A phase. We 
will discuss briefly some of the recent the- 
ories in the following two subsections. 

2.5.2 Phase Diagram 
of a Hard-rod Fluid 

The computer simulation studies of Frenkel 
et al. [45] indicate that the excluded volume 
effects for molecular hard cores must 
play an important role in the stabilization 
of the smectic phase. In particular, it has 
been shown that hard spherocylinders, inter- 
acting only via hard-core repulsion, can 
form nematic, smectic A, and columnar 
phases. 

In the system of very long spherocylin- 
ders the nematic-isotropic transition can be 
quantitatively described by the Onsager the- 
ory discussed in Sec. 2.3.2. At the same 
time, this approximation is expected to pro- 
vide only a qualitative description of the ne- 
matic-smectic A transition in the same 

system. The reason is that long spherocy- 
linders undergo a transition into the nemat- 
ic phase at very small packing fractions 
q - D/L < 1. By contrast, the nematic-smec- 
tic A transition is expected to occur at large 
q - 1. The corresponding critical packing 
fractions can be estimated in the following 
way [65]. The Onsager theory is based on 
the virial expansion in powers of the num- 
ber density p=q/v, where vo is the molec- 
ular volume. The transition to the nematic 
phase is determined by a balance between 
the orientational entropy pjfi(l) lnfi( 1) 
d (1) which is a maximum in the disordered 
state and the packing entropy -p2(VeXcl( I ,  2)) 
which is a maximum in the orientationally 
ordered state. Thus the critical packing 
fraction is estimated as vNpI - vo/(Ve,,,). 
For long rods one finds (Vexcl) - L2 D and 

We note that in the system of long rods 
the nematic phase is strongly ordered. Then 
the transition into the smectic A phase is ex- 
pected to take place in the nearly perfectly 
aligned system of rods. For parallel rods, 
however, the excluded volume (Vexcl) - D2 L 
and thus qN-* - 1. This means that one can- 
not rely on the virial expansion even in the 
case of very long rods. 

One possibility for improving the theory 
is to take into account higher order terms in 
the virial expansion. This has been done by 
Mulder for an aligned hard-rod fluid [66]. 
Mulder has taken into account the third- and 
fourth-order terms and has been able to ob- 
tain the numerical values of the transition 
density and the smectic period in very good 
agreement with the results of computer sim- 
ulations [67]. The critical packing fraction 
and the dimensionless smectic wavelength 
observed are qN-*=O.36 and A= 1.27 while 
the theoretical results are qN-* =: 0.37 and 
A= 1.34 [66]. Recently Poniwierski per- 
formed an asymptotic analysis of the nemat- 
ic-smectic A transition in the system of 

t/o - D2 L. Thus qN-1- D/L < 1. 
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rods with orientational freedom and in the 
limit LID-+.. [6S]. He has shown that 
orientational fluctuations do not destroy the 
smectic A phase but the transition is shift- 
ed towards higher densities. 

A different and more sophisticated ap- 
proach to the theory of the nematic-smec- 
tic A transition is based on the nonlocal den- 
sity functional theory developed for inho- 
mogeneous hard-core fluids [68]. The non- 
local free energy functional is defined in the 
following way [69-711: 

~ [ p ( r ) ] =  ~ici[[~(r)]+ ~ [ p ( r ) ]  (82) 

where Fid[p] is the ideal gas contribution 
(see Sec. 2.4.4). 

The excess of free energy H[p] is as- 
sumed to have a form resembling the local 
density approximation: 

H [ p ( r ) ]  = j p w  Av(P(r))dr  (83) 

where AI+V is the excess of free energy per 
particle and p ( r )  is some auxiliary density 
that depends on p(r) .  For a homogeneous 
isotropic fluid p=p. In the inhomogeneous 
state p ( r )  is related to p ( r )  in a nonlocal 
way: 

(84) 

where qff(r-r’) is some weighting func- 
tion. 

The form of the function meff(r) is differ- 
ent in different versions of the smoothed- 
density approximation proposed by Somo- 
za and Tarazona [71, 721 and by Poniwier- 
ski and Sluckin [69, 731. The density func- 
tional model of Somoza and Tarazona is 
based on the reference system of parallel 
hard ellipsoids that can be mapped into hard 
spheres. In the Poniwierski and Sluckin the- 
ory the effective weight function is deter- 
mined by the Maier function for hard sphe- 
rocylinders and the expression for A I + v ( ~ )  is 
obtained from the Carnahan-Starling ex- 

p (r)  = I W,ff (r - r’) p (r’) dr’ 

0.6 

0.5 

D 

Figure 6. Phase diagram of a fluid of hard sphero- 
cylinders in the (axial ratio/order parameter) plane. 
The circles are the simulation results for the smectic A 
transition [4S]. The N-SmA transition obtained in [4S] 
is denoted by squares N and triangles SmA (after 
Poniwierski and Sluckin [69]). 

cess of free energy for hard spheres with the 
same packing fraction. 

Both groups have obtained phase dia- 
grams for a fluid of hard spherocylinders 
that are in qualitative agreement with the re- 
sults of computer simulations [45]. Figure 6 
shows the phase diagram in the (LID), 17 
plane, obtained by Poniwierski and Sluckin 
[69], because it gives a more reasonable val- 
ue for the tricritical point. One can see from 
Fig. 6 that the nematic-smectic A transition 
is first order for L/D<S.9 and it is second 
order for L/D>S.9. The location of the 
I-N-SmA triple point in Fig. 6 is in good 
agreement with simulations. The same good 
agreement has also been obtained by Somo- 
za and Tarazona [ 7 1 1. 
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2.5.3 The Role 
of Intermolecular Attraction 

The results of several molecular theories 
that describe the smectic ordering in a sys- 
tem of hard spherocylinders enable us to 
conclude that the contribution from hard- 
core repulsion can be described by the 
smoothed-density approximation. On the 
other hand, a realistic theory of thermotrop- 
ic smectics can only be developed if the 
intermolecular attraction is taken into ac- 
count. The interplay between hard-core re- 
pulsion and attraction in smectic A liquid 
crystals has been considered by Kloczkow- 
ski and Stecki [17] using a very simple 
model of hard spherocylinders with an ad- 
ditonal attractive r-6 potential. Using the 
Onsager approximation, the authors have 
obtained equations for the order parameters 
that are very similar to the ones found in the 
McMillan theory but with explicit expres- 
sions for the model parameters. The more 
general analysis has been performed by Me- 
deros and Sullivan [76] who have treated the 
anisotropic attraction interaction by the 
mean-field approximation while the hard- 
core repulsion has been taken into account 
using the nonlocal density functional ap- 
proach proposed by Somoza and Tarazona. 

In [76] the intermolecular attraction po- 
tential has been taken in the form 

( 8 5 )  
vat, (172) = v, (r12 1 + v2 (r121P2 ((a1 4) 

+ v3 (r12 I[ fi ( (a ,  ' UI 2 1) + p2 ((a2 ' U 1 2  I)] 

where u 1 2 = r 1 2 / r 1 2 .  
We note that the last term in Eq. (82) has 

been omitted from the McMillan-Kobaya- 
shi theory. This term explicitly describes a 
coupling between the molecular long axis 
and the intermolecular vector. The effect of 
such coupling seems to be very important in 
smectic liquid crystals because this energy 

is obviously minimized when the molecules 
are packed in layers with their long axes 
parallel to the layer normal. (That is if 
rI  ,la I II a2) .  The magnitude of the coupling 
constant V3 in the last term is comparable to 
that of V2 for rod-like molecules with an 
elongation typical of that for mesogens [77] 
and can even be predominant for weakly an- 
isotropic molecules [78]. It should be noted 
also that the last term in Eq. (82) does not 
contribute to the free energy of the nematic 
phase in the mean-field approximation as it 
vanishes after averaging over all orienta- 
tions of the intermolecular vector. 

Using the specific expressions for the 
coupling constants in Eq. ( 8 2 ) ,  Mederos and 
Sullivan obtained the temperature-density 
phase diagrams shown in Figs. 7a and b. 
These two diagrams have been obtained for 
the same value of the geometrical anisotro- 
py oll/ol and for different values of the re- 
duced strength of the symmetry breaking 
potential given by the last term in Eq. (82). 
We see that the smectic phase is stabilized 
with the increasing strength of the symme- 
try breaking potential. By contrast, the ne- 
matic phase tends to disappear. Thus the 
coupling between orientational and transla- 
tional degrees of freedom is important in- 
deed and it should also be taken into account 
in the description of the hard-core repulsion 
in smectic phases. It is not excluded, how- 
ever, that the role of such interaction is over- 
estimated in the Mederos-Sullivan theory 
because in this treatment the hard-core re- 
pulsion alone does not lead to the smectic A 
phase. 

2.5.4 Smectic A-Smectic C 
Transition 

The transition from the smectic A phase into 
the smectic C one is accompanied by the tilt 
of the molecular long axes with respect to 
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the smectic plane normal e. We note that the 
resulting structure is unfavorable from the 
packing point of view [79]. Tilted molecules 
occupy more area in the smectic plane and 
therefore in the smectic C phase there is 
more excluded area in the layer than in the 
smectic A phase. As a result the packing en- 
tropy is decreased. This means that the 
smectic C phase is not expected to be 
formed in the system of hard rods, and, in- 
deed, it has not been found in computer sim- 
ulations of Veerman and Frenkel [45]. 

Thus, the smectic C phase can be formed 
only if there exists some specific intermo- 
lecular interaction that favors the tilt. Dif- 
ferent interactions of this kind have been 
considered in the literature [79,80-841 and 
some early theories have been analyzed in 
detail by Van der Meer [14]. 

Figure 7. Temperature-density 
phase diagrams for q, o,= 1.8 and at 
e3/q =0.28 (a) and EJE, =0.34 (b) for a 
liquid crystal with both steric repulsion 
and attraction interactions between 
molecules. The parameter e3 measures 
the strength of the attraction potential 
that depends on the coupling between 
orientation and translation (after Mede- 
ros and Sullivan [76]). 

1.10 

Different molecular models for the SmC 
phase can be separated into two main class- 
es that actually correspond to different mo- 
lecular mechanisms of the smectic A-smec- 
tic C transition. Some models (for example, 
those of McMillan and Meyer [8 11 and Wulf 
[SO]) imply that the molecular rotation about 
the long axis is frozen out in the smectic C 
phase. It seems to be even more important 
that in these models the smectic A-smec- 
tic C transition is governed by the ordering 
of molecular short axes while the tilt of the 
long axes occurs as a consequence. By con- 
trast, in other models [82] the transition is 
directly related to the tilt of the long axes 
and the biaxiality of the smectic C phase is 
neglected. 

We note that the more recent molecular 
models for the smectic C phase [79, 83, 841 
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also fall into one of these classes. For ex- 
ample, the model of Somoza and Tarazona 
[83] is based on steric interactions between 
molecules with biaxial shape. This interac- 
tion is assumed to be the driving force of the 
transition into the biaxial smectic C phase. 
At the same time, in the theory of Van der 
Meer and Vertogen [79] the molecular tilt is 
caused by the induction interaction between 
the off-center transverse dipoles and the po- 
larizable core of neighboring molecules. 
This induction interaction is quadratic in di- 
pole and therefore the free rotation around 
the molecular long axis does not destroy the 
smectic C phase. The recent theory of 
Poniwierski and Sluckin is based on the uni- 
axial molecular model in which hard cylin- 
ders carry axial quadrupoles. 

It should be noted that the assumption of 
a strongly asymmetric orientational distri- 
bution of molecular short axes in the smec- 
tic C phase seems to be in contradiction with 
experiments [85]. Some other models also 
do not have any experimental support so 
far. Goodby et al. [87] and de Jeu [88] have 
studied the influence of electric dipole and 
molecular shape on the stability of the smec- 
tic C phase. The results do not support 
the models of Wulf [80] and Cabib and Ben- 
guigui [82] but reveal the importance of 
transverse dipoles. Thus there is some 
experimental evidence in favor of the 
model proposed by Van der Meer and Ver- 
togen. 

In this model the molecular tilt is deter- 
mined by induction interaction between the 
off-center dipole and the polarizable core of 
the neighboring molecules. After averaging 
over the rotation around the molecular long 
axes the corresponding interaction potential 
reads [79]: 

where the coupling constant JindOC i%p2 and 

where p is the molecular dipole and ti is the 
average molecular polarizability. 

The interaction energy (Eq. 83) promotes 
the tilt of the director in the smectic C phase. 
This can be seen in the following way. Let 
us consider the case of perfect nematic 
ordering. Then the potential (Eq. 83) is re- 
duced to -Jind (n  . u * 2>2. NOW let us average 
this potential over all orientations of the 
intermolecular unit vector u1  within the 
smectic plane. For any two molecules with- 
in one plane the vector u 1  , l e  and one ob- 
tains 

where 0 is the tilt angle, cos@=(n . e). 
In the model of Van der Meer and Verto- 

gen the induction interaction energy (Eq. 
83) is counterbalanced by the hard-core re- 
pulsion coupled with isotropic attraction 
between molecular hard cores. The result- 
ing interaction potential is presented in the 
form of an expansion: 

where the coefficients ulr v2 and u3 are ex- 
pressed in terms of the shape anisotropy and 
the attraction interaction strength. 

In Eq. (85) the constant u1 is positive 
and thus, without the induction interaction, 
the potential (Eq. 85) stabilizes the smec- 
tic A phase. Taking into account the pack- 
ing entropy, Van der Meer and Vertogen 
have obtained the following simple free 
energy in the case of perfect nematic order- 
ing: 

1 2 1 A F  = - Do (cose) - kT In - 
2 27t 
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where 

Do = 2 [ (1 + T /  Tp) B2 - C2] 

. P2 (COSO) - (1 - T / T p )  

' B4 P4 (COSO) (90) 

Here (cos 4) is the smectic order parameter 
and the coefficients B,, C2 and B, are pre- 
sented in [79]. The induction interaction 
strength is adsorbed in C2. 

The simple free energy (Eq. 86) can be 
used to describe the transitions between ne- 
matic, smectic A and smectic C phases. The 
second order smectic A-smectic C transi- 
tion temperature is given by 

In this model the temperature variation of 
the tilt angle is the reduced temperature 
scale and does not depend on any molecu- 
lar parameters. The corresponding temper- 
ature variation for the smectic A-smectic C 
and nematic-smectic C transitions is shown 

2 3 ; m  oo 1 
W l 6 j  , , i 1 

0" 
0.7 0.8 0.9 1.0 

(b) 

Figure 8. Temperature dependence of the tilt angle 
in the SmC phase near the second-order A-C transi- 
tion (a) and near the first-order N-C transition (b) (af- 
ter Van der Meer and Vertogen [79]).  

in Fig. 8a  and b, respectively, taken from 
[791. 

The molecular theory of Van der Meer 
and Vertogen is based on a specific molec- 
ular model that is not in contradiction with 
experiment. At the same time Barber0 and 
Durand 1891 have shown that the molecular 
tilt is an intrinsic property of any layered 
quadrupolar structure. This idea has been 
used by Poniwierski and Sluckin in their 
model [84] that presents a rather general 
mechanism for the stabilization of the smec- 
tic C phase. It is interesting to note that the 
mathematical form of the interaction poten- 
tial in the Poniwierski-Sluckin theory is 
similar to the potential (Eq. 8s). The ener- 
gy of electrostatic interaction between two 
axial quadrupoles, employed in [84], can be 
written as 

3 q2 u,, (1,2) = - - 
4 r5 

. [1+ 2(a1 .a,)2 - S(a1 'Ul 2 ) 2  - S(a* 2 ) 2  

- 20(a1 'a2 )(a1 'U12 )(a2. U 1 2 )  

+ 35 (a1 ' U 1 2  )2 (a2 'U12  l2 1 (92) 

The last three terms of the potential (Eq. 90) 
have the same mathematical form as the cor- 
responding terms in Eq. (85). This means 
that the quadrupolar-type potential appears 
to be a good model potential for the theory 
of smectic A-smectic C transition. 

The interaction potentials (Eqs. 85 and 
90) essentially depend on a coupling be- 
tween the molecular orientation and the 
intermolecular vector. We note that this 
coupling could be neglected in the first ap- 
proximation in the theory of the nemat- 
ic-smectic A transition, as it is done, for ex- 
ample, in the McMillan theory. At the same 
time this coupling just determines the effect 
in the theory of transition into the smectic C 
phase. 

Finally we note that both theories, dis- 
cussed above, neglect the biaxiality of the 
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smectic C phase. In real systems some bi- 
axiality is always induced by the tilt and it 
is only a question of how large the corre- 
sponding contribution is to the free energy. 
In Fig. 9 we present the value of the biax- 
iality order parameter B (that determines the 
nonpolar ordering of molecular short axes 
in the smectic C phase) as a function of the 
tilt angle. This dependence has been calcu- 
lated theoretically in [8] using a simple 
model. The value of the biaxiality order pa- 
rameter seems to be overestimated. Howev- 
er, even if the actual value is several times 
smaller, the problem of interaction between 
biaxiality and the tilt in the smectic C phase 
deserves further attention. 

2.6 Conclusions 

The literature on the molecular theory of liq- 
uid crystals is enormous and in this chapter 
we have been able to cover only a small part 
of it. We have mainly been interested in the 
models for the nematic-isotropic, nematic- 
smectic A and smectic A-smectic C phase 
transitions. The existing theory includes al- 
so extensive calculations of the various pa- 
rameters of the liquid crystal phases: Frank 
elastic constants, dielectric susceptibility, 
viscosity, flexoelectric coefficients and so 

Figure 9. Biaxiality order parameter B 
as a function of the tilt angle in the SmC 
phase. The curves (3)-( 1) correspond to 
the increasing strength of the biaxial 
part of the interaction potential [S]. 

on. This part of the molecular theory of liq- 
uid crystals remains completely beyond the 
scope of this review. We also did not con- 
sider the theory of more complex liquid 
crystalline phases including the cholesteric 
phase, the ferroelectric smectic C* phase, 
re-entrant phases, bilayer and incommensu- 
rate smectic phases and phases with hexatic 
ordering. The majority of these theories, 
however, employ the same general ideas and 
approximations that have been discussed 
above. Thus the present review presents 
some basic information necessary for the 
understanding of the existing molecular the- 
ory of liquid crystals. 
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3 Molecular Modelling 

Mark R. Wilson 

Over the past 10 years, rapid progress has 
been made in the field of molecular model- 
ling. Advances have been led by two impor- 
tant factors: the increase in speed and reduc- 
tion in cost of modern computers, and an ac- 
companying improvement in the accuracy 
and ease of use of molecular modelling soft- 
ware. Modelling packages are now com- 
monly available in many laboratories. Their 
ability accurately to predict molecular struc- 
tures of simple organic molecules makes 
them a useful tool in the study of liquid crys- 
tals. In this article developments in molecu- 
lar modelling are discussed in the context of 
liquid crystal systems. The article is divided 
into two main sections: Sec. 3.1 covers the 
main molecular modelling techniques that 
are currently available; whilst Sec. 3.2 cov- 
ers specific applications of these techniques 
in the study of liquid crystal molecules. 

3.1 Techniques 
of Molecular Modelling 

3.1.1 Molecular Mechanics 

technique. It is concerned with the determi- 
nation of molecular structure, and is of par- 
ticular relevance to liquid crystal chemists 
concerned with the design of appropriate 
molecular structures, or to physicists inter- 
ested in calculating molecular properties. 
The molecular mechanics approach has 
been reviewed in a number of places [I-41, 
and so here only the basics of the technique 
are described. The standard approximation 
employed in molecular mechanics is to con- 
sider a molecule as a collection of atoms 
held together by elastic restoring forces. 
These forces are described by simple func- 
tions that characterise the distortion of each 
structural feature within a molecule. Usual- 
ly separate functions exist for each bond 
stretch, bond bend, and dihedral angle; as 
well as for each nonbonded interaction. To- 
gether these functions make up the molecu- 
lar mechanics force field for a particular 
molecule. The steric energy E can then be 
defined with reference to the force field. E 
has no physical meaning in itself, but can be 
thought of as measuring how the energy of 
a particular molecular conformation varies 
from a hypothetical ideal geometry where 
all bonds, bond angles, etc. have their ideal 
(or natural) values. 

Molecular mechanics is the simplest and 
most commonly used molecular modelling 

0 
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lengths angles 

N N  

, + c Etorsion + c c (&bij Eelij) 
dihedral i=l j< i  
angles 

The symbols in Eq. ( 1 )  have the following 
meanings: Ebond is the energy of a bond that 
is stretched or compressed from its natural 
value, Eangle is the energy of a bond angle 
that is distorted from its natural value, 
Etorsion is the energy of a dihedral angle that 
is distorted from its natural value, En,,, and 
Eelij are respectively the Lennard-Jones 
and electrostatic nonbonded interactions 
between the pair of atoms i andj,  and N is 
the number of atoms in the system. 

Bond stretches are usually characterised 
by a harmonic potential of the form 

(2) 

where l is the stretched or compressed bond 
length, I ,  is the natural bond length for an 
undistorted bond, and Kb is a force constant 
characterising the bond distortion. If a car- 
bon-carbon bond is stretched from its ideal 
lowest energy value of lo= 1.523& this re- 
sults in a contribution to the steric energy in 
Eq. (1). Similarly, Eangle and Etorsion charac- 
terise bond angle and dihedral angle pertur- 
bations through a harmonic potential and a 
truncated Fourier series respectively: 

Ebond = ' Kb ( Z  - l o )2  2 

1 
2 Eangle = -Ke (6 - 00 l2 3 

1 
Etorsion = C 5 K#,, 11 + cos (m$ - 6)I (3) 

m 

where 8 and 8, are distorted and natural 
bond angles, $ is a dihedral angle, 6 is a 
phase angle, and K ,  and Kern are force con- 
stants. Finally, 12-6 and Coulomb poten- 
tials are often used for nonbonded interac- 
tions: 

(4) 

Here, Y, is the distance between atoms i and 
j ,  A ,  = (A j iAj j )  and qi and 
qj are the partial electronic charges on at- 
oms i andj. Aii and Cii can be expressed in 
terms of the Lennard-Jones parameters E 

Each molecular conformation has a dif- 
ferent value of the steric energy. So, al- 
though E has no direct physical significance 
by itself, the differences between steric en- 
ergies of any two conformations is equiva- 
lent to the energy difference between them. 
The terms in Eq. (1)-(4) are not unique, and 
the exact form of the potential functions dif- 
fers from one force field to another. How- 
ever, all force fields rely on the fact that a 
specific interaction is similar in every mole- 
cule (i.e. a pure C-C bond stretch in ethane 
is similar to a C-C stretch in decane or in a 
large liquid crystal molecule). In paramet- 
erising the force field, all the force constants 
are carefully optimised to predict the struc- 
tures and relative conformational energies 
of a control set of small molecules. 

Currently, a number of excellent force 
fields exist in the literature. For low molec- 
ular weight organic liquid crystals, the MM3 
force field [5 ]  (and its predecessors MM2 
and MM1 [6, 71) generally produce excel- 
lent structures and good conformational en- 
ergies. Molecules containing mainly alkyl 
chains and saturated rings are described well 
by most force fields. However, calculations 
involving some functional groups common- 
ly used in liquid crystal molecules (e.g. 
-N=N-, F, and CN will yield less accurate 
structures and energies. Parameters asso- 
ciated with these groups are often marked 
preliminary within force fields. This simply 
reflects the lack of molecules with these 
functional groups in the force field control 
set. The range of valence states adopted by 
metals, the lack of metals in force field con- 
trol sets, and polarization effects associated 
with metal ions (which are not handled well 

112 
, Cij = ( Cii Cjj) 

and 0: A,,=4 E,~(T;? and Cij=4 E ~ ~ ~ T ~ ~ .  6 



74 3 Molecular Modelling 

by traditional force fields) combine to make 
structural predictions for metal-containing 
liquid crystal structures much less reliable 
than predictions for organic liquid crystals. 

Once an appropriate force field has been 
chosen, the aim of a molecular mechanics 
study is to optimise molecular geometry by 
minimising E. In an energy-minimised con- 
formation the strain associated with the ster- 
ic energy will be spread throughout the 
molecule. In practice, molecular mechanics 
packages consist of a force field combined 
with energy minimisation routines, and of- 
ten a graphical user interface (GUI) to pro- 
vide an easy mechanism for carrying out 
molecular calculations. A typical molecular 
mechanics calculation consists of the fol- 
lowing steps: 

- build a trial molecular structure by pro- 
viding coordinates from a crystal structure 
or generating drawn structures via a GUI; 

- minimise the energy of the trial structure 
to provide a minimum energy conforma- 
tion; 

- undertake a search for other energy min- 
ima by adjusting dihedral angles within a 
molecule and re-minimising the steric en- 
ergy for each conformation. 

The final result of this process is a series of 
potential energy minima, one of which will 
be the global minimum and represent the 
lowest energy conformation of the mole- 
cule. For many liquid crystal molecules, 
many conformations exist that are similar in 
energy. This makes the tasks of finding the 
global energy minimum and characterising 
molecular structure difficult. New tech- 
niques for conformational searching have 
recently made this process easier [%lo]. 
However, the problem of energy minimisa- 
tion on a multidimensional surface is still a 
difficult one, and for complicated molecules 
it is not always possible to guarantee that all 
relevant conformations have been found. 

A single molecule with Nconf energy min- 
ima can be thought of as a N,,,, state system 
with the probability P j  of the molecule be- 
ing in state j given by the Boltzmann distri- 
bution 

p.  = 
exp (-AEj l kBT)  

( 5 )  J Nconf 

C ~ X P  (Mi / ~ B T )  
i=l 

where AEi is the energy of conformation i 
relative to the lowest energy conformation 
and k ,  is Boltzmann’s constant. The use of 
Eq. ( 5 )  provides a simple weighting for each 
of the conformational states occupied at a 
particular temperature T. 

3.1.2 Molecular Dynamics 
and Monte Carlo Simulation 

One of the ways of circumventing the prob- 
lem of finding multiple energy minima of 
complex molecules is to turn to more so- 
phisticated techniques that are capable of 
sampling phase space efficiently without the 
need to home in on particular minimum en- 
ergy conformations. The two most useful 
techniques are molecular dynamics (MD) 
and the Monte Carlo (MC) method. Both ap- 
proaches make use of the same types of po- 
tential functions used in molecular mechan- 
ics, but are designed to sample conforma- 
tion space such that a Boltzmann distribu- 
tion of states is generated. MC and MD tech- 
niques for molecular systems have been 
widely reviewed [ 11-14], and only the ba- 
sics of the two methods are described be- 
low. 

In molecular dynamics Newton’s equa- 
tions of motion are solved for the system of 
atoms interacting via a potential such as that 
of Eq. (1). For each atom, the force Fi is giv- 
en by 

Fi = -VEi  ( 6 )  



where E,  is the interaction energy of atom i 
in the force field. Typically, each atom is 
given a velocity sampled from a Max- 
well-Boltzmann distribution, and the equa- 
tions of motion are solved using finite dif- 
ference techniques [ 131. Simulations are 
broken down into a series of small time steps 
6t, and at each time step atomic forces are 
calculated and used to advance the veloc- 
ities and atomic positions forward in time 
(see the schematic in Fig. 1). In the simplest 
form of MD the total energy of the system 
is conserved. However, it is usually more 
useful to employ a thermostat (such as the 
NosC-Hoover thermostat [ 151) in order to 
carry out MD calculations at constant tem- 
perature. When molecular mechanics force 
fields are used, the size of time step chosen 
depends on the fastest motion in the system, 
which is invariably a bond stretch. As a gen- 
eral rule, energy conservation improves dra- 

AND INITIAL ATOMIC VELOCITIES y(t-$St) 

CALCULATE ATOMIC FORCES Wt) = -VE,K 

J/ 
ADVANCE VELOCITIES y(t+;St) = y(t-+St) + F;(t)/m,)Gt 

\L 
ADVANCE POSITIONS r,(t+6t) = r,(t) + @y(t++St), t+St- t 

FOR LATER USE 
EVERY N/N, STEPS 

Figure 1. Schematic representation of a molecular 
dynamics simulation. The scheme for integrating the 
equations of motion is known as the leapfrog algo- 
rithm. The figure shows a flow diagram involving N ,  
samples of the coordinates for a simulation of N steps. 
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matically as time steps are reduced, and 6t 
should be at leat 25 times smaller than the 
period of the fastest motion in the system. 
For this reason, it is usual practice to con- 
strain bond lengths in an atomic simulation 
using the SHAKE procedure [ 161. This ap- 
proximation works well because bond 
stretches are usually of sufficiently high fre- 
quency to be decoupled from bond bending 
motion and torsional angle rotations. With 
SHAKE, a typical MD time step is 2 fs; 
without bond length constraints, this must 
be reduced to at least 0.5 fs, with a conse- 
quential increase in computer time required 
for simulation. 

Many molecular mechanics packages 
now include MD as an option. In a typical 
MD simulation of a single molecule, the 
molecule is slowly warmed from an energy- 
minimised (zero kelvin) structure to the re- 
quired average temperature over a period of 
a few picoseconds. Simulations are then car- 
ried out for the desired length of time, with 
molecular conformations saved periodical- 
ly for later analysis throughout the course 
of the simulation run. Later analysis of these 
conformations is then able to provide time- 
averaged information for a single molecule 
at the temperature of the simulation. This 
approach yields useful data on dihedral an- 
gle distributions, moment of inertia ellip- 
soids, average dipole moments, etc. 

However, single molecule molecular dy- 
namics for liquid crystal molecules can of- 
ten be problematic. Many liquid crystal 
systems have torsional energy barriers in ex- 
cess of 12 kJ mol-' separating conforma- 
tions of similar energy (see Sec. 3.2.1). 
Such barriers can be difficult to cross dur- 
ing the course of a short MD simulation, and 
this can result in molecules becoming peri- 
odically trapped in regions of phase space. 
This has led to the development of stochas- 
tic dynamics techniques where random 
noise added to the equations of motion is de- 
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signed to mimic the effects of molecules col- 
liding with a heat bath of surrounding mole- 
cules [17]. This process can lead to much 
faster barrier crossing rates than in standard 
MD. However, long simulations of 
10-100 ns may still be needed if good dihe- 
dral angle distributions are required. 

In Monte Carlo simulations the molecu- 
lar mechanics interaction potential [Eq. ( l)]  
can be used directly without the need to cal- 
culate atomic forces. Molecules must usu- 
ally be represented by a set of internal co- 
ordinates (bond lengths, bond angles, and 
torsional angles), and the Metropolis ap- 
proach is used to sample the configuration- 
al part of the partition function [I  1,12,14]. 
The Metropolis scheme involves making 
random changes to bond angles and torsion- 
al angles (bond lengths are usually held 
fixed) [ 1 1,181. The energy of a new confir- 
mation En,, is then calculated and com- 
pared with the previous energy Eold. If the 
trial energy is lower than Eold, the trial move 
is accepted. If the trial energy is higher than 
Eold, the move is accepted if exp [- (AE)/kB r]  
is greater than a random number between 0 
and 1, where hE=Enew-Eold. Consequent- 
ly, over the course of a MC simulation, 
moves are accepted with a probability1 of 

Single molecule MC simulations sample 
phase space much more efficiently than the 
corresponding MD calculations. Trial rota- 
tions about dihedral angles provide a mech- 
anism to overcome the large energy barriers 
between liquid crystal conformers. The 
drawback of such calculations is complex- 
ity. They require a consistent representation 
of molecular structure, where Cartesian co- 
ordinates can be generated from a single ref- 
erence point in terms of a set of specified 

exp [-(m)/kBT]. 

' When bond lengths are constrained, a small correc- 
tion factor should be introduced in the configuration 
sampling to take account of the constraints [18]. 

READ INITIAL ATOMIC COORDINATES r 

READ POTENTIAL FUNCTIONS 

COMPUTE ENERGY FROM COORDINATES 
AND POTENTIAL FUNCTIONS E0id 

MAKE TRIAL MC MOVE 

MADE? 
\ /  I 1 

COMPUTE NEW ENERGY En,, 

FOR LATER USE 
EVERY N/Nc STEPS 

A E = En,, - Eud 

1' A 
CONFIGURATIO 

I NO& 

I I RECOVEROLD I 
CONFIGURATION 

Figure 2. Schematic representation of a Metropolis 
Monte Carlo simulation. This scheme is suitable for 
most soft potentials, but constraints must be handled 
carefully (see footnote to text). N trial moves are at- 
tempted, with coordinate sampling carried out every 
NINc trial moves. 

internal coordinates [18]; therefore it is 
harder to write general MC programs to han- 
dle any molecular structure. Despite this 
limitation, MC calculations are starting to 
become available in some modelling pack- 
ages. Figure 2 shows a schematic diagram 
for the Metropolis method. The overall MC 
methodology is similar to that used in mo- 
lecular dynamics, with conformations being 
periodically saved for later analysis after an 
initial equilibration period. A new tech- 
nique has recently arisen that mixes stochas- 
tic dynamics with Monte Carlo sampling of 
dihedral angles [19]. This can greatly in- 
crease the barrier crossing rate for stochas- 
tic dynamics, and thereby reduce the length 
of runs required for efficient conformation- 
a1 sampling. 

MD and MC are not restricted to single 
molecules, and in the last few years several 
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simulations have appeared that have at- 
tempted to simulate mesogens in the liquid 
and liquid crystal phases [21-311. These 
studies all make use of periodic boundary 
conditions, allowing a section of bulk fluid 
to be simulated without the need to worry 
about edge effects at the walls of the simu- 
lation box. However, care must always be 
taken to ensure that the simulation box is 
sufficiently large that atomic and centre of 
mass radial distribution functions are able 
to decay to a value of unity within the di- 
mensions of the periodic box. 

In contrast to single molecule calcula- 
tions, in bulk simulations MD is preferable 
to Metropolis MC. A trial MC move involv- 
ing a small rotation of a dihedral angle near 
the centre of a large rod-like molecule can 
lead to a large movement in the terminal 
parts of the molecule, resulting in collisions 
with neighbours in the bulk. This results in 
a large number of small rotations being re- 
jected, and consequently a rather poor sam- 
pling of phase space occurs. Modern MC 
techniques such as configurational bias 
Monte Carlo are starting to tackle such prob- 
lems successfully [32]; however, they have 
not as yet been applied to realistic simula- 
tions of liquid crystal systems. In contrast 
to MC methods, collisions with neighbours 
in the bulk fluid enable individual molecules 
within an MD simulation to sample phase 
space more efficiently than in the single 
molecule case. 

The drawback with bulk simulations is 
their cost in terms of computer time. Com- 
puter time increases with the square of the 
number of atomic sites (truncation of short 
range interactions and the use of neighbour 
lists can improve this slightly), so a typical 
MD simulation of a few hundred molecules 
will involve the calculation of energies and 
forces for several thousand atomic sites at 
each time step. Because of this, it is usual 
in bulk simulations to employ the united 

atom approximation [21], in which carbons 
and attached hydrogens are replaced by sin- 
gle extended atomic sites. Use of this ap- 
proximation requires a different force field 
to that employed in standard molecular me- 
chanics studies. Internal molecular struc- 
tures tend to be less accurately modelled by 
united atom force fields than by all-atom 
force fields. However, united-atom force 
fields have generally been designed with 
intermolecular forces in mind, and may well 
produce better intermolecular interaction 
energies than some all-atom force fields. In 
a series of papers [3346] ,  Jorgensen has 
carried out a large number of MC calcula- 
tions for small molecules aimed at produc- 
ing a set of transferable OPLS parameters 
(optimised parameters for liquid simula- 
tion) that model the thermodynamic proper- 
ties of small molecules very well. These 
have recently been combined with the 
AMBER force field [47-501 to produce a 
combined AMBEWOPLS force field [5 11, 
which is ideal for the simulation of liquid 
crystal systems within the united-atom 
approximation [21]. Other united-atom 
force fields include the CHARMM force 
field [52,53] and the AMBER force field it- 
self. 

In bulk MD simulations an initial equi- 
librium period of 200-300 ps is usually re- 
quired to bring torsional angles into thermal 
equilibrium at the simulation temperature. 
However, molecular reorientation occurs on 
much longer timescales. Extrapolation from 
simpler models of liquid crystals suggest 
that the growth of a nematic liquid crystal 
from an isotropic liquid may require 
1-10 ns of simulation time. This is current- 
ly at the limit of what can be achieved for 
atomic systems. However, the few bulk sim- 
ulations that have appeared (see Sec. 3.2.4) 
suggest that this is a very exciting area of 
modelling that will develop strongly over 
the next few years. 
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3.1.3 Quantum Mechanical 
Techniques 

The most natural way to determine molec- 
ular structure is by a direct quantum me- 
chanical treatment of a molecule. This in- 
volves the solution of the Schrodinger equa- 
tion for a given nuclear configuration, fol- 
lowed by the systematic adjustment of nu- 
clear positions till the energy of a molecule 
is minimised. At the present time, quantum 
mechanical techniques are still extremely 
expensive, so that a full ab initio minimisa- 
tion of molecular structure is only available 
for simple molecules such as methane [54]. 
Typically, computer time increases with the 
fourth power of the number of basis func- 
tions required in the calculation, and quan- 
tum energy minimisation is therefore ex- 
tremely expensive for liquid crystal mole- 
cules. Despite this, quantum mechanical 
calculations are becoming useful in two 
guises. Firstly, accurate single point calcu- 
lations can be carried out on energy-mini- 
mised structures produced by cheaper tech- 
niques such as molecular mechanics. Such 
calculations can provide reasonably accu- 
rate predictions for electric and magnetic 
properties of molecules [55]. However, it 
should be stressed that the molecular me- 
chanics structure may not be the same as 
the molecular structure that would have 
been generated had the molecular geometry 
been allowed to relax in a quantum mechan- 
ical calculation. Secondly, semi-empirical 
quantum techniques have made rapid devel- 
opments in the last few years [56] .  These 
techniques are well suited to large liquid 
crystal molecules, and are starting to be- 
come useful in both the optimisation of mo- 
lecular structures and in the determination 
of molecular properties [57]. 

3.2 Applications 
of Molecular Modelling 

3.2.1 Determination 
of Molecular Structure 

The determination of molecular structure is 
the simplest application of molecular mod- 
elling. In the first instance, a series of mo- 
lecular mechanics calculations can produce 
a set of conformational energy minima for 
a liquid crystal that provide excellent infor- 
mation on molecular shape. For example, 
the mesogen 4-(trans-4-n-propylcyclohex- 
yllbenzonitrile (PCH3) possesses a number 
of conformational energy minima corre- 
sponding to two possible chair conforma- 
tions of the cyclohexane ring and rotations 
about torsional angles a, b, and c in Fig. 3. 
After an initial minimisation of a trial 
geometry, the next stage of conformational 
searching involves the driving of individu- 
al torsional angles [58]. The results of such 
calculations for PCH3 using the MM3 force 
field [5] are shown in Figs. 4a-c [59]. In its 
minimum-energy conformation the phenyl 
ring lies in the symmetry plane of the cyclo- 
hexyl ring, with the two torsional angles cor- 
responding to the label c in Fig. 3 equal at 
118" and -1 18". However, the energy bar- 
rier corresponding to rotation about c is rath- 
er small, about 7.5 kJ mol-' (Fig. 4c). The 
dihedral angle b involves the rotation of the 
propyl chain with respect to the cyclohex- 
ane ring. Figure 4b shows the standard 

mCGN Figure 3. Structures 
of some common WEN cyano-mesogens. 
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shape for this interaction potential, with two 
equal lowest energy conformations and a 
third energy minimum at 4.13 kJ mol-' 
above the two low-energy states. The bar- 
riers to rotation occur at approximately 0" 
(20.69 kJ mol-'), 120" (12.25 kJ mol-'), and 
240" (20.69 kJ mol-I). Finally, the dihedral 

0" 60" 120" 180" 240" 300" 360" angle a is the end-of-chain dihedral for the 
@ propyl chain. Rotation about a produces two 

1 1  gauche conformations of unequal energy. 
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Figure 4. Typical torsional energy barriers for liquid 
crystal molecules. (a) Dihedral angle a for PCH3. 
(b) Dihedral angle b for PCH3. (c) Dihedral angle c 
for PCH3. (d) The terminal end-of-chain dihedral an- 
gle for PCH.5. Torsional energy barriers are calculat- 
ed using the MM3 force field [ 5 ]  and the MacroMod- 
el molecular modelling package [60]. 

The lowest energy gauche conformation is 
at 300" (3.05 kJ mol-' above the ground 
state), whilst the second gauche conforma- 
tion is split into two energy minima, the low- 
est of which occurs at 97.2" at an energy of 
10.75 kJ mol-' above the ground state. The 
energy barriers to rotation occur at 5" 
(27.8 kJ mol-'), 80" (12.9 kJ mol-'), 125" 
(12.8 kJ mol-'), and 245" (13.5 kJ mol-'). 
The assymmetry of the gauche conforma- 
tions in Fig. 4a arises from strong repulsive 
interactions between the hydrogens on the 
terminal methyl group and axial cyclohex- 
yl hydrogens as the alkyl chain rotates and 
collides with the core of the molecule. If the 
carbon chain of PCH3 is extended by two 
units (producing PCH5) then the terminal 
methyl group of the chain no longer inter- 
acts strongly with the cyclohexyl ring when 
rotation occurs about the end-of-chain dihe- 
dral angle (Fig. 4d). Consequently, the tor- 
sional angle energy profile of Fig. 4d is sim- 
ilar to that found in most liquid crystals with 
long alkyl chains: gauche conformations lie 
approximately 3.4 kJ mol-' above the trans 
conformation, and the energy barriers to ro- 
tation are 20.5 kJ mol-' and 13.9 kJ mol-'. 

From the dihedral angle energy profiles, 
a number of candidates for local potential 
energy minima can be identified and indi- 
vidually optimised. For PCH3, this results 
in the energy minima shown in Table 1, with 
the structure of the lowest energy conforma- 
tion shown in Fig. 5. PCH3 exhibits a ne- 
matic phase between 36" and46"C 1611, and 
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Figure 5. Minimum-energy conformation of PCH3. 

Table 1. Local potential energy minima for PCH3 
[591. 

Energy Dihedral Dihedral Population 
(kJ mol-') angle a angle b at 46°C 

87.34 
87.34 
90.39 
90.39 
91.47 
98.09 
98.09 

102.41 
102.41 

-175.5" 
175.4" 

60.6" 
180.0' 

97.2" 
-93.8' 

93.9" 

-60.6" 

-97.2' 

173.2' 
64.9" 

176.6" 
61.6" 

62.2" 
175.6' 

-62.2" 

-67.5' 
-57.1" 

34.65 
34.65 
10.98 
10.98 
7.31 
0.60 
0.60 
0.12 
0.12 

to be significantly populated even at very 
high temperatures. 

Recently, Dunmur et al. [57] have calcu- 
lated the energy-minimised structures and 
rotational energy barriers for a number of 
chiral dopants using the MM2 force field 
and the techniques discussed above. In this 
work MM2 structures were further refined 
using the semi-empirical SCF quantum me- 
chanical programMOPAC [62] (Sec. 3.1.3). 
Their results are shown in Fig. 6. 

so application of Eq. ( 5 )  at T=46"C for the 
nine conformations in Table 1 yields appro- 
priate weights for conformer populations, 
suggesting that at least five conformers have 
significant populations at 46°C. Concerted 
rotation about torsional angles in the cyclo- 
hexane ring produces a chair conformation 
with both the phenyl and propyl groups in 
axial positions. MM3 calculations show that 
the lowest energy conformation for this ring 
is 28.5 kJ mol-' above the ground state, 
meaning that this conformation is unlikely 

3.2.2 Determination 
of Molecular Properties 

Energy-minimised structures generated by 
molecular mechanics or semi-empirical 
methods can be used as a starting point for 
the calculation of molecular properties. 
Dunmur et al. [57] have used MOPAC to 
calculate the dipole moments for the mini- 
mum-energy structures shown in Fig. 6. 
However, results have so far had mixed suc- 
cess. Calculated dipole moments can be 
compared with those measured in dilute so- 
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Figure 6. Energy-minimised structures for a series of 
chiral dopants adapted from the work of Dunmur et al. 
[57]. Structures were generated from MM2h4OPAC 
calculations, and Ebarrier is the (highest) rotational en- 
ergy barrier calculated from the MM2 force field for 
the indicated bonds. 

lutions of apolar solvents. For the materials 
in Fig. 6, good agreement was obtained with 
solution measurements for compounds 3 
and 5, but rather poor agreement was found 
for compounds 1,2,  and 4. The errors have 
been attributed to the failure to take other 
molecular conformations into account in 
calculating the net dipole moment. In prin- 
ciple, this can be done using the analysis 
above (Sec. 3.2. l), but, in practice, the large 
number of possible conformations for com- 
pounds 1-5 makes this a rather lengthy 
process. Dunmur et al. [57] have also re- 
ported calculations of fragment dipoles for 
dipolar groups attached to the chiral centre 
in compounds 1-5. They report reasonable 
correlation between transverse fragment di- 
pole moments and measurements of spon- 
taneous polarization (P,) in SmC host sol- 
vents. In future, the single molecule Monte 
Carlo approach (described in Sec. 3.1.2) 
linked to a semi-empirical quantum method 
may provide a mechanism to generate use- 
ful conformationally averaged properties. 

As yet, this combined technique has not 
been used for liquid crystal systems. 

3.2.3 Determination 
of Intermolecular Potentials 

Wilson and Dunmur have used molecular 
mechanics techniques to model the interac- 
tion energies of isolated pairs of liquid crys- 
tal molecules [58, 63, 641. In this approach 
lowest energy conformations for liquid 
crystal molecules were first generated using 
MM2 [7], and these conformations were 
used to explore the potential energy surface 
for two molecules interacting via nonbond- 
ed terms of the form given in Eq. (4). For 
the mesogens 4-n-pentyl-4'-cyanobiphenyl 
(5CB) and 4-(truns-4-n-pentylcyclohex- 
y1)cyclohexylcarbonitrile (CCH5, Fig. 3), 
distinct lowest energy dirners were found, 
corresponding to parallel and antiparallel 
arrangements of molecular dipoles, with the 
antiparallel configuration energetically fa- 
voured [63]. The removal of partial charg- 
es from the calculations was found to have 
a negligible effect on the spatial configura- 
tion of molecular pairs, but largely removed 
the energy difference between parallel and 
antiparallel arrangements. Wilson and Dun- 
mur concluded that dispersive forces pro- 
vide the dominant factor in causing molec- 
ular association in liquid crystals, but that 
dipolar effects are important in determining 
the balance between parallel and antipar- 
allel molecular pairs. These conclusions fit 
well with results from dielectric [65] and 
light scattering [66, 671 studies of molecu- 
lar association in dilute solutions of meso- 
gens. 

Luckhurst and Simmonds [68] have used 
Lennard-Jones pair potentials to character- 
ise the molecular interaction potential 
U,, (u u2, R )  for two liquid crystal mole- 
cules with molecular long axes in the direc- 
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tions u1 and u,, where R is the vector 
between the respective centres of mass. In 
order to do this successfully, molecular bi- 
axiality must be projected out by taking 
Boltzmann-weighted averages of the inter- 
action potential over rotations about both 
molecular long axes: 

ua, (u1, u2 9 R )  
2n 2n 

J J uLJ exp(-~LJ 1 k B ~ ) d a i  da2 
(7) - 0  - 0 

2n 2x 

J J exp(-~LJ l k B ~ ) d a i  da2 
0 0  

where a, and a, are the rotation angles 
about the molecular long axes of mole- 
cules 1 and 2, and ULJ = ULJ (U 1, u2, R )  is the 
interaction energy of two molecules for giv- 
en u l ,  u2, and R .  As above, U,, is equal to 
a sum of all nonbonded pair interactions 
between molecules 1 and 2. Luckhurst and 
Simmonds went on to show that it is pos- 
sible to take U,, (ul, u2, R )  and use it to par- 
ameterise a version of the Gay-Berne po- 
tential [68]. This simplified single site po- 
tential can then be used to carry out bulk 
simulations of liquid crystal mesophases. 

3.2.4 Large-Scale Simulation 
of Liquid Crystals 

Bulk atomistic simulations of liquid crystal 
mesophases are extremely time-consuming 
and currently represent the limit of what can 
be achieved with today’s computers. How- 
ever, in the past few years a number of (main- 
ly) united-atom models of small mesogens 
have started to appear in the literature. These 
simulations are summarised in Table 2, and 
snapshots of molecules taken from a MD 
simulation of CCHS are shown in Fig. 7. 
Many of the studies in Table 2 suffer from 
common drawbacks, namely small numbers 
of molecules and rather short simulation 

Figure 7. Snapshots showing the structure of CCH5 
in liquid and liquid crystalline phases. (a) Isotropic 
phase at 390 K. (b) Nematic phase at 350 K, S=0.62. 
(Molecular coordinates are from the simulations car- 
ried out by Mark Wilson and Mike Allen [23], cour- 
tesy of the authors.) 

times. However, the very fact that such sim- 
ulations can now be attempted bodes well for 
future developments in this field. 

In atomistic simulations, molecular order 
can be characterised in a number of ways. 
For rigid rodlike molecules, orientational 
ordering may be defined by reference to the 
molecular long axis vector aj: 

where Nmol is the number of molecules, and 
a, P=x, y ,  z .  The director n is the eigenvec- 
tor associated with the largest eigenvalue 
(A+) of Q, and A+ can be equated to the uni- 
axial order parameter S: 

s=a+ = ( ~ ~ ( n . a ) ) = ( q ( C O S e ) )  (9) 

where P,  is a second-rank Legendre poly- 
nomial, 8 is the angle between a molecule 
and the director, and the angular brackets 
denote an ensemble average. For the flex- 
ible molecules often used in atomistic sim- 
ulations, aj can be assigned to the eigenvec- 
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Table 2. Atomistic simulations of bulk liquid crystal systems. 

Mesogen Ref. Nmo, Study Notes 

5CB [201 64 

EBBA a ~241 60 

pHB [23] 8, 16 

CCHS [21] 128 
[221 

THE5 ~251 54 

n OCB [261 64 
n = 5 ,  6, 7, 8 

NpT MD bond constraints 

NpT MC (all-atom) 

Energy minimisation 
and NVT MD (all-atom model) 

NpT MD bond constraints 

NVT MD bond 
and angle constraints 

NpT MD bond 
and angle constraints 

60 ps simulation for charged 
and uncharged systems 

312 K, lo3 moves per molecule 
(nematic S=O.8) 

300 K, 70 ps (crystal) 
500 K, 116 ps (nematic) 

Up to 720 ps 
390 K (isotropic) 

370 K (nematic S=0.38) 
350 K (nematic S=0.62) 

380K, loops 
(discotic columnar) 

u p  to IS0 ps 
SOCB, 331 K 

60CB, 330 K, 339 K, 359 K 
70CB, 337 K; 80CB, 359 K 

2MBCBe [30] 32 NpT MD 230 K, 10 ps 
withlwithout twisted periodic boundaries 

HBA ~291  125 NpT MD bond constraints Up to 590 ps, 475 K 
(all-atom model) (nematic S=0.86) 

PCH5 [31] 50, 100 NpT MD bond constraints Up to 360 ps, 333 K 
(nematic, isotropic) 

5CB I281 80 NpT MD bond constraints 300 K, 1600 ps (nematic S=0.6) 

a 4-Ethoxybenzylidene-4'-n-butylaniline; 

benzoyloxy benzoate]; 
truncated tefrumer segment of the liquid crystal polyester of 4-hydroxybenzoic acid [phenyl-4-(4-benzoyloxy-) 

hexakispentyloxytriphenylene; 
4-alkoxy-4'-cyanobiphenyl; 
(+)-4-(2-methylbutyl)-4'-cyanobiphenyI; 
fefrumer segment of the liquid crystal polyester of 4-hydroxybenzoic acid 

tor associated with the smallest eigenvalue 
of the inertia tensor, 

1j.p = C"itG26.p - G:,l;p> t 10) 

where mi are atomic masses and the atomic 
distance vectorri is measured relative to the 
molecular centre of mass. Alternatively, in- 
dividual values of S can be calculated for 
different parts of the molecule. Wilson and 
Allen [22] (for CCHS) and Cross and Fung 

i 

[28] (for 5CB) have considered the order- 
ing of individual segments within a mole- 
cule. Their simulations demonstrate a clas- 
sic odd-even effect in the ordering of indi- 
vidual bonds in the alkyl chain: odd bonds 
have much higher order parameters than 
even bonds. For CCH5 [22], the orientation- 
a1 distribution function f(cosf3) for odd 
bonds is strongly peaked along the director. 
In contrast, f (cos  6) exhibits a broad distri- 
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bution for even bonds, and peaks at an an- 
gle to the director. 

It is interesting to look at the dihedral an- 
gles for the alkyl chains in 5CB and CCH5. 
In the nematic phase at 350 K, Wilson and 
Allen found that almost 50% of molecules 
have the fully extended all-trans (ttt) con- 
formation. However, dihedral angle distri- 
butions are temperature-dependent. The ob- 
served dihedral angle distribution S ( @ )  can 
be written in terms of an effective torsional 
potential Eeff( @) (conformational free ener- 
gy) [22,281: 

where C is a normalization factor, 

Eeff(@)= Eext(@)+Etorsion(@)+ Eint(@) (12) 

where Etorsion (@) is the torsional angle po- 
tential (see, e.g., Eq. (3)), Eint(@) is due to 
internal nonbonded interactions (mainly 
1-4 interactions), and EeXt(@) depends on 
the local molecular environment of a mole- 
cule in a bulk fluid. E,, (@) can therefore be 
used to monitor the effect of the nematic 
field on molecular structure [28]. As the 
nematic phase is entered, the effect of 
Eext (@) is to favour conformations where 
bonds lie along the molecular long axis. In 
CCHS this leads to a small change in shape, 
so that molecules become more elongated 
in the nematic phase. 

For the five carbon chains of 5CB and 
CCH5, the three lowest energy chain con- 
formations correspond to ttt, gtt, tgt, and ttg 
(Fig. 8). Whilst ttt is the lowest energy con- 
formation for 5CB and CCHS, molecular 
mechanics predicts that the preferred order- 
ing of gauche conformations is gtt, tgt, ttg 
owing to favourable chain ring nonbonded 
interactions, which reduce the value of 
Eint (@) for gauche conformations close to 
the core [22]. However, in the nematic phase 
the effect of EeXt(@) is such as to produce 

\ ttt - tgt 

7 ttg Figure 8. Chain conforma- 
tions for the rnesogen 

gtt CCHS. 

the preferred ordering tgt, ttg, gtt for gauche 
conformations in both 5CB and CCH5. This 
order arises because (unlike tgt) the gauche 
conformations ttg, gtt cause bonds to lie at 
an angle to the director, and so are strongly 
disfavoured by the local structure of the ne- 
matic fluid. The contributions of E,,, (@) to 
E,,,( @) significantly increase both the ener- 
gy differences between gauche and trans 
conformers and the rotational energy bar- 
riers between conformers. This is something 
that is largely (and incorrectly) ignored in 
molecular mechanics studies of mesogens 
(Sec. 3.2.1). 

A number of bulk simulations have at- 
tempted to study the dynamical properties 
of liquid crystals. Translational diffusion 
coefficients are available from the Einstein 
relation, which is valid for long times t: 

2 D = -  ri(t)-ri(to)l ) 2t (1  
where ri is the centre of mass position of 
molecule i at time t and to is an appropriate 
time origin. D may be resolved to monitor 
diffusion parallel (Dll) and perpendicular 
(Ill) to the director separately. Table 3 lists 
values of Dll and D, from a variety of stud- 
ies. In most cases a clear anisotropy in dif- 
fusion is seen, with diffusion along the ne- 
matic director favoured. The one exception 
in Table 3 is for the molecule THE5. In this 
case the simulations are for a discotic co- 
lumnar phase, with diffusion favoured per- 
pendicular to the direction of order. Both Dl, 
and D, are very small for THES. 

The small number of molecules present 
in the simulations in Table 2 means that no 
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Table 3. Diffusion constants from atomistic simulations of liquid crystals. 

Mesogen 5 

5CB 
CCHS 

PCH5 
50CB 
60CB 
70CB 
80CB 
THE5 

[281 300 
[21l 350 

370 
[311 333 
~271 33 1 

339 
337 
342 

[261 3 80 

1.12 
0.554 
1.076 
0.157 
0.36 
0.33 
0.316 
0.282 
0.00984 

0.30 
0.192 
0.517 
0.046 
0.188 
0.168 
0.176 
0.177 
0.0189 

3.73 
2.89 
2.08 
3.4 
1.91 
1.96 
1.80 
1.59 
0.05 

0.60 
0.62 
0.38 
0.58 
0.53 
0.50 
0.50 
0.47 
0.95 

convincing atomistic simulations of smec- 
tic mesophases currently exist. However, a 
number of studies of bilayers and Lang- 
muir-Blodgett films have been made in re- 
cent years [69-721, and these are starting to 
prove useful in studying molecular ordering 
in layered structures. One atomistic study 
has appeared that attempts to study a chiral 
system by molecular dynamics [30]. In this 
study twisted periodic boundary conditions 
were introduced to look at a (pseudo) chiral 
nematic phase. In this initial study only a 
very small system (32 2MBCB molecules) 
was used, so few definitive conclusions 
were available. However, this technique 
could, in principle, be extended to look at 
large chiral systems in the future. 

Finally, it should be stressed that no one 
has yet proved the thermodynamic stability 
of atomistic model mesophases by growing 
a nematic phase directly from an isotropic 
liquid. This is a relatively easy process for 
single site models [68], but is extremely ex- 
pensive for atom-based models, requiring 
long simulations (of the order of 10 ns) on 
systems of several hundred molecules. On 
account of this, data from the simulations 
in Table 2 should be treated as preliminary 
at this stage. However, the rapid increases 
in speed (and reduction in cost) of modern 
computers suggest that definitive atomis- 
tic simulations may be only a few years 
away. 
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Chapter IV 
General Synthetic Strategies 

Thies Thiemann and Volkmar Vill 

1 Introduction 

This chapter provides a general overview of 
the methodology of liquid crystal (LC) syn- 
thesis. A certain degree of overlap with chap- 
ters on the synthesis of compounds showing 
specific mesophases (Vol. 2, Chap. 111.1, 
1V. 1, V. 1, VI.l, and VII) is allowed for. Nev- 
ertheless, the reader is asked to refer to these 
chapters too for more detailed information of 
interest. Metallomesogens (see Vol. 2, Chap. 
XVI) are excluded from this chapter as are, 
for the most part, polymeric LCs (see Vol. 3 ) .  

Section 2 of this chapter presents a gener- 
al guideline for planning the synthesis of a liq- 
uid-crystalline material. Brief comments on 
the historical development of LC synthesis 
show the change in synthetic strategy with 
time as reflected not only in the advance of 
new reaction methodology, but also in new 
target molecules. The access to more tradi- 
tional systems, such as azoxy- and azo-com- 
pounds is also described. Section 4 of this 
chapter gives an overview of common reac- 
tions in LC synthesis used in more recent 
times. Section 5 lists typical building blocks, 
the methods for their connection with other 
building blocks, as well as their retrosynthet- 
ic disconnection. Section 6 shows methods of 
introducing centres of chirality into LC ma- 
terials. Section 7 provides comments on us- 
ing LC synthesis for educational purposes and 
a note on the purification of LC materials. 

As much of the synthesis of LCs is in fact 
part of general synthetic organic chemistry, 

most of the synthetic methodology can be 
referred to in standard reference texts [l] ,  
compendia [2] and reaction data bases [3]. 
The list [ 1-31 provided is not exclusive, but 
gives the sources the authors of this chapter 
frequently consult. 

2 General Guidelines 

2.1 Thermotropic 
Calamitic Liquid Crystals 

Liquid crystals derived from rod- or lath- 
shaped molecules, forming calamitic phas- 
es, have been the most comprehensively 
studied. Although no exact theory has been 
developed up to now, which relates the 
structure of molecules to their specific liq- 
uid-crystalline behavior, rules of thumb 
have been formulated based on the very 
large number of compounds [4] known, and 
the related physical data. 

Calamitic mesogens usually follow the 
general structural formula R'  -A- [L]-B- [L]- 
C-[L]-D-R2, where R', R2 are terminal 
groups, A-D ring systems, and [L] linking 
units. At least two ring systems are usually 
required for the stabilization of a calamitic 
phase; compounds with one ring system and 
readily forming dimers are the only appar- 
ent exceptions to this rule. The sequence for 
mesophase stabilization by terminal groups 
R', R2: CN>OCH,>N02>C1> CH,>I> 
CF, > H is well known. In general, alkyl ter- 

0 
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2 NH 1 

Scheme 1. Example of the construction 
of a heterocyclic unit upon linkage [14]. 

3 

Rl = c8H17, -C12H25 

minal groups of odd carbon number give 
higher clearing points than those with even 
carbon numbers. Furthermore, the flexibil- 
ity and conformation within a compound 
play a role. Thus the more flexible cyclo- 
hexane-moieties may be used beneficially, 
especially in lower temperature systems, 
while at higher temperatures the more rigid 
phenylene group may be preferred as a core- 
unit. Interactions among fragments are also 
important. While alkoxy-substituents give 
better results than alkyl-substituents with 
phenyl-groups, in cyclohexane core-units, 
just the opposite is true. Predictions about 
the characteristics of a substance on the ba- 
sis of its structure have been ventured either 
by a statistical method using a large set of 
compounds [4] with known specific liquid- 
crystalline properties or by using neural nets 
[5]. Bearing all these factors in mind, fur- 
ther issues have to be considered in the 
choice of a target molecule, such as the de- 
sired chemical and physical properties. For 
example stability towards various influenc- 
es (moisture, exposure to radiation) and 
switching times. 

The synthesis of calamitic LCs often 
follows the R’-A-[L]-B-[LI-C-[L]-D-R2 
scheme [6] in so far as a compound of such 
form is synthetically connected up at one of 
the points denoted by the separation lines 
(-). There are two main approaches. 

(1) Two ring systems are synthetically con- 
stituted with simultaneous formation of 
the linking unit. 

(2) Two ring systems are synthetically built 
up by attaching one ring system to the 
preformed linking unit on the other [8]. 

Most often in cases (1) and (2), the lateral 
groups (e.g. substituents on aromatic [ring] 
systems) are already in place. This circum- 
vents later transformations of functional 
groups in complex systems. Moreover the 
pool of commercially available functional- 
ized ‘subunits’ can be used more extensively. 

In very few cases are ring systems them- 
selves created upon linkage. Some N-heter- 
ocycles (e.g. pyrimidines (see Scheme l) ,  
pyrazoles [9], oxazoles [lo], thiadiazoles 
[ 111) are, however, prepared in this way, as 
are acetals [12] and borinanes [13]. 

2.2 Columnar Liquid 
Crystals 

Columnar liquid crystals are derived from 
disc- or plate-like molecules. For the most 
part, these compounds possess a core unit 
with pendant chains (usually 4,6, or 8). Syn- 
thetically two main options of synthesis are 
pursued (see Scheme 2): 

construction of the core from fragments 
with preformed pendant chains; here pen- 
dant chains may be transformed after the 
synthesis of the core; 
attachment of the chains to a preformed 
(e.g. commercially available) core. 
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4 
PdCh(PhCN), 

1 

R 
I 

R 

Br 

Br Br*Br Br Br 

6 

(Ph,P),PdCI, 

Cul Ph,P 

R' 
I 

Scheme 2. Synthesis of discotic 
liquid crystals. 
Left: Construction of core from 
fragments with preformed pen- 

Right: Attachment of the chains 
to a preformed core [ 15 b] . 

R' dant chains [15a]. 

2.3 Concept of Leading 
Structures 

In order to glean as much information as 
possible from novel compounds, it is impor- 
tant to compare them to as many other struc- 
tures as possible. A number of leading struc- 
tures have been developed over the years. 
Vorlander was the first to use one basic 
structure with a systematic variation of sub- 
structures. Figure 1 shows his main basic 
structure and the variations Vorlander per- 
formed on it. In recent times MBBA (4'-me- 
thoxybenzylidene-4-butylaniline) has been 
the most extensively studied compound, as 
well as being the compound with one of the 
largest number of substructural variations. 
Other structures include 5CB (4-cyano-4'- 
pentylbiphenyl) for nematics with a high 
dielectric anisotropy, and in more recent 
times, MHPOPC for antiferroelectrics. 

3 Brief Survey 
of the History of Liquid 
Crystal Synthesis 

The first materials studied [ 161 showing an 
unusual melting behaviour (double melting 
point), later classified as LCs, were isolat- 
ed from nature. Thus in 1854 R. Virchow 
[ 171 described the lyotropic liquid-crystal- 
line properties of myelin. In 1855, W. Heintz 
[18] reported on the stepwise melting of 
magnesium myristate, and the first unwit- 
ting use of liquid-crystalline substances 
probably dates back to the soaps of the Phoe- 
nicians, Sumerers, Egyptians, and Israelites 
[ 16~1.  In 19 10 D. Vorlander [ 191 published 
a detailed treatise on the liquid-crystalline 
properties of fatty acid salts. The prerequi- 
site for these studies was the capability of 
isolating fatty acids in a pure, uniform state. 
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OH 

- , ,---, , 
:cH,(c=oto\ C,Fa,OCHi 

. . .  >O)NH.(C=O)CY COOC2H5 
HgOOCCY 

CH,C’H(CH,)C?H, 

Figure 1. Concept of basic structures in 
liquid crystal synthesis: (a) basic struc- 
ture developed by D. Vorlander and its 
modification; (b) possibilities of deriv- 
ing liquid crystal structures by exchang- 
ing a single subunit in MBBA; (c) struc- 
tural modifications of 5CB (4-cyano-4’- 

C2H5 C12HX 

C,H,CH=CH pentylbiphenyl). 

MeO-C,,H,O. C,HdH NCO,NCS.CYCN 

C2H,CN,HC=CHCN,GCCN CIH,(C=O)-O,C~OCp, 

(4 

Also the observations of P. Planer [20] 
(1861) on the cholesteric phase of choleste- 
ryl chloride and by Reinitzer [21] (1888) on 
cholesteryl benzoate and acetate belong 
here, although in both cases chemical trans- 
formations had been undertaken on the nat- 
ural products (chlorination; esterification 
with acetic and benzoic acid anhydride, re- 
spectively) [22]. Also today nature is a 
source of mesogenic structures (steroids 
[23 a], triterpenes, carbohydrates [23 b-d]) 
and of precursors of liquid-crystalline com- 
pounds (see sources of chirality). 

In 1890 L. Gattermann and A. Ritschke 
[24] reported on the synthesis of 4,4’-dime- 
thoxyazoxybenzene by the reduction of 4- 
methoxynitrobenzene in sodium methano- 
late, at that time already a known reaction 
[25]. 4,4’-dimethoxyazoxybenzene re- 
mained one of the focal points for the LC 
chemist over some years [26]. Other azoxy 
compounds showing liquid crystalline 
behaviour were later synthesized, such as 
4,4’-azoxychalcones, azoxy benzoates, and 
azoxy cinnamates, for which the first ho- 
mologous series (of alkyl esters) was inves- 
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Table 1. Typical substances with liquid crystalline behaviour and their preparation (from D. Vorlander et  al., 
before 1910). 

Liquid crystal target molecules Precursors, starting material 

(Aldol-condensation) 
Ref [31,43e,fj 

/ \  
R * L o o H  

Ref: [31a,d.32-34.42] 

H,NPh-R I 
0 0  

A o k  or 

(Perkin) 

Ref '  [35,48] 

HOOC A COOH 

(prepared by Friedel-Crafts-acylation) 
Ref [32d] 

R e f .  (361 

commercially available tolanes were also used (1908) 

Ref [32d.35b] 

R o i =  - N 0 R ~ 0 ~ 0 ,  (Reductive coupling, using NaOCh. 

or A%03 OW) 
0 

Ref [24] 
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tigated [27]. With the turn of the century, 
D. Vorlander started his historic methodical 
studies on the synthesis of LC compounds, 
taking advantage of the ‘lego-scheme’ [28], 
that is, systematically exchanging one part 
(block) in the molecule for another. In an 
overview on liquid-crystalline substances 
by D. Vorlander [29] in 1908, a number of 
key chemical structures can already be not- 
ed, some of which are shown in Table 1 as 
are typical synthetic procedures of the time. 
By 1924 D. Vorlander [30] had synthesized 
over 1000 LCs and was able to draw gener- 
al conclusions about their phase behaviour 
from their molecular structures. 

Many structures included an aromatic 
subunit. At the time, synthetic aromatic 
chemistry was at its height and electrophil- 
ic aromatic substitution reactions (S,-reac- 
tions) such as Friedel-Crafts alkylations 
[37] and acylations [38], nitrations [39] and 
diazotisations [40] were effectively used. 
Vorlander and others centred most proce- 
dures for the elongation of rod-like struc- 
tures on carbonyl-reactions. It must be not- 
ed, however, that the scope of most of these 
reactions had not been realized until the late 
1940s. Typical preparations of iminedanils 
(azines) [41] via aldehyde/ketone-amine/ 
aniline (hydrazine) condensations have re- 
mained standard synthetic methods of today 
[42] (Scheme 3). 

Olefinations (preparations of alkenes) by 
Knoevenagel and aldol condensations [43], 
and the Perkin reaction [44] have been com- 
plemented by Wittig [45] or Horner olefina- 

tions [46] and organometallic C-C cou- 
pling reactions (Heck reaction) [6, 471. 
Complications resulting from a product 
mixture of E/Z isomers had been noted 
early on and it had been shown that only the 
E-isomers are mesomorphic [48]. Wittig re- 
actions are known to give E- and Z-alkenes, 
while Knoevenagel condensations with 
aromatic aldehydes give exclusively truns- 
or (E)-products. Nevertheless, much work 
on the Wittig olefination has subsequently 
been devoted to the selective preparation of 
E- or Z-alkenes by the right choice of sol- 
vent, temperature and base system [49]. In 
many cases a chemical or photochemical 
isomerization of E/Z mixtures leads to a se- 
lective conversion to the desired (E)-isomer 

Although Vorlander included studies of 
molecules with cyclohexane core units [5  11, 
heterocyclic systems, and biaryls, it was not 
until after a much later date that those 
systems were explored more systematical- 
ly. Thus in the 1920s, not many versatile re- 
actions were known for the preparation of 
cyclohexanes [52]. It was only when the hy- 
drogenation of arenes, with concurrent 
problems of cis-/trans-isomerization of 1,4- 
substituents in the hydrogenated products, 
was solved that more extensive research on 
LC compounds with cyclohexyl units devel- 
oped in the 1970s. Heterocyclic compounds 
were investigated systematically by Schu- 
bert and Zaschke, who continued the city of 
Halle’s tradition of LC research, in the 
1950s and 1960s. Gray studied intensively 

~501. 

8 9 

- %%.OH C H 3 0 e C H = N a ( C H 2 ) s C H 3  

- Scheme 3. MBBA (4’-methoxyben- 
10 zylidene-4-butylaniline) [7 ] .  
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Perkin-Reaction 

8b 

Horner-Ernmons-Olefination 

0 

11 

13 

R. Steinsttaper. 1972[98d] 

812 

Heck-Coupling 
Pd(0Ach 
P(o-tolyl~ 

* 
R O O &  - + , A N  Et3N/CH3CN 

15 16 

D.W.Bruce et al., 1988147e1 

Scheme 4. Typical methods of olefination. 

a large variety of carbocycles including ra- 
tionalization of the effects of lateral substit- 
uents. The preparation of these and other 
more recent compounds will be covered in 
the next chapter. 

4 Common Reactions in 
Liquid Crystal Synthesis 

The following paragraphs on aryl/aryl(het- 
eroary1)- and aryl/alkyl-bond formation 
centre on organometallic mediated C-C 
coupling reactions. For want of space, cer- 
tain methods have had to be omitted and on- 
ly those most commonly used have been in- 
cluded. Indeed, in certain cases combina- 

COOH 

12 

R. Stoerrner. Fr. Wodarg, 19281481 

C,H,(-n) 

(only trans) (5 1 %) 

tions of organometallic reagents and metal 
catalysts that are not listed here may be pref- 
erable. For a more complete list of possible 
methods of organometallic C-C bond for- 
mation reactions, the reader is referred to 
references [ 1 b] and [6]. 

4.1 Methods of Aryl-Aryl 
Bond Formation 

Compounds with biaryl, triaryl and arq I 

heteroaryl substructures account for one of 
the largest groups of LC materials. In for- 
mer years, the parent compounds biphenyl, 
terphenyl and related arenes and hetero- 
arenes were used as precursors and were se- 
lectively functionalized [5  l l ,  for the most 
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part by S,-reactions, to give the desired liq- 
uid-crystalline materials. In more recent 
years, prefunctionalized aromatic com- 
pounds are joined by metal catalysed C-C 
coupling reactions [6,53]. Historically, one 
of the first of such reactions was the U11- 
mann synthesis of biaryls [54a], in which 
two molecules of aryl halide react in the 
presence of finely divided copper [54]. Al- 
though reaction temperatures are quite high 
and yields are not always good, a number 
of functional groups (F [55], alkyl, alkoxy, 
NO,, ROOC) are tolerated. Other groups, 
however, deactivate the process (NH,, OH, 
COOH, bulky R). For the most part the syn- 
thesis has been employed for symmetrical 
biaryls, although unsymmetrical biaryls 
have also been prepared [56]. Nevertheless, 
the Ullmann synthesis has been used effec- 
tively in the preparation of LC material. 

With the developments in organo-palla- 
dium and -nickel chemistry, a plethora of 
C-C coupling reactions have been devel- 
oped for the synthesis of biaryls and homo- 
logues [6,53]. Thus haloarenes can be cou- 
pled with aryl-magnesium [58], -zinc [58c, 
58fl, -lithium [6], -tin [59], -mercury [59] 
-copper [59], -zirconium [59], -titanium [6], 
and -fluorosilanes [60] in the presence of 
palladium [61a] [(PPh,),Pd(Ph)I] [61 b] 
or nickel complexes [Ni(acac), [58 a], 
NidppC1, [58bl, Ni(PPh,), [58b], Ni(PPh,), 

18 19 

[58c]]. These methods have also been used 
extensively for the coupling of heteroarenes 
1621. 

Electro-reductive reactions in the pres- 
ence of Ni, Pd, Rh, Pt are also known [63], 
but usually [63b] are only applicable to the 
synthesis of symmetric biaryls. 

In many instances, the scope of the reac- 
tions listed above is limited as to the function- 
al groups that are unaffected. Except for aryl- 
stannanes and arylfluorosilanes, carbonyl 
functionalities are often not compatible with 
the reactions. A number of cross-coupling re- 
actions are known of aryl triflates [64a] and 
arylfluorosulfonates [64 b] with aryl stan- 
nanes catalysed by Pd(0)-complexes (Stille 
reaction) [65], aryl zinc chlorides [64b], and 
aryl boron compounds (boronic acids and es- 
ters, Suzuki reaction [66]). Aryl stannates are 
relatively stable to air and moisture and many 
functional groups are tolerated. The coupling 
reaction using Ar-X/Ar-SnR, can be accel- 
erated by Cu(1) [67] or Ag(1) [68] catalysis. 

Because of its simplicity and versatility, 
due to the fact that most functional groups 
are not affected by the reaction, the Suzuki 
coupling has become one of the most fre- 
quently used C-C forming reactions for the 
preparation of biaryls, aryl/heteroaryls, bi- 
heteroaryls and homologes in liquid crystal 
science [45b, 53, 691. The corresponding 
aryl boronic acids can easily be prepared 
from aryl bromides by transmetallation with 
boric acid trimethyl ester. Other advantages 
of this reaction lie in the easy work-up, as 
there are virtually no side-products from 
homo-coupling as seen in the other reac- 
tions mentioned. In some coupling reac- 
tions Ar-B (OH),/Ar-X, especially when 
Pd(PPh,), is used as catalyst, by-products 
Ar-Ph were found [70], Ph stemming from 
the ligand of the catalyst. In these cases, the 
use of another palladium catalyst with dif- 
ferent ligands Pd[P(tolyl),],, Pd(AsPh,), 
often gives better results [70]. Toyne and 
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23 
Scheme 6. After Hird et al. [53]. 

others have shown that it is possible to 
lithiate ortho- to a ring-fluorine [69b], thus 
enabling the transformation of fluoroaryl 
halides into the corresponding boronic 
acids and the subsequent C-C coupling. 
A most valuable selectivity of coupling has 
also been demonstrated using mixed diha- 
logenoarenes or halogenoaryl triflates. The 
Suzuki-coupling has also been used for the 
preparation of liquid-crystalline polymers, 
where either p-bromoaryl boronic acids are 
polymerized or aryl- 1,4-diboronic acids and 
1,4-dibromoarenes are copolymerized [7 11. 

4.2 Alkyl-Functionalization 
of Arenes 

The two most frequently used ways of intro- 
ducing a n-alkyl chain into an aryl system are: 

- Friedel-Crafts acylation with subsequent 
reduction of the keto-functionality ; 

- C-C cross coupling of arylhalidedtri- 
flates with alkylmetallates using palladi- 
um catalysis. 

In contrast to Friedel-Crafts alkylations, 
which with longer chain n-alkyl halides usu- 
ally give a substantial proportion of the cor- 
responding secondary alkylarenes, Friedel- 
Crafts acylation also goes well with longer 
chain n-alkanoyl chlorides (and anhy- 
drides). There are numerous methods for the 
reduction of the resulting arylketones. Most 
often used are reductions with LiAlH,/ 

AlC1, [72], Et,SiH/CF,COOH [58e, 731, 
Et,SiH/CF,SO,H [74] (for reduction of 
hindered or electron-deficient arylketones), 
the classical Wolff-Kishner reduction [75] 
and its Huang-Minlon modification [76], 
although the high reaction temperatures 
required in the last of these are not compat- 
ible with all other functional groups. BH, . 
Py/CF,COOH [77], NaBH,/BF, . Et,O 
[78], and NaBH,/CF,COOH [79] have also 
been used as reducing agents. 

Alkyl Grignard reagents prepared by 
standard methods from alkyl bromides 
undergo cross-coupling reactions with aryl 
halides and tosylates using palladium 
(PdC1,dppf) catalysis [80]. Alkylboranes 
also undergo this reaction, where the reac- 
tivity gradation of the leaving group is 
I>Br>OTf$Cl as shown in Scheme 7. 
This allows for an introduction of an alkyl 
chain to an aryl system with the retention of 
a second, less reactive leaving group which 
can be used in a subsequent coupling reac- 
tion with a different fragment [66a]. 

reactivny I > Br > OTf >? CI 

Scheme 7. After Oh-e et al. [66a]. 

4.3 Aryl- C ycloalkyl 
Linkages 

There are two major routes for the prepara- 
tion of directly linked aryl-cycloalkyl sub- 
structures: 

- the direct linkage of the two substruc- 
tures; 

- the construction of the alicycle from a 
precursor already linked to the arene. 
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4.3.1 4-&Substituted 
C yclohexylarenes 

A synthesis of 1,4-E-disubstituted arylcy- 
clohexanes via direct transition metal (e.g., 
Pd, Ni) catalysed cross-coupling [6] poses 
major problems due to pelimination and 
lack of chemo- and stereo-selectivity. In 
principle, metal cycloalkyls can be reacted 
with aryl halides or tosylates. Nevertheless, 
for many sec-halides, even the preparation 
of the cycloalkyl metals leads to side-prod- 
ucts stemming from p-elimination, espe- 
cially in the case of direct metallation to cy- 
cloalkyl-zinc, -aluminum, and -tin. Cyclo- 
alkyl-magnesium and -lithium are more 
stable, albeit less reactive in the coupling re- 
actions. Bis(cycloalky1)zinc can be pre- 
pared by in situ transmetallation of the cy- 
cloalkyl-lithium intermediate [6], obtained 
by treating the cycloalkyl halide with lithi- 
um metal and zinc chloride using ultrasound 
[81]. Bis(cycloalky1)zinc undergoes cross- 
coupling with various aryl-bromides [6]. 
The use of bidentate nickel and palladium 
catalysts with fixed cis-configuration, such 
as 1 , 1’-bis(dipheny1phosphino)ferrocene- 
palladium(I1)dichloride [PdCl,(dppf)] and 
1,2-bis(diphenylphosphino)ethane-nic k- 
el(I1)dichloride [NiCl,(dppe)] suppresses 
p-elimination [82]. An inverse addition of 
readily accessible arylmetals to cycloalkyl 
halides cannot be recommended in general, 
as the oxidative addition of the Pd(0) spe- 
cies to the cycloalkyl halide is slow [83] and 
p-elimination is more likely to occur. 

A frequent method of coupling aryl frag- 
ments to cycloalkanes is the addition of aryl- 
lithium [84] or arylmagnesium compounds 
(Grignard reagents) [45 b, 851 to cyclohex- 
anones with subsequent dehydration of the 
ensuing tertiary alcohols to the correspond- 
ing alkenes, which are then hydrogenated. 
Reactive functionalities on both the aryl and 
the cycloalkyl substrates, such as formyl, 

carboalkoxy or alkanoyl, have to be protect- 
ed before the coupling or have to be intro- 
duced at a later stage of the reaction se- 
quence. 

In the Nenitzescu reaction, an alkanoyl 
moiety and an aryl group are added simul- 
taneously to a cyclohexyl ring at positions 
1,4 [86]. The reaction is not well researched 
in its scope and is more widely used to pre- 
pare 1,3-disubstituted cyclopentanes (see 
below). Nevertheless in the synthesis of 4- 
alkylcyclohexylarenes it can be useful, as 
the substrates (arene, alkanoyl chloride and 
cyclohexene) are readily accessible. 

As an example of a route of the second 
type (see Sect. 4.3.1), the Diels-Alder reac- 
tion is one of the classical ways of synthe- 
sizing six-membered ring systems. 2-Aryl- 
substituted dienes react with mono-activat- 
ed alkenes (alkenes possessing one elec- 
tron-withdrawing group such as cyano, al- 
kanoyl, or alkoxycarbonyl) to form regiose- 
lectively 1,4-substituted arylcyclohexenes 
[87], which can be hydrogenated to the cor- 
responding arylcyclohexanes. 

4.3.2 3-Substituted 
Arylc yclopentanes 

The Nenitzescu reaction [88] of alkanoyl 
chloride, cyclopentene, and an arene com- 
ponent directly leads to 3-alkanoyl substi- 
tuted arylcyclopentanes. The scope of the 
reaction, as with the cyclohexene analogues 
(see above), has not been researched suffi- 
ciently. The alkanoyl functionality can be 
reduced to alkyl. The carbonyl group can al- 
so be used to construct further ring systems. 

Grignard reaction of aryl-magnesium or 
-lithium on 3-substituted cyclopentanones 
leads to 3-substituted l-arylcyclopentanols, 
which can be further transformed to arylcy- 
clopentanes via the corresponding arylcy- 
clopentenes, as described above for 3-sub- 
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stituted cyclopentanones. Substrates for the 
Grignard reaction, can often be furnished 
from cyclopentenone (Michael addition) or 
from 4-substituted cyclohexanones (via ox- 
idative cleavage and ring contraction). 

4.4 Linking Blocks via 
Simultaneous Construction 
of Ethenyl and Ethynyl 
Bridges: Tolanes and Ethenes 

For many decades the standard method of 
preparation of diphenylacetylenes (tolanes) 
based upon the dehydrohalogenation of 
diphenylbromoethenes or diphenyldibro- 
moethanes [89], which are easily available 
by hydrobromination and bromination, re- 
spectively, of the corresponding stilbenes 
[90]. This method of preparation can be 
used for diheteroarylacetylenes and phenyl- 
heteroarylacetylenes, usually with equal 
ease. 

In recent years a multitude of metal-pro- 
moted C-C coupling reactions of arene-l- 
alkynes to haloarenes and haloheteroarenes 
[91] have been reported. A prerequisite 
for the use of these reactions is the ready 
availability of the corresponding arene- 1 - 
alkynes. Bromo- or iodo-arenes with tri- 
methylsilylacetylenes in the presence of CuI 
and palladiudtriphenylphosphine complex 
give trimethylsilylethynylarenes which are 
readily desilylated to the arene- 1 -acetylenes 
[69a]. Alternatively, aryl halides can be re- 
acted with commercially available l-meth- 
ylbut-3-yn-2-01 with subsequent deprotec- 
tion of 27 [92]. 

This second method, run as a one-pot re- 
action of 2-methylbut-3-yn-2-01 (26) with 
two different aryl components Ar'X and 
Ar2X, added at different temperatures, di- 
rectly leads to diaryl/diheteroylacetylenes 
28 [92] (see Scheme 8). 

Ar'WPd(PPb,),/Cul 
Et3BnN%I-/5 5 N NaOH 

toluene / 20 C * Ar'_foH 

26 27 

AFX'), 70 - 80 C 

') also hetaryl 

Ar' -A$ 

28 

Scheme 8. After Ames et al. [92a], deprotection of 
27 to give Ar'C=CH occurs with refl. NaOH (aq) and 
after Carpita et al. [92b]. 

When coupled to arenes by palladium ca- 
talysis, arene-1-alkynes are often used as 
their metallates. For this purpose the al- 
kynes are first lithiated and subsequently 
transmetallated. Although a wide range of 
alkynes has been reacted under these con- 
ditions, certain electrophilic functional 
groups undergo transformation and are not 
stable under these conditions. 

Arene- 1 -alkynes can be coupled to aryl 
halides (iodides and bromides) in the pres- 
ence of palladium phosphine complexes to 
yield tolanes directly [6,93]. Reaction con- 
ditions usually are mild and many function- 
al groups are tolerated. 

Also, multiple coupling reactions are 
known to proceed in high yields and have 
been used in the preparation of discotic 
compounds [15,94,95]. 

The preparation of substituted diaryl- 
ethenes, stilbenes, and analogues (e.g., 
stilbazoles) has been achieved by Wittig 
[45] or Horner-Emmons reactions [46] of 
substituted benzaldehydes and benzyl- 
triphenylphosphonium halides or benzyl- 
diethoxyphosphonates (see Scheme 4). 4- 
Methylpicolinium salts [96a,b] or 4-meth- 
ylpicoline-N-oxides [96c], upon reaction 
with benzaldehydes under basic conditions 
lead directly to the corresponding stilbazo- 
lium salts or stilbazole-N-oxides, respec- 
tively. As of late, the metal-catalysed cross- 
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R'-CHO / Ph,P*CH,R X- 

(wittig-reaction) 

Ref.: [97] 

R-CHO / (EtO),P(O)CH,R 

(Horner-Emmons-reaction) 

coupling of vinylarenes, styrenes, and aryl 
halides, known as the Heck reaction [47), 
has been used frequently in the synthesis of 

styrenes. As with multiple acetylenations, 
multiple vinylations of aryl oligohalides are 
possible. 

RCH2X - R'-CHO 
where R =  Ar. Kroehnke-reaction 

R-CCQH, R'-CH 20H 

R-CH,X. where X = Br, Cl 

R-COOH. R-CH ,OH 

R-CH,X (Arbusov-reaction) 

5 Building Blocks and Their Precursors 

The building blocks for liquid crystals and their precursors are shown in Table 2A-G. 

Table 2 (A). Diarylethenes/Bisheteroarylethenes. 

Target structure 

R - R  

number of LCs w t h  
the given structureb) 

Precursors of target 

R-2 I R-Y 

starting materials for the 
given target structure; in 
most cases means R-Y + 
R-Z under the conditions 

found in the ref. given. 

R-2 R-X 

R-X is precursor of R-Z 

R-X - R-2 
R-X is reacted to give R-Z 
(R-X is precursor of R-Z) 

Precursors of precursor ") 

R-L; R-N 

precursors of the compounds listed 

under heading 2 in the same line; 
the structure on the left (R-L) is 

the precursor of the left compound 
of heading 2, in this case of R-Z 

R-2 R-L 

R-L is precursor of R-Z 

R-L - R-Z 
R-L is reacted to give R-2 

(R-L is precursor of R-2) 

Ref 1991 
Ref (981 

7\ R-X; where R = Aryl, Heteroaryl 

and X Br. I, OTf 

(Heck-reaction) 

Ref [lo01 

(reduction to aicohoi 
and subsequent elimination) 

Ref [ l o l l  I 
RCH,COCI. where R = Ar, Hetaryl 

e friedel-Crafts-Acylation) 

") Optional. b, As taken from database Liqcryst [4]. 
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Table 2 (H). Acetylenes, diacetylenes. 

Target structure 

R - R  

number of LCs with 
the given structureb) 

R 

f 
(132) 

Precursors of target 

R-Z I R-Y 

starting materials for the 
givcn target structure; in 
most cases means R-Y + 
R-Z under the conditions 

found in the ref. given. 

R-2 R-X 

R-X is precursor of R-Z 

R-X - R-Z 
R-X is reacted to gwe R-Z 
(R-X IS precursor of R-Z) 

H2N-NWN-NH2 ~ OwO 

R R  R R  

Ref j107S. reagent HgO] 
[lOZb reagent MnO 21 

") Optional. 
b, As taken from database Liqcryst [4]. 

Precursors of precursor a) 

R-L; R-N 

precursors of the compounds listed 

under heading 2 in the same line. 
the structure on the left (R-L) is 

the precursor of the lefl compound 
of heading 2, in this case of R-Z 

R-Z R-L 

R-L is precursor of R-Z 

R-L - R-Z 
R-L is reacted to give R-Z 

(R-L IS precursor of R-Z) 

a 
P h r  / (RIR)  e H  

OTS 

Ref [lo51 
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Table 2 (C). Cyclohexanes. 

Target structure 

R - R  

number of LCs with 
the given structure b) 

R' 

(6967) 

Precursors of target 

R-2 I R-Y 

starting materials for the 
given target structure: in 

most cases means R-Y + 
R-Z under the conditions 
found in the ref. given. 

R-2 R-X 

R-X is precursor of R-Z 

R-X - R-2 
R-X is reacted to give R-Z 
(R-X is precursor of R-Z) 

/ H z  

(reduction) 

Ref.: [lO6] 

Nenihescu-reaction 

Ref.: [86,88] 

(reduction) 

Ref: [87] 

R aH 
(dehydrattonlreducbon) 

Ref. [45b,85] 

Precursors of precursor a) 

R-L; R-N 

precursors of the compounds listed 

under heading 2 in the same line. 
the structure on the left (R-L) is 

the precursor of the left compound 
of heading 2, in this case of R-2 

R-2 R-L 
R-L is precursor of R-Z 

R-L - R-Z 
R-L IS reacted to glve R-Z 
(R-L is precursor of R-2) 

For me synmesis 

of 1 .+diSubs1IMed phenylenes 

please consuil chapters 4 1 , 4  2 . 4  3 

[4+2]-cycloaddition 
far R'= COOEt, Ref [87] 

R O O 0  / RMX 

Grignard and related reactions 
Ref [45b,85] 

") Optional. 
b, As taken from database Liqcryst [4]. 
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Table 2 (D). Pyrimidines. 

Target structure 

R-R' 

number of LCs with 

the given structureb) 

Precursors of target 

R-Z I R-Y 

starting materials for the 
given target structure; in 
most cases means R-Y + 
R-Z under the conditions 

found in the ref. given. 

R-Z R-X 

R-X is precursor of R-Z 

R-X -t R-Z 
R-X is reacted to give R-Z 
(R-X is precursor of R-2) 

NH-HCI 

R y N H ,  / +r:IEt (CHNMe,) 

Ref.: [107,1081 

(subsequent reduction with POCl 3) 

Ref [ l l o ]  

Precursors of precursor a) 

R-L; R-N 

precursors of the compounds listed 
under heading 2 in the same itne. 

the structure on the left (R-L) is 

the precursor of the left compound 
of heading 2, in this case of R-Z 

R-2 R-L 

R-L is precursor of R-2 

R-L - R-Z 
R-L IS reacted to gwe R-Z 
(R-L IS precursor of R-Z) 

; RCHzCOOH 

CH(OEt), 

, RCH,COOH 

CH(OEt)* 

for R'=R"S- : R'Br + S=C(NH 2)2 

; R-Hal + (coo'' 
CH(0Et)Z COOEt 

") Optional. 
b, As taken from database Liqcryst [4]. 
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Table 2 (E). Triazinedpyrazines. 

Target structure 

R - R  

number of LCS wRh 

the given structure b) 

PI 

Ar' 

(251) 

Precursors of target 

R-2 I R-Y 

starting materials for the 
given target structure; in 
most cases means R-Y + 
R-2 under the condfmns 
found in the ref. given. 

R-2 c3 R-X 

R-X is precursor of R-Z 

R-X - R-2 
R-X is reacted to give R-Z 
(R-X is precursor of R-2) 

2 x RCONHNH , I 
(for R =  H) 

BCH2COPI 

Ref [ l  1 11 

(for R = H, Alkyl) 

HzNN NOH 

R + R"C(OEt)3 

Ref.: [112] 

Precursors of precursor a) 

R-L; R-N 

precursors of the compounds listed 
under heading 2 in the same line, 

the structure on the left (R-L) is 

the precursor of the left compound 
of heading 2, In this case of R-Z 

R-2 c3 R-L 

R-L is precursor of R-Z 

R-L - R-2 
R-L is reacted to glve R-Z 
(R-L is precursor of R-Z) 

R'COOH I CH,COAr 

0 NOH HzNN NOH 

NHi 
2 X  ArCOCH,NH, * 2 XArCCCH *Hal (for R = R'): 

Ref.: [113,(117)] (not isolated, 
In situ reaction to pyrazine) 

Ref  . [115al 
..-H2N$ -------- 

ArCOCH,Hal / 
ArCCCH2NH3'Cf 

Ref [ I  14.1 151 ------- 
Ref [115b] 

ArCOCH2N3 

H,NCH,CHRNH, I Ar'COCHO 

Ref [(114),117] 

(only for R = OH ) 

Ar'CCCHO H~NCOCH~NH~+CI- i Ref (1161 

") Optional. b, As taken from database Liqcryst [4] 
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Table 2 (F). 0 0 ,  S/O-, S/S-acetals, 1,3,2-dioxaborinanes, orthoesters. 

Target structure 7 

(74) 

Precursors of target 

R-2 I R-Y 

starting materials for the 

given target structure; in 

most cases means R-Y + 
R-Z under the conditions 

found in the ref given. 

R-2 R-X 

R-X is precursor of R-2 

R-X - R-2 
R-X is reacted to give R-Z 

(R-X K precursor of R-Z) 

RCHO / :I>R 
Ref.. [118-120] 

Precursors of precursor a)  

R-L; R-N 

precursors of the compounds listed 

under heading 2 in the same line, 

the structure on the len (R-L) IS 

the precursor of the left compound 

of heading 2, in thts case of R-2 

R-2 R-L 
R-L is precursor of R-Z 

R-L - R-Z 
R-L is reacted to gwe R-Z 

(R-L IS precursor of R-Z) 

/ 
EtOOC RCOOH / 

(Reducbon) 

Ox ref [I b, pp 6071 
Red ref [ Ib.  pp 6191 

RCHO / ",>R c3 >R c3 

Br HO 

Ref.: [120,121] 

R'CHO / l:>R Br>R c3 "->R 

Br HO - 

Ref [120-1221 

EtOOC EtOOC 

HO EtOOC NC 

P-R / l I > R  E R  c3 F R  c3 R'-Br 
Ho\ 

Ref [123d] Ref [123a-c] 

R' d!fH2" - R'CN ; 

OC2H5 

or: 
COOEt 

(CH,O),CN + R'MgBr : 

") Optional. ') As taken from database Liqcryst [4]. 
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Table 2 (G). Thiophenes, furans, pyrazines, thiadiazoles. 

Target structure Precursors of target I 
R - R  

numbar of LCs with 

the gt#n structure b) 

R-2 I R-Y 

starting materials for the 
given target structure; in 
most cases means R-Y + 
R-Z under the conditions 

found in the ref. given. 

R-2 R-X 
R-X is precursor of R-Z 

R-X - R-2  
R-X is reacted to give R-2 
(R-X is precursor of R-Z) 

I 

I (386) 

Y- 

Y = G C H  [62a 126al 
for R * Ar, H*;ryl, see [62a) 

HN-NH S 

reagent' 

ref .[li,127,lza,i29) 

R-COCI + RCONHNY 

of Lawsson's ''''' / R C N > ~  

reagent 0 0  

ref. (1301 

Y =  G C H  1132) for R = Aryl, see [62a] 

H2NNH2H20 / R n R  

0 0  

ref.:( 1331 

Precursors of precursor a) 

R-L; R-N 

precursors of the compounds listed 

under heading 2 in the same line; 
the structure on the left (R-L) I$ 

the precursor of the left compound 
of heading 2, in this case of R-Z 

R-2 @ R-L 

R-L is precursor of R-Z 

R-L - R-2 
R-L is reacted to give R-Z 
(R-L is precursor of R-Z) 

") Optional. 
b, As taken from database Liqcryst [4]. 
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6 Chirality: 
the Preparation and Use 
of Enantiomers 

With the advent of ferroelectric liquid crys- 
tals [ 1341, the development of leading struc- 
tures encompassing at least one centre of 
chirality has become of ever increasing im- 
portance [ 1351. In fact, for most of the mod- 
ern technical applications (twisted nemat- 
ics, ferroelectrics, and colour pigments) as 
well as for many of today's academic re- 
search interests in liquid-crystalline phases 
(TGBA phases, blue phases, helical inver- 
sions) chiral compounds are needed. Of spe- 
cific interest is the creation of centres of chi- 
rality with a substituent of high polarity, the 
ensuing dipole moment often leading to 

high spontaneous polarization (Ps) if the 
compound has a SmC phase. Steric fixation 
of groups on the stereocentre is often want- 
ed and leads to short helical pitches and 
also often to high spontaneous polarization. 
In the following text, typical chiral substruc- 
tures for liquid crystal materials and meth- 
ods for their synthesis are summarized. 

6.1 Synthesis 

For the synthesis of chiral-liquid crystalline 
material virtually all known techniques 
have been used. 

(1) Many companies offer a good selection 
of chiral compounds, both from the nat- 
ural chiral pool [ 1371 and those that are 
industrially made, non-natural products 
(see also Tables 3 and 4). Why make, 

Table 3. Commercially available compounds used directly as chiral substructures in liquid crystal synthesis. 

OH 

CCQH 

(Rpme(hylaLpc acid 
ref 1140) 

OH 

PhLCWH 

(swcbc acid ( R t o r  (Sthydrorybutpc acid mandelic acid 
ref [1411 ref [1421 ref 11431 

Ph f"Q/ OH 

HO 

C I t O n n w  

rel (14,1441 
(R)- or (sts-memov- 

ref 11471 

(S~l-memyVleptanol (R)- or (SF?-mehylbutanol 
ref.. 11451 ref .1145,1461 -2-phenylemanol 

Table 4. Commercially available chiral starting materials for chiral substructures in liquid crystal synthesis. 

ref [ 1 491 ref [ lW] ref [I511 ref [I521 
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what you can buy at a reasonable price? 
There are several overviews on avail- 
able chiral carbon fragments and their 
use in organic synthesis [ 1361. 

(2) Resolution of racemates by separation 
of intermediate diastereoisomers [ 1371. 

(3) Enantioselective synthesis [ 1381; this 
includes preparations using chiral aux- 
iliaries, chiral synthetic catalysts [ 1391 
and enzymatic transformations. 

6.2 Esterification: 
Chiral Alkanoic Acids 
and Chiral Alkanols 

In many cases the wing group carrying the 
chiral centre has been linked to the meso- 
genic core by esterification of either a chi- 
ral alkanoic acid or an alkanol. Often, com- 
mercially available chiral material is used 
(Table 3) .  For alkanoic acids, techniques for 
the resolution of synthetically prepared 
racemates are well established [137] and 
have been used in the preparation of chiral 
substructures in liquid crystalline material 
[ 1481. a-Haloalkanoic acids have found fre- 
quent application [153]. An easy access to 
these structures is given by the one-step di- 
azotation/halogenation of natural a-amino 
acids. The reaction proceeds with retention 
of configuration. Fluorination with pyridin- 
ium polyhydrogen fluoride (Py/HF 30 : 70) 
[ 154 a] induces rearrangements in some sub- 

HO d O H  + H0-m / \  

29 30 

strates (Val, Iso-leu, Phe-Ala, Tyr, Thr) 
[ 154bl. These anchimerically assisted rear- 
rangements can be suppressed by using a 
lower HF concentration (Py/HF 52 : 48) 
[154c]. Another synthetic method uses a- 
hydroxy esters as precursors. Transforma- 
tion into the a-bromoester and subsequent 
treatment with Amberlite IRA 900 [F-1 and 
Amberlyst-A 26 [F-] leads by double inver- 
sion to the chiral a-fluoro ester with reten- 
tion of the chiral centre. Alternatively, mes- 
ylation of the hydroxy ester with subsequent 
reaction with fluoride ions on anion ex- 
change resins leads to the chiral a-fluoro 
esters with an inversion of configuration 
[155]. Non-activated alkanols can be fluo- 
rinated with DAST with inversion of con- 
figuration. Fluorinations of this sort have al- 
so been achieved with Bu,NF. 

The a-haloalkanoic acids have been re- 
duced to the corresponding 2-haloalkanols 
and these have been esterified to yield var- 
ious mesogenic cores with chiral terminal 
groups [146, 1561. Another rapid access to 
enantiomerically pure 2-chloro- and 2-flu- 
oro-alkanols uses the stereoselective addi- 
tion of Hal-equivalents (SiF,, 'Pr,NH) to 
chiral epoxides [157]. While there are pos- 
sibilities of preparing chiral epoxides di- 
rectly from alk-1-enes [158], a wealth of 
enantiomerically pure epoxides is commer- 
cially available. Epoxides have also been re- 
acted with C-nucleophiles to give chiral al- 
cohols withconcomitant C-C linkage [159]. 

Scheme 9. Etherification 
EtOOC-N - N-COOEI U0+.(=+ - with inversion of configura- 

tion at the reaction centre 
(after Shibata et al. [160b]). 

m 3  

\ 11 
- HO 

31 



8 References 107 

6.3 Etherification 

Chiral alkanols have also been linked as 
ethers. Of special interest for etherification 
is the Mitsunobu reaction [160], which can 
be used for inversion of configuration at the 
reaction centre of the chiral alcohol compo- 
nent (Scheme 9). 

7 Liquid Crystal 
Synthesis in Education 
and a Note on the 
Purification of Liquid 
Crystals 

The study of LCs is valuable and suitable 
for educational purposes. Often the synthe- 
sis of structures of great educational inter- 
est exhibiting liquid-crystalline behaviour 
is uncomplicated from the synthetic point of 
view and can readily be handled by students. 
Articles have been devoted specifically to 
the use of LCs for educational purposes and 
detailed procedures [ 1611 for classical com- 
pounds have been included (e.g. cholesteryl 
nonanoate [ 161 b], cholesteryl chloride 
[161b],andMBBA [161a]).Moreover,nov- 
el compounds can be reached by exchang- 
ing the building blocks (e.g. homologation) 
without alteration of the general method and 
procedure for their synthesis. The synthesis 
can be complimented by the study of struc- 
ture-property relationships, the effects of 
solvents and optical and other properties. 

Purification of LC compounds should be 
done with utmost care [ 1621. Thus, the phase 
transition temperatures are much more de- 
pendent on impurities than are melting 
points. For many compounds a simple pur- 
ification by column chromatography is not 

sufficient and subsequent recrystallizations 
are recommended, until constant transition 
temperatures are reached. Usually samples 
can easily be checked for inhomogeneity, 
and for example, the behaviour of isolated 
droplets of a substance should be identical. 
Also, commercial products not specifically 
designated for use as LCs may have to be 
recrystallized before use. For amphiphilic 
LCs the purification of any synthetic pre- 
cursor is recommended, followed by a sim- 
ple final step towards the LC. This avoids 
the need for purification of the final amphi- 
philic products with which micelle forma- 
tion generally prohibits normal purification 
procedures. 
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Chapter V 
Symmetry and Chirality in Liquid Crystals 

John W Goodby 

1 
in 

Symmetry Operations 
Liquid Crystals 

Chirality has become arguably the most im- 
portant topic of research in liquid crystals 
today. The reduced symmetry in these orga- 
nized phases leads to a variety of novel 
phase structures, properties, and applica- 
tions. Molecular asymmetry imparts form 
chirality to liquid crystal phases, which is 
manifested in the formation of helical order- 
ing of the constituent molecules of the 
phase. Similarly, molecular asymmetry im- 
poses a reduction in the space symmetry, 
which leads to some phases having unusual 
nonlinear properties, such as ferroelectric- 
ity and pyroelectricity. 

However, there are a number of different 
symmetry concepts utilized in liquid crys- 
tals which often generate considerable con- 
fusion. This is because chemists and physi- 
cists use different symmetry arguments and 
different labelling and language in describ- 
ing various systems. In the following sec- 
tions, the various symmetry arguments and 
definitions that are more commonly used to 
describe the structures of chiral liquid crys- 
tals will be discussed. 

2 Molecular Asymmetry 

Molecular symmetry is used to describe the 
spatial configuration of a single molecular 
structure, inasmuch as it describes the geo- 

metric, conformational, and configuration- 
al properties of the material [ I]. Optical ac- 
tivity, on the other hand, is simply the prop- 
erty of the molecules of an enantiomer to ro- 
tate the polarization plane as plane-polar- 
ized light interacts with them. Such mole- 
cules (and the compounds they constitute) 
are said to be optically active. The words 
optically active and chiral are frequently 
used interchangeably, even though a chiral 
molecule shows optical activity only when 
exposed to plane-polarized light. 

Generally, in liquid crystals, it is only 
phases that contain optically active materi- 
als that exhibit chiral liquid crystal modifi- 
cations. Thus at least one substance in the 
liquid crystal system must be a stereoisomer 
that contains at least one asymmetrically 
substituted atom, and which is present in a 
greater concentration than its opposite enan- 
tiomer. It is the configurational isomers in 
the system that give rise to chiral properties. 
Included in configurational isomers are two 
distinct classes of stereoisomers: enantiom- 
ers and diastereoisomers [2]. Enantiomers 
are two molecules that are related to one an- 
other as object and nonsuperimposable mir- 
ror image, as shown in the upper part of 
Fig. 1 .  Diastereoisomers usually contain 
more than one asymmetric atom, and pairs 
of diastereoisomers do not share a superim- 
posable mirror image, as shown in the low- 
er part of Fig. 1 [ l ,  21. 

In Fig. 1 the spatial configuration about 
each asymmetric carbon atom, which is 
marked by an asterisk, is denoted by an ab- 
solute configuration label as either R (rec- 

0 
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> Enantiorners 

+ Diastereoisomers 

Figure 1. Structures of enan- 
tiomers and diastereoisomers. 

Labelling of Chiral Centres 
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(2) - c (3) Figure 2. Determination of - 
absolute spatial configuration. 
The groups A, B, C, & D are 
arranged in ascending atomic 
number (1 to 4) with the group 
of the lowest value pointing 
back into the plane of the page. 
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Clockwise order 
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Counter-clockwise 
order - Sinister 
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tus, right) or S (sinister, left). This system 2.2 Diastereoisomers 
of nomenclature was first introduced by 
Cahn and co-workers in the 1950s [3, 41. 
The configuration designation of an asym- 
metric carbon atom is obtained by first de- 
termining the relationship of the group pri- 
orities about the asymmetric atom based on 
the atomic number. The group with the low- 
est priority is positioned, see Fig. 2, accord- 
ing to the conversion rule, to the rear of the 
tetrahedral asymmetric carbon atom. The 
other three groups are viewed from the op- 
posite side of the asymmetric center to the 
group of lowest priority. If the remaining 
groups are arranged in descending order of 
priority relative to a clockwise direction 
about the asymmetric center, the spatial con- 
figuration is designated R. For the reverse 
situation, when the priority order descends 
in a counterclockwise direction, the spatial 

When more than one asymmetric center is 
present in a molecular structure, then the 
material can be diastereoisomeric under cer- 
tain circumstances. For example, a mole- 
cule that has two asymmetric centers with 
( R )  and (S) configurations will be the dia- 
stereoisomer of the one with an (RR) con- 
figuration. Similarly, the (SS) configuration 
is the diastereoisomer of the (RS)  molecule. 
However, the (RS)  compound is the enan- 
tiomer of the (SR)  variation, and the (RR) 
compound is the enantiomer of the (SS) 
form. Enantiomers are expected to have the 
same physical properties as one another, but 
diastereoisomers can have properties that 
are different from one another. 

configuration is given the absolute config- 
uration label S. 2.3 Dissymmetry 

2.1 Group Priority 

This involves an ordering of functional 
groups based on their atomic number [2] 
(heaviest isotope first). A partial list (high- 
est priority first) has I > Br > C1> S02R > 
SOR > SR > SH > F >  OCOR >OR > OH > 

CX, (X= halogen)>COX>CO,R>CO,H> 

CH(OH)R > CH20H > C=CR > C=CH > 

CH,R > CH, > D > H > electron pair. 

NO, > NO > NHCOR > NR2 > NHR > NH2 > 

CONH2 > COR > CHO > CR2OH > 

C(R) = CR, > C6H, > CH2 > CR, > CHR2 > 

So far we have only discussed chirality in 
molecules that contain an asymmetric atom; 
however, some molecules are optically ac- 
tive even when they do not possess an asym- 
metric atom, e.g., substituted allenes, spiro- 
cyclobutanes, etc. For molecules with a dis- 
symmetric structural grouping, the (R)  or ( S )  
configuration is found by assigning prior- 
ity 1 to the higher priority group in front, 2 
to the lower priority group in front, 3 to the 
higher priority group in the back, etc., then 
examining the path 1 + 2 + 3 + 4. For ex- 
ample, the absolute spatial configurational 
assignment for 1,3-dimethylallene enan- 
tiomers is shown in Fig. 3. 

(1) (1) 

CH3 Figure 3. Determination of 
spatial configuration for the 
dissymmetric material 1,3-di- 
rnethylallene. 

L J  
(2) (2) 

(R)  (8 
H 
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sesses a twofold axis of rotation across the 
hexagonal structure of the rings. 

Thus, dissymmetric molecules common- 
ly have a simple axis of symmetry, and in 
asymmetric molecules this axis is absent; 
however, both species are usually optically 
active. In liquid crystal systems both types 
of material are capable of exhibiting chiral 
properties. Table 1 summarizes the relation- 
ships between optical activity, molecular 
structure, and rotational symmetry opera- 
tions [1]. 

(111 

9 
(11 

Figure 4. Rotational symmetry operations in chiral 
materials. 

Dissymmetry can also occur for materi- 
als that possess rotational symmetry ele- 
ments. Typically dissymmetric materials 
that have two- or threefold rotational axes 
of symmetry can also exhibit optical activ- 
ity. For example, consider the following 
materials: S,S- 1,3-(2-methylbutyl)cyclobu- 
tane and helicene (I and I1 respectively in 
Fig. 4). Compound I contains two asym- 
metric carbon atoms, does not possess a 
superimposable mirror image, and is also 
optically active. However, this compound is 
of a higher symmetry class than asymmet- 
ric compounds because it has a simple two- 
fold axis of rotation passing through the cen- 
ter of, and normal to, the cyclobutane ring 
system. Helicene, compound 11, does not 
possess any chiral carbon atoms as they are 
all sp2 hybridized, and therefore each con- 
tains a mirror plane. However, helicene is 
still optically active because it has a helical 
structure that does not have a superimpos- 
able mirror image. This molecule also pos- 

3 Space Symmetry 
in Liquid Crystals 

There are a variety of ways in which the 
space or environmental symmetry and 
asymmetry can be expressed in liquid crys- 
tals, with the most commonly discussed 
system being that of the chiral smectic C* 
phase. Thus, for the purposes of describing 
space symmetry in liquid crystals, the struc- 
ture and symmetry properties of the smec- 
tic C phase will be described in the follow- 
ing sections [5 ,  61. 

Consider initially the environmental 
symmetry for a smectic C phase that is com- 
posed of nonchiral molecules arranged in 
disordered layers with their long axes tilted 
in the same direction with respect to the 
layer planes (note there are as many mole- 
cules pointing up as there are pointing 
down). The space or environmental symme- 

Table 1. Relationships between optical activity, molecular structure, and rotational symmetry operations (after 
Eliel [ l ] ) .  

Term Alternating axis Simple axis Optical activity 

Symmetric present 
Dissymmetric absent 
Asymmetric absent 

may or may not be present inactive 
may or may not be present usually active 
absent usually active 
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try elements for the molecules in this phase 
are: a mirror plane, a twofold axis of rota- 
tion, and a center of .symmetry. Thus the 
symmetry is classed as C2h. However, when 
this phase contains optically active materi- 
al, these symmetry elements are reduced to 
a single polar twofold axis parallel to the 
layer planes and normal to the vertical 
planes that contain the long axes of the 
molecules; consequently the phase has a re- 
duced C2 symmetry, as shown in Fig. 5.  

The result of the packing of the dipolar 
regions of the molecules in these phases re- 
quires that a spontaneous polarization (P,) 
acts along the C, twofold axis normal to the 
tilt direction, as predicted by Meyer and co- 
workers [5,7] in the theoretical and experi- 

Figure 5. Symmetry operations in the 
smectic C and chiral smectic C* phases. 

mental verification of this phenomenon in 
liquid crystals (Fig. 6). As this smectic 
phase does not have a well-organized struc- 
ture, the molecules can be reoriented by ap- 
plying a field of known polarity. These qual- 
itites give rise to the term ferroelectric to 
describe such titled phases. 

The presence of a spontaneous polariza- 
tion in smectic liquid crystals is assumed to 
be due to a time-dependent coupling of the 
lateral components of the dipoles of the 
individual molecules with the chiral envi- 
ronment. Consequently, only the time-aver- 
aged projections of the dipole moments 
along the polar C2 axis are effective in pro- 
ducing the macroscopic spontaneous pola- 
rization. 
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Figure 6. Comparison of the local structures of the 
smectic C and the ferroelectric smectic C* phases. 

One result that stems from the above sym- 
metry arguments is that the spontaneous po- 
larization must have directionality [5 ,  6, 8, 
91. As the polarization acts along the nor- 
mal to the tilt direction of the molecules and 
parallel to the layers, two directions for the 
spontaneous polarization become possible, 
as shown in Fig. 7. If the dipoles that pro- 
duce the spontaneous polarization act along 
the positive y direction, when an object 
molecule is tilted to the right in the plane of 
the page, this results in positive polarization 
[Ps (+)I; the reverse situation is denoted as 
negative polarization [Ps (-)I. 

Here again there is some confusion 
between chemists and physicists, because 
they use different symbols to depict dipole 
moments. For chemists, the arrow showing 
the direction of a dipole points towards the 
negative pole, whereas for physicists it 

Figure 7. Positive and negative polarization direc- 
tions in chiral smectic C* phases. 

points towards the positive pole [lo]. The 
diagram shown in Fig. 7 depicts the dipole 
moments as might be drawn by a chemist. 
However, depictions by chemists or physi- 
cists would nevertheless yield the same no- 
menclature for the polarization direction. 

For the ferroelectric smectic C* phase, 
molecular chirality gives rise to a reduced 
space symmetry (C2,, + C2); however, the 
effects of a reduced molecular symmetry 
and space symmetry can also come into con- 
flict causing frustrated structures to be 
formed. For example, some smectic C* ma- 
terials can show strong asymmetric inter- 
molecular interactions, which in turn can 
affect the space symmetry. If the polar 
coupling along the C2 axis in a smectic C* 
phase is strong, then its effects can be re- 
duced by having the direction of the pola- 
rization alternate between layers, thereby 
producing a phase with no spontaneous po- 
larization. In order for this to occur, the tilt 
directions of the molecules must alternate 
from one layer to the next, thereby produc- 
ing an antiferroelectric structure [ 1 1, 121 as 
shown in Fig. 8. The symmetry of the anti- 
ferroelectric phase is now higher than that 
of the ferroelectric state. Intermediate fer- 
rielectric phases can be formed between the 
ferroelectric and antiferroelectric extremes. 
In ferrielectric phases there is a pattern of 
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alternating tilts, e.g., two layers tilting to the 
left for every three tilting to the right, etc. 
Thus, as we move from the ferroelectric 
state to the antiferroelectric phase via inter- 

mediate ferrielectric phases, the polariza- 
tion will fall in an uneven fashion, i.e., as in 
a devil’s staircase. 

The symmetry arguments for achiral or 
chiral smectic C* phases can also be applied 
in similar ways to the other smectic and soft 
crystal smectic phases. For example, all of 
the tilted phases (smectics I* and F*, and 
crystal phases J*, G*, H*, and K*) would 
have broken symmetries leading to polar 
noncentrosymmetric structures resulting in 
ferroelectric properties. Even orthogonal 
phases, such as the smectic A phase would 
have different symmetries for the chiral 
versus the achiral forms. For instance, the 
smectic A phase has D,, symmetry, where- 
as the chiral smectic A* phase containing 
chiral molecules has D, symmetry [ 131. 

In an alternative way to how it is broken 
by chiral molecules, space symmetry can 
also be broken by certain arrangements of 
achiral molecules. For example, achiral bent 
or banana-shaped or bowl-shaped mole- 
cules can pack together in certain ways to 
give noncentrosymmetric structures [ 141. 
Bent molecules, as represented by struc- 
ture 111 in Fig. 9, can pack together with 
their bent shapes snugly fitting together one 
curve inside another. Similarly bowl-shaped 
compounds, e.g., structure IV, can pack so Figure 8. Comparison of the local structures of the 

ferroelectric, ferrielectric, and antiferroelectric smec- that One fits inside another. 
Both of these arrangements will generate a tic C* phases. 

Roq--& RO 

RO OR 

\ /  

Figure 9. Bent and bowl-shaped 
molecules that are capable of exhibit- 
ing mesophases with reduced symme- 
tries. 
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Figure 10. Parallel and antiparallel packing of col- 
umns of bowl-shaped molecules. 

polar axis pointing in a direction perpendic- 
ular to the curve in the banana or bowl 
(Fig. 10). If the bananas or bowls preferen- 
tially stack so that all of the sheets or col- 
umns of bananas or bowls point in the same 
direction, then the phase will have a non- 
centrosymmetric, and hence ferroelectric, 
structure [ 141. Alternatively, the sheets or 
columns can have an up-down arrangement 
leading to an antiparallel, and hence anti- 
ferroelectric, structure (Fig. 10). 

4 Mesophase Phase 
Symmetry 

When chiral molecules pack together to give 
a condensed liquid crystal phase, under 
certain conditions they can do so to give a 

phase with a helical macrostructure. For cal- 
amitic and discotic systems, the calamitic 
chiral nematic, discotic chiral nematic, and 
the smectic C*, I*, and F* phases are all 
capable of possessing helical structures, 
whereas the orthogonal calamitic smectic 
phases A* and B* (hexatic), and the crystal 
phases B*, E*, J*, G*, H*, and K* do not 
apparently exhibit helicity. In addition, 
some columnar phases are thought to have 
a helical disposition of the molecules along 
the axes of the columns [15]. 

Helical phases have similar symmetry 
properties to those of a molecule of helicene 
in that they are dissymmetric because they 
possess a twofold (infinite) axis of rotation 
normal to the helical axis through the mid- 
point of the helical structure. As helical 
phases are dissymmetric and do not have 
superimposable mirror images, like heli- 
cene, they are also optically active. Thus a 
beam of plane polarized light traversing 
such an arrangement of molecules will be 
rotated by the helical ordering [ 161. How- 
ever, the specific rotation (a) is usually 
much greater for helical phases than for the 
sum of the specific rotation(s) of the indi- 
vidual molecules. Thus, in this case, as the 
optical activity is due to the helical macro- 
structure of the phase, rather than due to the 
sum of the optical activities of the individ- 
ual molecules, it is termedform optical ac- 
tivity. 

The helical ordering can be defined as 
left- or right-handed by determining the di- 
rection of the rotation, to the right or the left, 
on moving away from an observation point 
along the helical axis, as described by Cahn 
et al. [3] (see the motor car wheel in Fig. 11, 
the direction of rotation with respect to the 
direction of travel determines the handed- 
ness of the helix). A rotation to the left is 
denoted as a left-hand helix, and rotation to 
the right results in a right-hand helix. Plane 
polarized light traversing a spiraling struc- 
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ible light, the helical phase will scatter or 
reflect iridescent light [ 151. Moreover, the 
pitch of the helix is temperature-sensitive, 
because it depends on the orientations and 
interactions of the molecules, which are al- 
so temperature-dependent. Therefore the 
color of the scattered light also depends on 
the ambient temperature, consequently be- 
ing capable of producing a thermochromic 
effect when the pitch of the helix is compar- 
able to the wavelength of light. Further- 
more, helical structures can be unwound by 
the application of an electric field which 
couples to the polarity or dielectric anisot- 
ropy of the material. Thus if a helix is scat- 
tering visible light it can be prevented from 
doing so by applying an electric field, there- 
by producing an electro-optic effect. 

Helix Compensation In Chiral Nematic Phases 

Helix and Optic A x e  Helix and Optic Axis 

C2 axis of 

Left-hand Helix Right-hand Helix 

Figure 11. Definitions of helical twist direction in 

chiral nematic phases. 4.1 The Chiral Nematic 
Phase 

ture will have its plane of polarization rotat- 
ed in the same direction as the helix, i.e., the 
designation of helical handedness can be 
made from viewing the light beam moving 
away from the observer. However, in pola- 
rimetry experiments on optically active liq- 
uids or solutions, the observation point for 
classification of a system as dextro- or lae- 
vo-rotatory is made from the viewpoint of 
looking into the oncoming beam of light [2, 
171. Thus, by definition, rotation of the in- 
coming plane of plane polarized light to the 
right is dextrorotatory and rotation to the left 
is laevorotatory. Consequently, in a pola- 
rimeter-style experiment a left-handed he- 
lix will produce a dextrorotation, and a 
right-hand helix will produce a laevorota- 
tion (see Fig. 11 for the cholesteric phase). 

When the pitch of the helix formed by the 
orientational ordering of the molecules is 
comparable to the wavelength range of vis- 

The structure of the chiral nematic or chol- 
esteric phase is one where the local molec- 
ular ordering is identical to that of the ne- 
matic phase. In the direction normal to the 
director the molecules pack to form a heli- 
cal macrostructure (see Fig. 12), i.e., in the 
calamitic variation, the director is rotated in 
a direction perpendicular to the long axes of 
the molecules. As in the nematic phase, the 
molecules have no long range positional or- 
der, and no layering exists. The pitch of the 
helix can vary from about 0 . 1 ~ 1 0 - ~  m to al- 
most infinity. The optic axis of the phase is 
along the helical axis so the phase has a neg- 
ative birefringence and is optically uniaxial. 
Disc-like molecules can also exhibit chol- 
esteric phases when they possess chiral mo- 
lecular structures [18], as shown in Fig. 13. 

As noted earlier, when plane-polarized 
light traverses the helical structure of a chi- 
ral nematic phase, its plane is rotated in the 
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Figure 12. Helical structure of the chiral nematic 
phase. 

Figure 13. Helical structure of the chiral nematic dis- 
cotic phase. 

Relationship Between Twist Direction 
and Molecular Structure in Cholesteric Phases 

For a given spatial configuration Ror  Sabout the chiral centre 

where e or o is the parity of n 
in the spacer chain. and 
d IS a right hand helix and 
I is a left hand helix 

same direction as the helix by the helical or- 
dering. Thus a cholestrogen can be defined 
in terms of its absolute spatial configuration 
( R )  and (S) and its helical orientational or- 
dering properties, i.e., dextrorotatory (d) 
and laevorotatory (1). 

If we make a more detailed examination 
of cholesterogens that have molecular struc- 
tures that contain single chiral carbon 
atoms, as exemplified by the typical homol- 
ogous series shown in the top part of 

Figure 14. Relationship between helical twist direc- 
tion and molecular structure in chiral nematic phases. 

Fig. 14, then it is found that the number of 
atoms (n) that the chiral center is removed 
from the rigid central core determines the 
handedness of the helical structure of the 
chiral nematic phase. As the atom count by 
which the chiral center is removed from the 
core (n) switches from odd (0) to even (e) 
(parity), so the handedness of the helix al- 
ternates from left to right or vice versa. Sim- 
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ilarly, if the absolute spatial configuration 
of the chiral center is inverted, say from (R)  
to (S), so the handedness of the helix also 
reverses. Thus the twist sense of the helix is 
dependent on the absolute spatial configu- 
ration and the position of the asymmetric 
center within the structure of the material 
relative to the rigid central core region. 

Gray and McDonnell [ 191 suggested that 
the spatial configuration of the chiral center 
of the molecular structure is related to the 
screw direction of helical structures in chol- 
esteric phases in the following way: 

Sol Sed 

Rod Re1 

Figure 15. Alternation in position of a 
methyl group located at the chiral center 
as the chiral center is moved sequentially 
down a terminal aliphatic chain. 

where (S) or ( R )  is the absolute spatial con- 
figuration of the chiral center, e or o is the 
odd or even parity for the atom count that 
the chiral center is removed from the cen- 
tral rigid core, and d or 1 refers to the hand- 
edness of the helical structure (see Fig. 14). 
Figure 15 shows, with the aid of space-fill- 
ing molecular structures, how the location 
of the chiral center, and its related substitu- 
ents, oscillates back and forth with the 
parity for a simple homologous series. The 
alternation in twist sense with change in 
parity suggests that the helical twist sense 
is related to the conformational structure 
and the steric packing of the molecules. This 
relationship works very well for simple 
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compounds that possess only a single chiral 
center and which exhibit the cholesteric 
phase, but for more complex molecular 
structures (e.g., those containing more than 
one chiral center, or having strong polar 
groups attached to the chiral center, or large 
bulky groups attched to the asymmetric cen- 
ter) and smectic phases the relationship is 
not as useful. 

In helical phases, it is generally found that 
when the chiral center is brought closer to 
the core the pitch of the helix becomes short- 
er, and therefore the chirality increases [20]. 
This is thought to be caused by the increased 
steric hindrance to the rotation of the asym- 
metric center about the long axis of the 
molecule. Hence the degree of chirality of 
the mesophase, determined by the pitch of 
the helix, can be predicted to some degree 
from the molecular structure of the materi- 
al in question. 

The twist sense of a chiral nematic phase 
can be determined, relatively easily, by ob- 
serving contact preparations in the micro- 
scope [19]. A standard material of known 
twist sense is allowed to make contact with 
a chiral nematic of unknown twist direction 
and then the area of contact between the two 
compounds is observed in the microscope. 
If the two materials have the same twist 
sense, then the contact region will exhibit a 
chiral nematic (cholesteric) phase, but if 

Continuous Contact Studies 

i 
Contact Contact 

Bound a ly Boundary 

Opposite Same 
Twist Sense Twist Sense 

Figure 16. Contact method for determining the twist 
direction in chiral nematic phases. 

? 

they have opposite twist senses then a ne- 
matic phase will separate the two chiral ne- 
matic regions, as shown in Fig. 16. 

4.2 Helical Smectic Phases 

The smectic C*, I*, andF* phases have sim- 
ilar optical activity properties to the choles- 
teric phase, and also possess a helical dis- 
tribution of their molecules. In the chiral 
smectic C* phase, the constituent molecules 
are arranged in diffuse layers where the 
molecules are tilted at a temperature-depen- 
dent angle with respect to the layer planes. 
The molecules within the layers are locally 
hexagonally close-packed with respect to 
the director of the phase; however, this 
ordering is only very short range, extend- 
ing over distances of approximately 1.5- 
2.5 nm. Over large distances, therefore, the 
molecules are randomly packed, and in any 
one domain the molecules are tilted rough- 
ly in the same direction. Thus the tilt orien- 
tational ordering between successive layers 
is preserved over long distances. 

A helical macrostructure is generated by 
a precession of the tilt about an axis normal 
to the layers, as shown in Fig. 17. The tilt 
direction of the molecules in a layer above 
or below an object layer is rotated through 
an azimuthal angle relative to the object 
layer. This rotation always occurs in the 
same direction for a particular material, thus 
forming a helix. The helix can be either 
right-handed or left-handed depending on 
the chirality of the constituent molecules, 
i.e., in a similar way to chiral nematic phas- 
es. The pitch of the helix for most C* phas- 
es is commonly greater than one microme- 
ter in length, indicating that a full twist of 
the helix is made up of many thousands of 
layers. Thus the azimuthal angle is relative- 
ly small and is usually of the order of one- 
tenth to one-hundredth of a degree. 
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In the chiral smectic I* phase the mole- 
cules are arranged in a similar fashion to the 
way they are organized in the C* phase. In 
the smectic I phase, however, the in-plane 
ordering is much more extensive, with the 
molecules being hexagonally close packed 
with respect to the director of the phase. The 
positional ordering of the molecules extends 
over distances of 15-60 nm within the lay- 
eres and is therefore short range in nature. 
The phase, however, possesses long-range 
bond orientational order in that the hexago- 
nal packing of the molecules remains in the 
same orientation over long distances in three 
dimensions, even though the positional or- 
der is only short range. The tilt orientation 
between layers, as in the smectic C* phase, 

Figure 17. Helical macrostructure 
of the chiral smectic C* phase. 

is preserved. Another feature associated 
with the tilt in the smectic I/I* phase is that 
it is directed towards an apex of the hexag- 
onal packing net - a structural parameter 
that distinguishes the phase from smectic F 
[21, 221. 

As with the smectic C* phase, there is a 
spiralling of the tilt orientational order nor- 
mal to the layer planes forming a macro- 
scopic helix [23]. Again the twist of the tilt 
direction between successive layers can be 
either to the right or to the left, depending 
on the structure(s) of the constituent mole- 
cules. The pitch of the helix, although tem- 
perature-dependent, is usually greater for 
smectic I* phases than it is in preceding 
smectic C* phases in the same material. The 
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azimuthal angle is consequently smaller for 
the smectic I* phase in comparison to the 
smectic C* phase for materials that exhibit 
both phases. As the phase has spiralling tilt 
orientational order, the hexagonal packing 
net is also rotated about an axis normal to 
the layers on passing successively from one 
layer to the next. Thus the bond orientation- 
a1 ordering presumably rotates in a direction 
normal to the layers. 

The structure of the chiral smectic F* 
phase is similar to that of the chiral smec- 
tic I* phase, except that the tilt direction is 
towards the side of the local hexagonal 
packing net, rather than towards the apex. 

The more ordered crystalline smectic- 
like phases J*, G*, H*, and K* have not been 
definitely shown to exhibit a helical struc- 
ture. Certainly, X-ray diffraction and opti- 

cal studies have failed to detect this order- 
ing over many hundreds of layers, indicat- 
ing that if a helix exists in any of these phas- 
es it must have an extremely long pitch 
length [24]. It is more likely, however, that 
this ordering is suppressed by the crystal 
forces of the phase. Consequently, unlike 
the chiral nematic and smectic C*, I*, and 
F* phases, which have two levels of optical 
activity (molecular and form), the crystal- 
line phases J*, G*, H*, and K* probably on- 
ly have a single level of molecular optical 
activity. 

Another consequence of the formation 
of a helix in the smectic C*, I*, and F* 
phases is that the spontaneous polarization 
direction is tied to the tilt orientational or- 
dering, which is itself spiralling in a direc- 
tion normal to the layers. Hence the sponta- 

Figure 18. Relationship between 
molecular, environmental, and form 
chirality for the chiral smectic C* 
phase. 
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neous polarization is also rotated in a spi- 
ralling manner in a direction normal to the 
layers. Thus when the helix makes one full 
360" turn, the polarization is averaged to 
zero. Therefore in a bulk undisturbed phase 
which is not influenced by external forces 
the spontaneous polarization will be aver- 
aged to zero. However, if the helix is un- 
wound by external forces, such as surface 
interactions, or by compensating the helix 
in a mixture so that its pitch length is infi- 
nite, the phase will again become ferro- 
electric. It is for this reason that Brand et al. 
have described optically active helical 
smectic C* phases as helielectric rather 
thanferroelectric [25]. 

Overall, for the smectic C* phase we can 
relate the three symmetry elements to one 
another in a simple diagram, as shown in 
Fig. 18. At the microscopic level we have 
molecular chirality; locally for molecular 
clusters we must consider the space or en- 
vironmental chirality, and for the bulk phase 
we have to include form chirality. 

5 Frustrated Phases 

5.1 Double Twist and Blue 
Phase Helical Structures 

Consider first a uniaxial phase that is com- 
posed of chiral rod-like molecules. In the 
simplest situation, a helix can form in a di- 
rection perpendicular to the long axis of an 
object molecule. This example is analogous 
to the structure of the chiral nematic phase. 
In the direction parallel to the long axes of 
the molecules no twist can be effected. Now 
consider a similar situation, but this time the 
twist in the orientational order can occur in 
more than one direction in the plane perpen- 

Figure 19. Double twist cylinder found in blue 
phases. 

dicular to the long axis of an object mole- 
cule. This structure is called a double twist 
cylinder, and is shown in Fig. 19. 

In the simplest form of the double twist 
cylinder, two helices are formed with their 
axes perpendicular to one another in the 
plane at right angles to the direction of the 
long axis of the molecule [26]. Expanding 
this structure in two dimensions, the two 
helices can intersect to form a 2-D lattice. 
However, the helices cannot fill space uni- 
formly and completely, and hence defects 
are formed. As helices are periodic struc- 
tures, the locations of the defects created by 
their inability to fill space uniformly are 
also periodic. Thus a 2-D lattice of defects 
is created. This inability to pack molecules 
uniformly can be extended to three dimen- 
sions to give various cubic arrays of defects 
[27]. The different lattices of defects pro- 
vide the structural network required for the 
formation of a range of novel liquid crystal 
phases that are called blue phases. In prin- 
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Figure 20. Two possible cubic defect structures for 
blue phases: (a) a simple cubic structure, (b) a body- 
centered cubic structure. 

ciple these phases are frustrated structures 
where the molecules would like to fill space 
with a double twist structure but are prevent- 
ed from doing so, and the result is the for- 
mation of defects. Thus the formation of de- 
fects stabilizes the structure of the phase. 
Two possible cubic structures of defects for 
the blue phase are shown in Fig. 20. 

These frustrated phases were called blue 
phases because when they were first ob- 
served microscopically by Coates and Gray 
[28] they appeared blue. Their strong blue 
color is due to the selective reflection of 
light. Other materials were later discovered 
which exhibited blue phases where the se- 
lective reflection was in the red or green re- 
gion of the spectrum. Experimentally it was 
found, however, that the helical pitch length 

must be of a similar length to the wavelength 
of visible light for a material to exhibit a 
blue phase, so the lattice period for the de- 
fects is of the order of 5000 A (500 nm). 

5.2 Twist Grain Boundary 
Phases 

Blue phases are not the only frustrated struc- 
tures that can be formed in liquid crystals. 
Twist grain boundary phases were predict- 
ed, by de Gennes [29] and later by Renn 
and Lubensky [30], to be a resultant of the 
competition between bend or twist deforma- 
tions in smectic phases and the desire for 
the mesophase to form a layered structure. 
Typically, therefore, twist grain boundary 
(TGB) phases are usually detected at the 
phase transitions from the liquid or chiral 
nematic states to the smectic state [21]. So 
far stable twist grain boundary phases have 
been found to mediate the chiral nematic to 
smectic A*, isotropic liquid to smectic A* 
[31], and chiral nematic to smectic C* tran- 
sitions. This gives rise to corresponding 
TGBA* and TGBC* phases which general- 
ly exist over a temperature range of a few 
degrees. 

At a normal chiral nematic to smectic A* 
transition, the helical ordering of the chiral 
nematic phase collapses to give the layered 
structure of the smectic A* phase. Howev- 
er, for a transition mediated by a TGB phase, 
there is a competition between the need for 
the molecules to form a helical structure due 
to their chiral packing requirements and the 
need for the phase to form a layered struc- 
ture. Consequently, the molecules relieve 
this frustration by trying to form a helical 
structure, where the axis of the helix is per- 
pendicular to the long axes of the molecules 
(as in the chiral nematic phase), yet at the 
same time they also try to form a lamellar 
structure, as shown in Fig. 21. These two 
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Figure 21. Helical structure of the TGBA* phase. 

structures are incompatible with one an- 
other and cannot co-exist and still fill space 
uniformly without forming defects. The 
matter is resolved by the formation of a pe- 
riodic ordering of screw dislocations which 
enables a quasi-helical structure to co-exist 
with a layered structure. This is achieved by 
having small blocks of molecules, which 
have a local smectic A structure, being ro- 
tated with respect to one another by the 
screw dislocations [ 3 2 ] ,  thereby forming a 
helical structure. As the macroscopic helix 

Figure 22. Commensurate and incommensurate 
structures in the TGBC phase. 

is formed with the aid of scew dislocations, 
the dislocations themselves must be period- 
ic. It is predicted that rows of screw dislo- 
cations in the lattice will form grain boun- 
daries in the phase, and hence this phase was 
called the twist grain boundary (TGB) 
phase. 

In this analysis it must be emphasized that 
the TGB phase is not simply a layered chol- 
esteric phase, and should not be confused 
with this concept. A layered cholesteric 
phase simply cannot exist on a macroscop- 
ic scale, and it is a requirement that defects 
must be formed. 

Subsequently, the tilted analog of the 
TGBA* phase, the TGBC* phase, was de- 
tected at the chiral nematic to smectic C* 
transition. Two forms of this phase are pre- 
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dicted; one where the molecules are simply 
inclined to the layer planes with no interlay- 
er twist within a block, and another where 
they are allowed to form helical structures 
normal to the layer planes in addition to the 
helices formed by the screw dislocations. 

In both TGB phases the helical structure 
can be discrete or indiscrete, i.e., the num- 
ber of blocks required to form a 360" rota- 
tion of the helix can be either a whole num- 
ber, in which case the phase is said to be 
commensurate, or else it is not formed by a 
whole number, in which case the phase is 
said to be incommensurate, as shown in 
Fig. 22. 
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Chapter VI 
Chemical Structure and Mesogenic Properties 

Dietrich Demus 

1 Introduction 

In the early years of liquid crystal research 
several compounds with liquid crystalline 
properties were synthesized, sometimes by 
chance, without any knowledge of the rela- 
tion between the molecular structure and the 
mesogenic properties [ 1, 21. In the case of 
cholesterol derivatives, even the chemical 
structure of the basic moiety was not known 
in that time. Vorlander and coworkers also 
found their first mesogenic compounds by 
chance [3]; however, they very quickly 
changed to a systematic investigation of the 
relation between molecular structure and 
mesogeneity [4, 51. As early as 1908, Vor- 
lander was able to establish his rule regard- 
ing the most elongated molecular structure 
of the molecules of liquid crystals [4]. This 
rule is still valid for calamitic compounds. 
Table 1 shows some early examples from 
Vorlander, demonstrating the rule. 

Vorlander also had the idea to look for 
mesogenic properties in the cases of star- 
like or cross-like molecules, however, his 
coworker did not have any success in this 
area [5 ,  61. About 1977, Chandrasekhar 
et al. [7] and Billard et al. [8] were, inde- 
pendently, able to prove that disk-like mole- 
cules can in fact form mesophases, called 
columnar phases. Since then, several hun- 
dred discotic compounds have been synthe- 
sized [9-141. 

During his systematic investigations, 
Vorlander had already found liquid crystal- 

line compounds, with a molecular structure 
deviating strongly from a simple rod-like 
shape [ 15 - 181. Such compounds having an 
‘unconventional’ molecular structure have 
been a topic of research for the last 15 years, 
which has led to a variety of different dim- 
ers, trimers, branched and laterally substi- 
tuted, polycatenar compounds and others 
[ l ,  2, 19-21]. Many of these compounds 
exhibit conventional nematic and smectic 
phases, while others show deviations from 
the classical layer thickness (double layers, 
interpenetrating layers) or form cubic or co- 
lumnar phases. 

Table 1. Transition temperatures of the compounds 
synthesized by Vorlander [4, 51 *. 

I .  @-I=N-N=CH-Q 

Cr 234 N 260 I 

2. @ C H = N * C H ~ ~ N = C H - @  

Not liquid crystalline 

3. C I - @ C H = N - X - ~ V = C H ~ C I  

Cr 180 N 288 I X - &  

X--&@ Cr 265 N 318 I 

4. H ~ C ~ O - @ - C H = N ~ C H = ~ - C O O C ~ H ~  

R 

R Cr Sm N I 

H 81 157 160 I 
CH, 95 (* 77) 123 
CZH, 73 - - (* 62) 
C,H, 104 - - - - 

* From [2], by permission of the publishers. 

0 
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Vorlander also investigated the influence 
of the length of the molecules on their mes- 
omorphic properties, and during these in- 
vestigations he made the first observation of 
oligomeric or polymeric liquid crystals 
[17]. Stimulated by the aim of producing 
superstrong fibres, polymer liquid crystals 
have been synthesized systematically since 
about 1967 [22], and at present many differ- 
ent varieties are known. 

The clear dependence of the mesomor- 
phic properties on the geometrical shape of 
the molecule has allowed the derivation of 
simple models for describing the systems 
theoretically. 

Calamitic and discotic compounds can be 
described theoretically using the same ba- 
sic model, i.e. the cylinder, by elongation or 
compression, respectively, of the central 
axis of the cylinder [23]. Of course, the cy- 
linder model is a oversimplification of real 
mesogenic molecules. As most of the com- 
pounds contain ring systems, which are 
somewhat flat, it could be proposed that par- 
allelepipeds provide better models. In fact, 
such models have been used for molecu- 
lar-statistical theories, and these have al- 
lowed the description of, in addition to cal- 
amitic and discotic molecules, flat elongat- 
ed (board-like, sanidic) molecules [24]. 

In order to synthesize liquid crystals with 
predicted properties, one of the basic ques- 
tions for the chemist is: Which intermolec- 
ular interactions are responsible for the sta- 
bilization of liquid crystalline phases? The 
known dependence of mesogenity on the 
molecular geometry prompted the deriva- 
tion of molecular-statistical theories, based 
on the shape-induced anisotropy of the re- 
pulsion of the molecules [25]. Despite the 
remarkable success of such theories, it is 
clear that real condensed phases always con- 
tain strong attractive interactions, which are 
completely neglected by this procedure. 
Therefore, attempts have been made to 

prove the stability of liquid crystalline phas- 
es by using only attractive interactions [25]. 
From the formal standpoint, by fitting cer- 
tain constants of the theory, this treatment 
also works; however, in many cases it leads 
to wrong conclusions regarding the chemis- 
try of the systems [26-281. 

The combination of repulsive and attrac- 
tive interactions of the van der Waals type 
in theories is the most satisfactory treatment 
of the problem 125, 291. Because of the 
dense packing of the molecules in liquid 
crystalline phases, the anisotropy of the re- 
pulsion is the dominant quantity for the sta- 
bilization of the mesophase. The major part 
of the attraction, which is also isotropic in 
mesophases, couples with the shape an- 
isotropy, producing the necessary density of 
the stabilization of the mesophase. Howev- 
er, the anisotropic part of the attraction, 
which is used as the essential basis of cer- 
tain molecular-statistical theories, is, in 
most cases, only a minor correction of the 
total attraction [30]. Restricting the consid- 
eration to steric repulsive and dispersion at- 
tractive forces, the van der Waals theories 
predict a dependence of the clearing tem- 
perature of nematics on the length-to- 
breadth ratio X of the molecules, the aver- 
age polarizability a, and the anisotropy of 
the polarizability A a .  The examples in Fig- 
ure 1 show that in fact only X has a clear 
functional connection with the clearing tem- 
peratures; in other words, X is the most im- 
portant factor of the three. In compounds 
containing strongly polar groups (e.g. -CN, 
-NO2) the interaction of permanent and in- 
duced electrical dipoles plays a remarkable 
role [28, 31, 321. 

Molecular-statistical theories are avail- 
able for several different smectic phase 
types [25]. In addition to the ingredients of 
the nematic phases, the theories incorporate 
parameters responsible for the formation of 
layers. The clearing temperatures, however, 
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Figure 1. The nematic-isotropic transition tempera- 
tures, TN., of some liquid crystals plotted against the 
length-to-breadth ratio, X (O) ,  the mean polarizabil- 
ity, a (0, and the anisotropy of the polarizability A a  
(A). (From Demus [2]) .  

are determined by the same properties 
which determine the TN-I of nematics. The 
existence of columnar and discotic nematic 
phases can be explained by theories that are 
similar to those of nematics, but the model 
is extended from the rod-like elongated cyl- 
inder to disk-like flat cylinders [23]. 

In accordance with the philosophy ex- 
plained above, in order to obtain pro- 
nounced mesogenic properties, the chemist 
has to produce molecules with strong shape 
anisotropy (rods, disks) and strong attrac- 
tion (moieties with large polarizability, 
strong dipoles, hydrogen bonds, electron 
donor acceptor (EDA) interaction). In the 
following sections this will be proved using 
experimental data. 

2 Rod-Like (Calamitic) 
Liquid Crystalline 
Compounds 

2.1 General 

There are several published compilations of 
liquid crystalline compounds and their tran- 
sition temperatures [33-361, showing the 
respective state of the art. The number of 
known compounds was 1412 in 1960 [33], 
5059 in 1974 [34], 12876 in 1984 [35] and 
according to recent estimations more than 
72000 [35a]. There are many reviews of the 
chemistry of liquid crystals. We deal here 
mainly with the newer reviews [37-441; 
with regard to the older reviews, we refer 
simply to the near-complete citation of the 
older literature given in [45]. 

Most of the rod-like liquid crystalline 
compounds consist of two or more rings, 
which are bonded directly to one another or 
connected by linking groups (L), and may 
have terminal (R) and lateral (Z) substitu- 
ents. The chemical structure of many meso- 
gens can be represented by the general for- 
mula 1. The rings, represented in 1 by cir- 

cles, and the linking groups L form the core 
of the compound. The core is usually a rel- 
atively stiff unit, compared to the terminal 
substituents, which in most cases are flex- 
ible moieties such as alkyl groups. The lat- 
eral substituents Z are, in most cases, small 
units such as halogens, methyl groups and 
-CN groups. 

The major anisotropy of the molecules, 
which is necessary for their mesogenity, re- 
sults from the cores, which are also the cause 
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of the relatively high melting temperatures. 
The competition between the clearing tem- 
perature and the melting temperature of a 
compound controls the possibility of ob- 
serving the mesogenic properties. In princi- 
ple, anisotropic molecules of all shapes are 
mesogenic; however, in many cases, be- 
cause of too high melting temperatures the 
mesogenic properties cannot be detected. 
In many cases the isotropic melts can be 
supercooled, which offers the possibility of 
observing monotropic liquid crystalline 
phases. The systematic decrease in the melt- 
ing temperatures by the attachment of flex- 
ible terminal groups to the cores is therefore 
very important. Lateral substituents can al- 
so have the same effect. 

In the following sections the effects of the 
different parts of the molecule on its meso- 
genic properties will be discussed. 

2.2 Ring Systems 

The core consists of rings that are connect- 
ed to one another either directly or by link- 
ing groups. Any rings that allow a stretched 
configuration of the molecule can be used. 
In practice, mainly six- and five-membered 
rings are used, and some more complex ring 
systems such as cholesterol. 

2.2.1 Six-Membered Rings 

The classical ring, which in first decades of 
liquid crystal chemistry was used almost ex- 
clusively, is benzene. Table 2 presents the 
transition temperatures of its para oligom- 
ers. The melting temperatures increase rap- 
idly in this series. The increase in melting 
temperature with the increasing number of 
rings is a general phenomenon, irrespective 
of the nature of the rings. It can also be seen 

Table 2. Transition temperatures of p-oligophenyls. 

0 5.5 - - [461 

0-0 70.8 - - [461 

213.8 - - ~461 

320 - - [461 

388 - 418 [47] 

440 475 565 [47] 

545 ? ? [48] 
4 

from Table 2 that the mesogenity of the 
compounds increases with the number of 
linearly connected rings. p-Quinquiphenyl 
has pronounced nematogenity, and sexi- and 
heptiphenyl possess, in addition, smectic 
phases, probably smectic A phases. These 
oligomers are ideal linear molecules with 
high stiffness, and are the prototypes of rod- 
like molecules. Due to the large conjugated 
aromatic systems, the intermolecular attrac- 
tions of the molecules are very large, and 
this explains the high melting temperatures. 

Suitable terminal group substitution pro- 
duces mesomorphic materials with biphen- 
yl, terphenyl and quaterphenyl as cores. Ta- 
ble 3 presents some examples. It is interest- 

Table 3. Oligophenyl derivatives. 

1. c 5 H 1 M c 5 H 1 1  

Cr 12 SmE 47 SmB 52 I [491 

2. C5H1*C5Hll 

Cr 192 Sm 213 I [sol 

3. c 5 H 1 ~ c 5 H 1 1  

Cr 297 SmA 352 I [511 
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ing to note that not only are the melting and 
clearing temperatures influenced by such 
substitution, but so too is the polymorphism. 

The most important six membered rings 
introduced in liquid crystals are compiled in 
Table 4. These include aromatic rings and 
partially or completely saturated rings. 

There are many liquid crystals, derived 
from nitrogen containing aromatic ring 
systems. Table 5 gives some examples. If a 
CH group in a ring is replaced by a nitrogen 
atom the shape of the ring is only slightly 
altered, but the electronic properties are 
changed and quite large electric dipoles are 
induced, which change the intermolecular 
attraction. The influence on the mesogenity 
is shown in Scheme 1. 

Scheme 1. The influence of nitrogen substituents on 
the mesogeneity. 

Table 4. Ring systems with six atoms. 

Benzene 

Pyridine + 
Pyrazine 

Pyridazine + 
Pyrimidine -($ 

Triazine -f&- 
Tehazine +GF 
Dihydrwxazine + > N 

F F  

Tehafluorobenzene 

F F  

U 
Cyclohexene -0 

a- 
Cyclohexane 

Cyclohexadiene 

Cyclchexanme =Q- 
Piperidine <N- 

n 
-N N- u 

Piperazine 

Tetrahydropyrane 

Dioxane -c:F 
- c s  Tetrahydrothiopyrane 

Oithiane 

Oxathiane <:b 

Dioxabonnane <:b- 

Table 5. Comparison of nitrogen heterocyclic six- 
membered ring systems (adapted from [52]). 

C,H, 1 * X a C , H 1  1 

X Cr SmC SmA N I 

192 - - 213 - - a 

194 - - 226 227 a 
N-N 

143 174 182 191 

{:- 150 169 - - 185 

N-N 
qNZNF 163 - - - - 172.5 

The cyclohexane ring is one of the most 
important moieties. It differs from benzene 
by being more bulky in shape, having some 
flexibility and being non-aromatic in char- 
acter. The latter causes a strong decrease of 
the intermolecular attraction, leading to ma- 
terials with a much lower packing fraction 
[27, 281. Nevertheless, their clearing tem- 
peratures are, in many cases, much higher, 
due to higher length-to-breadth ratio. Since 
their anisotropy of polarizability is signifi- 
cantly lower than that of their aromatic an- 
alogues, it is clear that this property does not 
control the clearing temperature of liquid 
crystals [27, 281. Cyclohexane derivatives 
belong to the most important class of sub- 
stances for the application of liquid crystals 
in displays. 

Table 6 gives some examples of two-ring 
cyclohexane derivatives, and shows the in- 
crease in the clearing temperature that oc- 
curs by exchanging a benzene ring by a cy- 
clohexane ring. The second compound in 
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Table 6. Comparison of two-ring cyclohexane deriv- cyclohexane derivatives. The first two ex- 
atives. 

1. C 5 H 1 1 ~ C 5 H 1 1  

Cr 25.1 SmE 46.1 SmE’47.1 SmB 52.2 I 1491 

2. C 5 H 1 w 5 H 1 1  

Cr -0.8 (Sm -8 N -5) I [53l 

3. C 5 H 1 r m 5 H 1 1  

Cr 40 Sm 110.4 I [541 

4. C 5 H 1 e C 0 0 e C 3 H 7  

Cr 18.7 (N 2.7) I [55l 

5. C 5 H 1 , 0 C 0 0 e C 3 H 7  

Cr 44 (N 43) I ~ 5 6 1  

6. C ~ H I ~ - @ O O ~ C ~ H ~  

Cr 24 SmB 37.5 N 52.5 I [571 

Table 6 does not fit the pattern of increas- 
ing clearing temperature, the reason for this 
being the high amount of cis isomer present. 

Table 7 lists some three-ring compounds. 
In the first three examples the effect of cy- 
clohexane substitution is not so clear; how- 
ever, the last two compounds provide im- 
pressive proof of the strong mesogenity of 

Table 7. Comparison of three-ring cyclohexane de- 
rivatives. 

1 .  C 5 H 1 1 ~ a C 5 H , 1  

Cr 192 Sm 213 I [501 

2. C5H11 * C5H11 

Cr 50 Sm 196 I [58l 

3. CsH1 m w 1 1  

Cr 13 Sm 164 N 166 [591 

4. C7H15*C7H15 

Cr 181 Sm 205 I ~501 

5. C 7 H 1 5 w C 7 H 1 5  

Cr 74 SmB 245 I [52, 601 

amples in Table 8 follow the rule. In the 
third compound the central ring has two po- 
lar-group substituents, which produce low- 
er clearing temperatures. The last three ex- 
amples in Table 8 seem to show that the flex- 
ibility of the central ring has some negative 
influence on the mesogenity. 

The cyclohexane derivatives, as well as 
other saturated ring systems, can exist in 
several conformations [67]. In order to ob- 
tain the most elongated molecular structure, 
the ring should exist in the chair form, and 
both the bonds linking the ring should be 
equatorial (ee). Substituents in the axial po- 
sition (aa)  produce a strongly bent molecu- 
lar shape. It is well known that the chair form 
of the trans- 1,4-disubstituted cyclohexane 
exhibits a thermodynamic equilibrium be- 
tween the au and ee conformers, which has 
been discussed in some detail by Deutscher 
et al. [43]. The differences in the Gibbs free 
energy between the two conformers ranges 
from about 2 to 20 kJ mol-’ . Depending on 
the nature of the substituents, the Boltzmann 
distribution between aa and ee conformers 

Table 8. Comparison of three-ring cyclohexane 
esters. 

4. C 6 H ~ , - ( @ 0 0 C ~ C 0 0 - & ~ H 1 ~  

Cr 152 N 178 I 

Cr 101.5 Sm 135 N 161 I 

~641 

~651 

5, C 5 H ~ 1 ~ 0 0 C ~ ~ C 5 H 1 1  

6. C S H I ~ O O C - @ ~ ~ C ~ H ~ ~  

Cr 125 Sm 159 N 167 I [66l 
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can be very different, and it is temperature 
dependent. With substituents of low polarity, 
the ee conformer is more stable, while with 
polar substituents the aa form seems to be 
preferred and produces lower mesogenity 
[681. 

Some non-aromatic ring systems are 
compared in Table 9. In the first and the 
third examples, the cyclohexene probably 
exists in the half-chair conformation [77], 
which does not provide good linearity of the 
molecules. The relatively high clearing 
temperatures of example 3 may be due to a 
conjugation effect with the -CN group. 
Comparing the cyclohexane and bicyclo- 
octane derivatives, the latter have much 
stronger nematogenity. This has been dis- 
cussed in terms of the different flexibility; 
however, bicyclooctane in connection with 
benzene gives an exactly linear core. The 
last four examples in Table 9 possess re- 
markable electric dipoles, which can influ- 

Table 9. Comparison of two ring non-aromatic com- 
pounds. 

X Cr N I Ref. 

3.5 ( 0  5 )  [691 

0 30 59 [70] 

47.5 61 [71] 

61 95 [72] -@- 

? [76] 

ence TN.I. Here the high melting point of the 
dithiane compound prevents the realization 
of the nematic phase but, as it is known from 
many other examples, dithiane derivatives 
have higher clearing temperatures than do 
the analogous dioxane derivatives. 

2.2.2 Ring Systems with 
More than Six Atoms 

Table 10 presents a selection of the large 
number of ring systems with more than six 
atoms that have been used for the synthesis 
of liquid crystals. Despite the fact that many 
of these rings produce liquid crystals with 
high clearing temperatures, these rings give 
rise to relatively large viscosities. For this 
reason, the application of such rings in dis- 
plays has not been successful. In Table I 1  
some compounds containing bicyclic rings 
are compared with the analogous benzene 
and cyclohexane derivatives. Compared to 
the second cyclohexyl derivative, the more 
linear and less flexible third bicyclooctane 
compound has a higher T,. The T, of the 
fourth and fifth compounds is even higher, 
due to the presence of quite strong dipoles. 
Compared to the benzene compound, the 
compounds 2-5 in Table 11 are more bulky 
and do not have a conjugated core. This ex- 
plains the differences in the T, values. 

Table 12 gives some examples of com- 
pounds containing rings of more than six 
carbon atoms. All these compounds have a 
larger breadth than oligophenyl compounds, 
which reduces their mesogenity in compar- 
ison to the latter. The first three compounds 
are derived from partially or completely 
hydrogenated naphthalene. The high TN.[ 
of the completely hydrogenated compound 
is remarkable. Replacing CH, groups by 
heteroatoms does not remove the liquid 
crystalline properties; however, comparing 
compound numbers 3 and 4 TN., is strongly 
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Table 10. Ring systems containing more than six 
atoms. 

Biphenyl Phenanthrene 

W 

Dihydrophenanthrene 
Naphthalene 

Dioxanaphthalene 

Perhydrophenanthrene * 
+:w 

Tetralene 

Quinoline Dioxapwhydrophenanthrene 

Fluorene 

% Chromane 

Quinoxaline 4; 

Decalme 
Fluorenone 

U 

-e Bicyclooctane 

Bicyclotrioxane *% 

rn 
lndane --Ez 

O D  N 

Cubane 

Phenylbenzoxazole 4 

Cycloheptane 

0 

OQ 

Cycloheptatrienone 

Diazaazulene 

+zb- Perhydrochiysene 

Tropone 
Pefhydrotetracene 

w 0 4 - 7  

Cholesteiyl 

/ o  

decreased. The last three compounds are 
derived from phenanthrene; the last com- 
pound, a perhydrogenated compound, 
shows inferior mesogenic properties. In 
these cases the degree of planarity of the 
ring, and the size of the conjugated part of 
the molecule should control the TN.I. 

Table 11. Bicyclic rings. 

1. c 5 H 1 M c 7 H 1 5  

Cr ? SmE 36 SmB 63 I [781 

2. c7H1*c5H11 

Cr 16 (Sm 31) I [53l 

3. C5H11&-@7H15 

Cr 52 (SmB 44) I [791 

4. C5H11*)&C7H15 

Cr 46 SmB 74 I I801 

5. C 5 H 1 1 m ; + C 7 H 1 5  

Cr 40 SmB 87 I 1811 

Table 12. Large non-polar rings, with no linking 
groups. 

Cr 30.9 (SmA 28.5) Sm 56.7 N 60.5 I [82l 

Cr 39.9 N 59.7 I I831 

Cr 70 SmA 90.5 N 140.5 I ~ 3 1  

Cr 65 SmA 79.5 N 95.8 I I841 

C5H11 

5 .  C5H1 

Cr 146.5 (SmE 145.5) SmA 163.5 N 171.5 I [85]  

6. c,H,-~H, 

Cr 101.5 SmA 11 1.5 I [861 

W 
Cr71 SmA 1181 E871 

8. CsH1 COC4H, 

Cr 37 SmA 38 N 40 I I871 

Cr 84 N 89 I [881 
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Polar groups, especially the CN group, 
play an important role in the application of 
liquid crystals. Table 13 shows same exam- 
ples of polar compounds derived from naph- 
thalene. Due to the CN group, the molecules 
exhibit partial dimerization and, according 
to general experience, the density of the ma- 
terials is higher than that of the analogous 
non-polar compounds. This explains the 
higher TN-I (e.g. compare the first com- 
pound in Table 12 and the third compound 
in Table 13). 

In the last 10 years a very large number of 
different ring systems have been introduced 
into liquid crystal chemistry [35a, 361. 
Many of them are not very effective in terms 
of their mesogenity, and may be considered 
merely as curiosities. Table 14 presents 
some examples. Spiro ring systems such as 
compound numbers 1 and 9 in Table 14 are 
not planar; rather, the rings are perpendicu- 
lar one to another. This causes an unfavour- 
able bent molecular shape. In seven-mem- 
bered rings (compound number 6) the direc- 
tions of the substituent bonds are not par- 
allel, which also leads to a bent molecular 
shape. Compound number 7 is derived from 

Table 13. Large polar rings, without no linking groups. 

'' NC-C$I13 

Cr 59 N 117 I [891 

2' NC%C6H13 

Cr 49.5 N 79.7 I [891 

3 .  NC%C6H13 

Cr 75.5 N 102.4 1 

Cr 90 mesophase 108 I 

~ 9 1  

[go1 

4' N C m i b C 6 H 1 3  

5' N c m z b C 6 H 1 3  

Cr 87 (N 80) I [841 

Table 14. Less common rings. 

1. C 6 H 1 3 0 ~ ~ ~ C 5 H 1 1  

Cr ? Sm 46 I 

Cr 94.8 (N 49) I 

Cr 105.5 N 119.2 I 

[911 

~921 

~921 

2. C 6 H 1 3 0 ~ ~ ~ H 3  

3. C,%30*3QFH3 

4. C 4 H 9 0 ~ ~ ~ ~ + O C 4 H g  

Cr 171 SmG 186 N 210 I [931 

5. C5H1 @=][ i e 0 C 5 H i  1 

Cr 145 SmE 180 SmC 228 N I [941 

6. N C W C 3 H 7  

Cr 67 N I [951 

7. C i H i 5 ~ ~ N = N ~ C , H l 5  

Cr (SmI 80 SmC 86) N 142 I [961 

8. ( 3 4 3 - f : @ 4 H 9  

Cr 21 1 (SmA 207) N 240 I [971 

9. C 4 H g O < z 0 z m C 4 H 9  

Cr 188 SmB 235 I [981 

w 

& '  10. 

D c  
Cr 150.5 N* 182.6 I [991 

Cr 113 N* 126 I t 1001 

the seven-membered tropone ring. As is al- 
ready known from investigations into iso- 
tropic solutions, 2-acyloxytropone deriva- 
tives show an intramolecular migration of 
the acyl substituents between the two oxy- 
gen atoms at C 1 and C2, involving a sigma- 
tropic rearrangement [ 1011. The existence 
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of mesophases of compound number 7 and 
related tropone derivatives is discussed in 
terms of the mean rod-like shape of the 
molecules due to the temperature-depen- 
dent sigmatropic rearrangement [96, 1021. 
Therefore, such materials are also called 
‘sigmatropic liquid crystals’. The choleste- 
rol compound (number 10) is among the 
first known liquid crystals, reported by 
Reinitzer in his famous work [99]. Although 
cholesterol does not have very good meso- 
genic potential, because it is a cheap natu- 
ral product it has been used relatively often 
in the synthesis of chiral materials. Related 
steroids such as cholestane (number 11) 
have also been used. A more detailed dis- 
cussion of mesogenic sterol derivatives 
can be found in Gray [38], and a short sur- 
vey of the different ring systems is given in 
Deutscher et al. [43]. 

2.2.3 Rings with Three 
to Five Atoms 

Several rings containing three to five atoms 
have been used in the design of liquid crys- 
tals. Table 15 shows some selected exam- 

Table 15. Ring systems containing three to five atoms. 

Cyclopropane Furane 9 
0 

Oxirane A Pyrrole 9 

U <x 
Cyclopentane -a-- Thladlazole N-N 

Cyclopentanone 9 
J2 

Thiazole 

+JL 

Selenophene 

9 Tellurophene 
Tetrahydrofurane 

Dioxolane-2-one x 

ples. In terms of their influence on the mes- 
ogenic properties, the small three and four 
membered rings are more comparable to 
bulky terminal substituents than to five- or 
six-membered rings [156]. We will discuss 
three-membered rings in Sec. 6.2.4, which 
deals with terminal substituents. 

Table 16 shows some analogous com- 
pounds. In comparison to the benzene de- 
rivative (compound l), all the other com- 
pounds have inferior mesogenic properties. 
It is well known that cyclobutane and cyclo- 
pentane are rather flexible, and the direc- 
tions of the linking bonds are not parallel. 
On the other hand, the cis and trans isomers, 
as they are formed during synthesis, have 
quite different properties (e.g. compound 
numbers 2 and 3). The spiro rings (com- 
pound numbers 5 and 6) are linear, but rath- 
er flexible. The examples given in Table 17 
further prove the superior mesogeneity of 
bicyclooctane derivatives. However, the cu- 
bane and bicyclopentane rings have a rela- 
tively poor mesogenic potential. 

Table 16. Compounds containing small rings. 

C , H , - - X - - C O O ~ C N  

x Cr N I Ref. 

1. + 114 259 [lo41 

2. u 47.5 141.6 [lo51 

trans-C y clobutane 

55.5 63 [lo51 3. w 
cis-Cyclobutane 

4. -0 52.2 66.5 [I061 
&/trans-C y clopentane 

5. -00- 82 154.7 [lo51 

Spiro[3.3] heptane 

6. 74 161.1 [I051 

Dispiro[3.1.3]decane 
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Table 17. Compounds of bicyclic rings (adapted 
from [ 1071). 

CH,O-Q-OOC-X-COC+~&OCH, 

X Cr N I 

1 .  -+ 211.0 281 

2. 4% 152.0 269.0 

Bicyclo[2.2.2]octane 

175.1 179.7 

Cubane 

143.0 145.5 4. -0 
Bicyclo[l.l.l]pentane 

Table 18. Comparison of five-membered rings [ 1081. 

~-CO-OC,H,S 

X Tm TN-I 

1. @ 127.4 134.3 

2. Q 132 124 

3. & 121.1 112.9 

4. Q 127.5 130.3 

5. @ 108.2 106.6 

6. l& 153.5 152.8 
Ll 

7. & 100.5 - 

CH, 

In Table 18 end-standing five-membered 
rings are compared with the mesogeneity of 
benzene. Apart from the quite polar com- 
pound 6, which probably shows association 
effects, all the rings show inferior mesoge- 
nity to that of benzene. This is probably 
mainly due to differences in the bond direc- 
tions, as Zaschke [52] and Iglesias et al. 
[ 108al investigated in detail (see Figure 2), 
and to differences in polarity. The differenc- 
es in the bond angles have a greater effect 
in compounds with five-membered rings in 
the central core. Some examples are given 

in Table 19. In particular, the 1,3,4-thiadia- 
zole ring bond in positions 2 and 5 (com- 
pound numbers 2 and 4) has good mesogen- 
ic potential, and seems to be useful in order 
to obtain compounds with smectic C or C* 
phases. The isomeric ring (compound num- 
ber 5) is much less useful. Figure 2 shows 
that the thiazole rings provide more linear 
bond directions than do the other listed 
rings. This property is reflected in the rela- 
tively high clearing temperature of com- 
pound number 3. 

S 

Figure 2. Comparison 
of the bond angles in 
five-membered hetero- 
cyclic rings. (By cour- 

J tesy of Zaschke [52]). 
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Table 19. Compounds containing five-membered het- 
erocyclic rings. 

1. c7H15-7H15 

Cr 181 Sm 205 I 

Cr 165 SmC 195 I 

~501 

[1091 

2. C7H 1 A:e&bH i 5 

3. C 7 H 1 ~ $ ~ & c 7 H 1 5  

Cr 125 (Sm 122) I [1101 

4. C 7 H 1 ~ ~ ~ ~ C 7 H 1 5  

Cr 80 SmC 149 N 159 I [1111 

5. C7H15*N-c7H15 

Cr 49 I [ 1091 

2.3 Linking Groups 

Small chemical groups between the rings of 
a liquid crystal molecule can increase the 
length of the molecule, while preserving the 
linear shape. In other cases, however, link- 
ing groups produce a bent molecular shape 
and thus diminish the mesogenic potential. 
This has been clearly demonstrated by 
Vorlander [4, 51, and one example is given 
in Table 20. An even number of carbon 
atoms in the central linking group allows a 
linear molecular shape, while an uneven 
number of atoms induces strong bending, 

Table 20. Influence of the length of the central link- 
ing group (data from Krucke and Zaschke [ 1121). 

C H , O ~ C H = N + ( C H , ) ~ + N = C H ~ O C H ,  

n Cr N I 

0 266 390 
1 161 - 0 

2 171 312 
3 134 - - 

4 156 270 

- 

in which case there are no longer nematic 
phases. Compounds of this type are called 
'twins'. 

Table 21 shows some of the common 
linking groups. The discussion of the effect 
of linking groups on liquid crystalline prop- 
erties in general cannot be restricted to the 
geometry of the molecules, because there 
are the additional effects of conjugative 
interaction with aromatic groups, effects 
due to the polarity of the linking groups and 
the influence on the cisltruns isomer stabil- 
ity in compounds containing saturated rings. 
Table 22 shows some compounds that con- 
tain unsaturated linking groups. Without 

Table 21. Linking groups 

-CHz-CHz- -cos- 
-CHz-CHz-CHz-CHz- -0OC-(CH2),-COO- 

-CH=CH- -N=N- 

-C&- -N=N- 
0 

-CH=N- 
-c&-c~c- 
-CH20- 

-coo- -CH=N-OOC- 

-CH=N-N=HC- 

Table 22. Compounds containing unsaturated link- 
ing groups (data from Goto et al. [ 1131). 

X Tln TN-I 

1. \ 64.1 146.0 

2. - 62.0 115.3 

3. a_, 62.5 112.3 

4. -a- 107.8 80-90") 

5. - -18 47.8b) 

6. - 39.0 35.8 
7. \ 58.3 -C) 

") Estimated from the behaviour of homologues. 
') Smectic B-isotropic transition. 
") Isotropic melt supercooled to 15 "C; not meso- 
morphic. 
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doubt the ranking of the linking groups with 
respect to their nematogenic potential is due 
to conjugation with the aromatic rings. As 
would be expected, the linking groups con- 
taining double bonds are more effective than 
are those containing triple bonds. The high 
TN.I of compound 1 in Table 22 is typical for 
a three-ring compound. The lack of a nemat- 
ic phase for compound 7 indicates a bent 
molecular shape. 

Some compounds containing a methylen- 
oxy group are compared in Table 23. If the 
oxygen atom has the chance to come into 
conjugative interaction with the benzene 
ring (compound l),  the hindrance of the ro- 
tation about the bonds to the oxygen atom 
is increased and thus the nematogenity is 
much higher than in the reverse case (com- 
pound 2). Comparison of compounds 3 and 
4 shows that, probably because of the high- 
er flexibility (lower rotational hindrance) of 
the methylenoxy group, these compounds 
exhibit poorer mesomorphic potential than 
do the compounds containing an ethylene 
group. 

Table 24 is compiled from the literature, 
and includes a large number of different 
linking groups. Again the influence of con- 
jugative effects can be seen; in addition, the 
effect of polarity of linking groups is illus- 
trated, e.g. by comparison of the azomethine 
group with the nitrone groups, or the azo 
group with the azoxy group. 

Table 23. Comparison of linking groups (data from 
Carr and Gray [ I  141). 

X R ,  Cr N I 

1. -CH2O- -CH, 69 ( 0  33.5) 
2. -OCH2- -CH, 63 ( 0  -210a) 
3. -CH2-CH2- -C,H, 60 62 
4. -CH,O- -C,H, 56 ( 0  30) 

") Extrapolated from data for mixtures. 

Table 24. Transition temperatures of compounds 
containing different linking groups (from Praefcke 
et al. [115]). 

M K N I 

-CH=CH- 

-CH=CCl- 
-c=c- 
-co- 

I I  

116 121 

40 38 

49 37 

40 24.5 

22 47 0 

108 70 

113 53 

32 47 

41 69 

43 71 

The effects of linking groups can be quite 
different in aromatic and non-aromatic com- 
pounds, because in the latter there are no 
conjugative effects. It can be seen from Ta- 
ble 25 that the ethylene (compound 3) and 
ethinylene (compound 4) groups, which in 

Table25 Linking groups in non-aromatic compounds. 

1. C5H11*C5H11 
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aromatic compounds possess a high meso- 
genic potential, decrease the clearing tem- 
peratures in comparison to a single bond 
(compound 1) or an ethylene (compound 2) 
group. 

The clearing temperatures of some ho- 
mologous series are displayed in Figure 3. 
The influence of the linking groups is clear- 
ly visible in the different levels of the clear- 
ing temperatures; however, there is also a 
decisive influence of the terminal substitu- 
ents, which will be discussed later. 

It is worth noting that Deutscher et al. 
[43] synthesized compounds with bent 
moieties, in which the bending was compen- 
sated for by 'crooked' spacers. Several liq- 
uid crystalline compounds have been ob- 
tained in this way by using a CH, group as 
a 'crooked' linking group between two cy- 
clohexane rings. 

2.4 Terminal Substituents 

Some of the more common terminal substit- 
uents are listed in Table 26. The most com- 
mon ones are the alkyl and alkyloxy groups. 
The behaviour within the homologous se- 
ries illustrated in Figure 3 shows that, in 
general, there is an alternation of TN-I. This 
can be explained by the alternation of the 
length-to-breadth ratio. Figure 4 shows a 
typical six-membered ring, with an attached 
alkyl group. It is easily seen that the attach- 
ment of an odd-numbered carbon atom sub- 
stituent increases the length-to-breadth ra- 
tio more than does the attachment of an 
even-numbered carbon atom substituent, 
i.e. the value of the length-to-breadth ratio 
will show an alternation. In the same sense, 
TN., alternates. 

It is well known that alkyl and related 
groups are flexible, due to the relatively low 
energy barrier of about 3.4 kJ mol-' neces- 

180 

160 

140 

p 120 
L 

f! 
100 5 

F 
12 80 

20 

0 2 4 6  8 1 0  

Figure 3. Nematic clearing temperatures in some ho- 
mologous series. (From Demus [116]). 

sary for the change from the trans to the 
gauche conformation. Alkyl chains in the 
liquid crystalline state never possess the 
ideal all-trans conformation, there being 
a mixture of all possible conformations in 
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Table 26. Terminal substituents. 

Alkyl 
Deuterated alkyl 
Alkenyl 
Alkyn yl 
Alkyloxy 
Alkylrnercapto 
Alkylamino 
Acyl 
A c y 1 ox y 
Alkylester 
A1 kylcarbonates 
Halogeno 
Cyano 
Isothioc yanato 
Nitro 
Cyanoalkyl 
C yanoethen yl 
Dicyanoethenyl 
Fluorinated methyl 
Fluorinated methoxy 
Perfluoroalky 1 

-CnH2, + I 
-CllDZn+l 

-OCnH,,z+ I 

-SC,H2,+, 
-NH-CnHzn+ I 

-CO-C,H,,,+, 

-COO-C,,Hzn+, 

-(CH2),,-CH=CH-CnH2,+l 
-(CH2),,-C~C-CnH,,+, 

-0CO- CnH2, + I  

-OCOO-C,zH,,+l 
-F, -C1, -Br, -I 
-CN 
-NCS 
-NO, 
-(CHZ),-CN 
-CH=CH-CN 
-CH=CH(CN)Z 
-CH,F, -CHF,, -CF, 
-OCH>F, -0CHF7, -0CFq 

Figure 4. Fragment of a molecule containing a ring 
substituted at the 4-position. (From Demus [ 1161). 

a temperature-dependent equilibrium. At 
higher temperatures the amount of gauche 
conformers will be higher than at lower tem- 
peratures. Of course, the number of possible 
conformers increases greatly with chain 
length. In homologous series with high 
clearing temperatures the TN.I decreases, 
because of the reduced anisotropy of the 
alkyl chains, and the alternation seen at me- 
dium chain lengths disappears. However, in 
series with low TN.Ir because of the relative- 
ly strong anisotropy of the chains, the TN., 
increases with distinct alternation. The 
‘magic’ temperature between the decrease 
and increase in TN.1 is about 70°C as can 
be derived from many homologous series. 
This principal behaviour seen in alkyl 

chains can also be found in other flexible 
chains. 

There is another general rule in homolo- 
gous series. Lower members often exhibit 
relatively high melting temperatures, T,, 
the medium-sized members (about 4-8 car- 
bon atoms) have the lowest T,, and in high- 
er members T ,  again increases. This can be 
seen in the data for a typical series displayed 
in Figure 5.  Despite this trend in the melt- 
ing temperatures, they do not show a strict- 
ly regular behaviour like that of TN-,. Be- 
cause of the high T,, in lower members the 
liquid crystalline phases are often mono- 
tropic, and only the higher members show 
enantiotropic behaviour (Figure 5) .  

In many homologous series the lower 
members are nematic, the medium members 
nematic and smectic, and the higher mem- 
bers are smectic only, eventually occurring 
in several modifications (Figure 6). Of 
course, there are also series where smectic 
phases occur in even the lowest member, 
and in a few series even in the highest mem- 
bers only nematic phases exist. Quite excep- 
tionally, in a very few series the lower mem- 
bers are smectic and only at somewhat high- 

, 

70 7 

ii 

, -  

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2  

n 

Figure 5. Transition temperatures in the homologous 
series of the 4-n-alkyloxyphenyl-4-n-hexylbenzoates. 
(Data from Schubert and Weissflog [ l  171). 

c6H13-eOCnHm+f 
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'1 270 . . 
isotropic .--.- 

220[ nematic *- . 
, B- - g: = *- - 

2 0 L .  I 
1 2 3 4 5 6 7 8 9 1 0 1 1 1 2  

n 

Figure 6.  Transition temperatures in the homologous 
series of terephthalylidene-bis-N-(4-n-alkylanilines). 
(Data from Wiegeleben et al. [ 1491). 

c,H~,,,+N=cH-Q-cH=N+c~H~~+~ 

er chain lengths do nematic phases appear 
[ 1 181. The above description shows that the 
prediction of smectic or nematic behaviour 
in mesogens is very difficult. The available 
theories [25, 1191 start from the assumption 
that there must be some attractive forces for 
the formation of smectic layers to occur. The 
attraction should be maximal between the 
polarizable rings, compared to the attraction 
to the alkyl chains. In addition to the attrac- 
tion, there needs to be a tendency to micro- 
phase separation in ring-containing and 
chain-containing microphases, the tenden- 
cy being more pronounced at higher chain 
lengths, thus stabilizing the smectic layers. 
On the other hand, model calculations by 
Frenkel [120] showed that smectic phases 
can occur without any attraction, but mere- 
ly by increasing the density of the system. 

It is a well established rule that in 
completely non-aromatic compounds (e.g. 
dialkylbicyclohexanes) smectic B and E 
phases are the preferred phases [34-361. A 
more detailed discussion of molecular struc- 
ture and smectic properties is given in Gray 
[39b]. 

Partially or completely deuterated alkyl 
chains are prepared mainly for experiments 
such as neutron scattering or nuclear mag- 
netic resonance (NMR). The transition tem- 
peratures are usually the same as or very 
similar to those of the analogous alkyl com- 
pounds [ 1211; however, exceptionally, there 
can be differences of about 10 K [96]. 

In work initiated by the research group of 
the Hoffmann La Roche company, many ho- 
mologous series containing alkenyl groups 
have been developed (see [ 122- 124,124 a] 
and references therein). There are remark- 
able alternating effects in several properties, 
depending on the position of the double 
bond. Table 27 presents the transition tem- 
peratures of some pyridine derivatives. The 
clearing temperatures show a distinct alter- 
nation. According to an explanation pro- 
posed by Schadt et al. [123], the direction 
of the double bonds in an odd-numbered po- 
sition is more parallel to the director than 
that of double bonds in an even-numbered 
position, which is in contradiction to the 
usual presentation of the shape of alkenyl 
groups. 

Compounds containing strongly polar 
groups (e.g. -CN, -NOz) deserve special dis- 
cussion. From investigations using X-rays 
and other method, it is well known that such 
compounds form double molecules that ex- 
ist in equilibrium with single molecules [32, 
125, 1261. Comparing the clearing temper- 
atures of highly polar and low polar com- 
pounds, the former show much higher TN-I 
(Table 28). Using simple arguments, this ef- 
fect has been explained by the increase in 
the molecule length by dimerization. In fact, 
however, the length-to-breadth ratio con- 
trols TN.I. Due to dimerization, the breadth 
increases by a factor of 2, and the length on- 
ly by a factor of about 1.1- 1.4, so that the 
effective length-to-breadth ratio should be 
reduced. It has been shown in many inves- 
tigations that highly polar compounds have 
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Table 27. Transition temperatures of 5-n-heptyl- and 5-n-octyl-2-(4-n-octenyloxy- 
pheny1)pyridines (reproduced, with permission, from Kelly et al. [ 1221). 

n R C-Sm SmG-Sm, Sm,-SmB or SmC SmC orSmA-I 
("C) ("C) ("C) ("C) 

1. 7 47 - 58 81 
53 68 76 84 
32 - 51 58  

2. I 
3. I 

82 84 4. 7 81 - 

5. 7 w - 38 49 60 66 

30 (29) 48 73 

8. 8 38 - 62 82 
9. 8 43 57 75 85 

11 - 40 61 10. 8 
11. 8 61 72 84 85 
12. 8 - 16 - 60 67 
13. 8 / 36 - 66 80 

23 - 53 75 14. 8 

- 

6. I - / 48 51 58 80 I .  7 w - 

- 

- 

Table 28. Clearing temperatures ofpolar and non-po- 
lar liquid crystals (data from Demus and Hauser [281). 

possible dimers elucidate the different effec- 
tive length-to-breadth ratios, which explains 
the trend in the clearing temperatures. R TN-I 

c,H,,*=N+R -CH, 25.7 

C ~ H , , O ~ C O O - &  -NO* 58 

- CN 75 

-CH, 52 (data from Ibrahim and Haase [127]). 
Table 29. Association in polar biphenyl analogues 

-CN 81.0 TN-I 

1. C 7 H 1 5 M C N  42.2 

a much higher density (packing fraction) 2. C 7 H 1 5 d 4 3 - C N  56.8 

that do low polar compounds [27, 281. This 83.3 
increase in density accounts for the increase 
in clearing temperature. This is an effect 
comparable to the increase in the transition 

is increased, because of density increase. 
Table 29 contains some data on CN sub- 

stituted biphenyl analogues. The highly po- 
lar compounds show association effects. 

the CN group with a benzene ring (com- 

groups (compound 3 ) .  The sketches of the 

3, C,HlwN 
Possible associates 

1. C,H,,-CN 

temperature that occurs when the pressure N C - 4 3 & 7 H , 5  

c7H15%7H,5 

2 .  c,H,~)+N 

The dimerization occurs by interaction of N C w C 7 H 1 5  

3. C~HI~*CN pounds 1 and 2), or interaction of two CN 
N C w 7 H 1 5  
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The halogens and the isothiocyanato 
group introduce relatively large positive 
dielectric anisotropy into the molecules; 
however, there is no association [37]. 

Several of the substituents in Table26 
contain fluorine atoms. Because of the high 
energy of the C-F bond these substituents 
are very stable, and have become increas- 
ingly important in the application of nemat- 
ics in TFT (Thin Film Technology) displays 
[128-1311. The perfluoroalkyl chains play 
a special role, for two reasons: 

1. In a typical perfluorinated alkyl the en- 
ergy difference between the gauche and 
trans conformations is relatively high 
(9.1 kJ mol-’) compared to that in an al- 
kyl (3.4 kJ mol-’) [132, 1331. Therefore 
the perfluorinated chains are much more 
stretched and thus favourable for high 
clearing temperatures. 

2. Perfluorinated moieties show a strong 
trend to segregation from alkyls and non- 
fluorinated cores [ 1341; perfluorinated 
benzene derivatives can be virtually im- 
miscible with ordinary liquid crystal ma- 
terials 11351. 

The trend to segregation has been used in 
the design of ferroelectric materials with a 
small positive or even negative temperature 
dependence of the layer thickness [136]. 
Considering this trend to segregation, Tour- 
nilhac et al. [ 137,1381 have designed ‘poly- 
philic’ liquid crystals, which consist of two 
fluorinated moieties, an ordinary alkyl part 
and the core. Compound 2 [ 1371 is a typical 

Table 30 contains transition data on some 
compounds with terminal small rings (com- 
pounds 2 and 3). Compared with the simple 
alkyloxy group (compound l), the small 
rings have an effect comparable to branched 
alkyls, but unlike that of five- or six-mem- 
bered rings. In order to obtain chiral mate- 
rials, the introduction of an oxirane or thi- 
irane ring in the terminal chains is useful 
[ 1431. 

There are many compounds with branched 
terminal substituents, particularly chiral 
materials. The effect of a branch depends 
substantially on its position in a chain 
[144-1471. ThisisdemonstratedinTable 31. 
The reduction in the clearing temperature 

Table 30. Compounds with terminal rings. 

R 

1. CqIH230- 

Cr 56 SmC 84.9 SmA 97.1 I [ 1391 

2. b ( C H z ) & -  

Cr 63.7 SmC 93.2 I ~ 4 0 1  

3. @ - - ( C H Z ) & - -  

Cr 62 SmC 83 I [141, 1421 

Table 31. Compounds containing branched pentyl 
groups (data from Gray and Harrison [ 1441). 

X + C H = N + C H = C H C O R  

-R X = phenyl X = NC- 
TSrnA-I TN-I 

F ~ ~ C * ( C H ~ ) ~ ~ O ~ C O O C H ~ C F ~  - 204 136.5 

2 Cr 95 (SmX 92) SmA 113 I y” 180 <20 

& 190.5 112 
example. Despite the fact, that the polyphil- 
ic compounds are not chiral, they exhibit 196 103 

ferroelectric properties and have a small d 199 119.5 
spontaneous polarization [ 1371. 
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is greater the nearer the branch is to the 
centre of the molecule. This can be under- 
stood by remembering the flexibility of 
alkyl chains, which increases from the 
centre towards the end of a molecule [ 1481. 
This causes an increase in the effective 
width of the chain towards its end, so that 
the effective shape of an alkyl is similar to 
a cone. An terminal branch can be easily 
packed into this cone without the need for 
additional space. A striking case is dis- 
played in Figure 7. In this homologous 
series with a terminal phenyl group the 
members exhibit alternating nematic prop- 
erties, i.e. only the even-number carbon 
atom members are nematic. Here the usual 
odd/even effect is reinforced by the bulky 
terminal phenyl moiety. In the terminal 
chains CH, groups may be replaced by an 
oxygen atom. This causes a substantial de- 
crease in the clearing temperature [150, 
15 11, the decrease being more pronounced 
the nearer the oxygen atom is to the core 
[151]. It seems that the major effect of the 
oxygen atom is to reduce the stiffness of the 
chain. 

250 

0 
0 200 ? 

150 

0 1 2 3 4 5 

n 

Figure 7. Transition temperatures in the homologous 
series of wphenylalkyl-4-[4-phenylbenzylideneami- 
no)cinnamates. (Data from Gray [144]). 

~ H = N ~ c H = c H - c ~ ~ - ( c H ~ ) " ~  

2.5 Lateral Substituents 

Common lateral substituents are the halo- 
gens and methyl, ethyl, cyano and other 
small groups. There are some uncommon 
liquid crystals that contain large lateral sub- 
stituents, even aromatic groups; these will 
be discussed later. 

Every lateral substitution leads to an in- 
crease in the breadth of the molecule, and 
thus a reduction in the length-to-breadth ra- 
tio, X .  In agreement with the van der Waals 
molecular-statistical theories, this usually 
reduces the clearing temperature. Figure 8 
shows that there is a (not very strict) rela- 
tion between X and TN.I for laterally substi- 
tuted compounds. Similar relations have 
been found between the width of the lateral 
substituents and the clearing temperature 
[ 1531. There are several reports in the liter- 
ature that prove that small lateral substitu- 
ents depress the clearing temperature less 
than do large ones [27,28,37-39,1531. Ex- 
ceptionally, in the case of highly polar lat- 
eral substituents 7'N.I may be even enhanced 
(see Table 32). Of course, in these cases al- 

0 

2 

150 j 

5 6 7 a 9 

X 

Figure 8. Clearing temperatures in dependence on 
the length-to-breadth ratio X in 2-substituted hydro- 
quinone-bis-[4-n-hexylbenzoates]. (Data from De- 
mus et al. [152]). 

C , H , 3 ~ 3 3 - 4 3 - C 8 H , 3  
R 
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Table 32. Polar and non-polar lateral substituents 
(data from Demus and Hauser [28]). 

C , H , , O ~ C O O - N = F H ~ C , H , ,  
R 

R TN-I 

1. -H 71 
2. -CN 83 

RI R2 TN-I  

3. -CH, -H 180 
4. -CN - CN 210 

so the L/B breadth ratio will be decreased. 
However, because of the strong attraction in 
polar compounds the density is increased, 
and this may overcompensate the decrease 
in TN.I resulting from molecular broadening. 

To be useful for applications, compounds 
should have as low as possible melting tem- 

peratures. There are many examples in the 
literature (e.g. [ 1541) where the T, of a com- 
pound (and thus its clearing temperature) 
has been decreased by means of lateral sub- 
stitution (see also the examples given in Ta- 
ble 33). This effect is probably due to the re- 
duction in the symmetry of the molecule, be- 
cause in less symmetric parent molecules it 
seems that the effect of lateral substitution 
is suppressed. 

The position of lateral substituents is 
quite important [154, 159-1611, as can be 
seen from the examples given in Table 34. 
Because they do not reduce the conjugation 
of the rings, substituents in the positions 3 
and 3’ depress TN.I far less than do those in 
positions 2 and 2’. On the other hand, the in- 
fluence of the size of the substituent can be 
nicely observed. The influence of lateral 
substituents on the stability of the smectic 
phase by far exceeds that on the nematic 
phase. This is clearly demonstrated by com- 
pounds 4 in Table 1. Suppression of the 

Table 33. Decrease in the melting and clearing temperatures by the addition 
of lateral substituents. 

R 

R T m  TN-I Ref. 

1. -H 125 188 [155a] 
2. -c1 79 145 [155b] 
3. -Br 76 134 [155b] 
4. -CH, 78 146 [ M b ]  
5. -C,H, 63 100 [155b] 

R, R2 R3 Ref. 

6 . H H H  Cr 192 SmA 213 I [I561 
7. F H H Cr 51.1 SmB 62 SmA 109.5 N 136.5 I 11571 
8. CN H H Cr 40 (SmA 35 N 38) I [I581 
9 . F F H  Cr 60 N 120 I [I561 

10. F H F Cr 63 N 85.5 I [I561 
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Table 34. Lateral substituents in different positions 
(courtesy of Coates [37]). 

3 '  2 ' 2  3 

Substituent Depression of TN., ("C) 

2 F  
2 c1 
2 Br 
21  

2' c1 
2' Br 
2' I 

3 c1 
3 Br 

3' c1 
3' Br 

-53.5 
-118.5 
- 138.5 
- 160 

-111.5 
- 127.5 
-153 

-73.5 
-81.5 

-27 
-39 

smectic phase by lateral substituents is 
systematically used in the design of liquid 
crystals for applications in displays. 

There are compounds in which the later- 
al substituents are shielded, so that they are 
less effective in broadening the molecule. 
Table 35 shows some impressive examples 
of this kind. There are also compounds with 
axial CN groups in cyclohexane [162, 1631 
or dioxane [164] rings, in which partly the 
shielding effect and partly the increase in 
density due to the polar group may be re- 
sponsible for the unexpectedly high clear- 
ing temperature. 

Table 35. Shielded lateral substituents (courtesy of 
Coates [37]). 

H 147 181 
c1 186.5 192.5 
Br 182.5 189.5 
I 164.5 178.5 

166.5 - NO2 

Table 36. Lateral substituents with intramolecular 
association. 

'R 

R 

-H Cr 22 N 47 I 1651 
-OH Cr43  N 63 I [ 1661 

CH=CH-COO-C'H-C,H, 
R CH3 

R 

-H Cr 82 Sm 61 SmC 89 SmA 106 I [I671 
-OH Cr 124 (SmC 118) SmA 135 I [I671 

Lateral substituents are may also give rise 
to shielding effects due to intramolecular as- 
sociation. Two examples involving the for- 
mation of intramolecular hydrogen bonds 
are given in Table 36. In both cases the lat- 
erally -OH substituted compounds have 
notably higher clearing temperatures. The 
intramolecular hydrogen bonds probably 
enhance the stiffness of the molecules, while 
at the same time dramatically improving the 
chemical stability of the highly reactive un- 
substituted Schiff's bases. 

3 Liquid Crystals 
with Unconventional 
Molecular Shapes 

As discussed in Sec. 2.1, the prototype of 
the rod-like liquid crystal molecule (1) con- 
sists of a rigid core substituted with termi- 
nal flexible substituents, and eventually 
small lateral substituents. In the last few 
years in particular many mesomorphic com- 
pounds that do not correspond to this for- 
mula have been synthesized. Such materi- 
als may be called 'unconventional' liquid 
crystalline compounds [ 1, 21. 
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3.1 Acyclic Compounds 

There are several reports of semifluorinat- 
ed alkanes, proving the existence of smec- 
tic phases [168-1711. For example, perflu- 
orodecyldecane (F(CF,) lo(CH,) has 
the following transition scheme [ 1691: 

tilted Sm 46.9 tilted SmG or SmJ 63.5 I 

The investigated semifluorinated alkanes 
exhibit smectic phases, mainly of the hex- 
agonal ordered type. However, a smectic A 
phase in an iodine derivative has also been 
reported [ 1701. 

The n-alkanes with chain lengths above 
20 carbon atoms show phases similar to 
smectic B; however, there is no final proof 
of the phase type [172]. Mesophases have 
also been observed in some unsaturated 
acids and derivatives of acids and aldehydes 
[34, 351. 

CO+N=N+C,H,, 

3 Cr 135 (N 133) I 

kanes. Ashton et al. [179, 179al found 
smectic phases in several cyclophanes con- 
taining alkyl or polyether linking groups 

4 Cr 193 SmE 196 SmA 209 I 

(e.g. 4 [179]). In the solid state the molecule 
is folded, with the biphenyl rings parallel 
one to another. This folded conformation 
would be a reasonable explanation for the 
existence of classical smectic phases in the 
cyclophanes. By comparison with the clear- 
ing temperatures of dialkylbiphenyls, there 
is a strong stabilizing effect of the smectic 
layers by the flexible linking groups. 

3.2 Flexible Cyclic 
Compounds and Cyclophanes 

3.3 Compounds with 
Cycloalkanes possess quite high flexibility 
in their rings. Moller et al. [ 173, 1741 found 
that cycloalkanes with 12-96 methylene 
groups are able to form mesomorphic 
phases. The flexible rings are folded and 
build lamellar structures that show hexago- 
nal order. 

Esters of cyclic alkane carboxylic acids 
(7 - 11 carbon atoms in the rings) are nemat- 
ic; their TN., decrease with increasing ring 
size [ 1751. 

Several crown ether derivatives with ring 
sizes of 15 and 18 atoms are mesomorphic 
[176-1781; an example is compound 3 
[176]. 

The cyclophanes, in which the long flex- 
ible chains are interrupted by typical meso- 
genic rigid cores, are related to cycloal- 

Large Lateral Substituents 

3.3.1 Acyclic Lateral 
Substituents 

Until 1983 it was generally accepted that lat- 
eral substituents diminish the mesogeneity 
of a compound, the extent of the effect de- 
pending on their size. As found by Weiss- 
flog and Demus [ 180,18 I], surprisingly, 
compounds with large flexible lateral sub- 
stituents exhibit liquid crystalline phases. 
Figure 9 shows a typical example, and illus- 
trates the dramatic decrease in the clearing 
temperature with increasing length of the 
lateral chain and the final convergence with 
long lateral chains. A similar trend can be 
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Figure 9. Transition temperatures in the homologous 
series of the 1,4-bis-(4-n-octyloxybenzoyloxy)-2-n- 
alkylbenzenes. (By courtesy of Weissflog and Demus 
[1801). 

found in many homologous series. The in- 
vestigation of several physical properties of 
such compounds delivered evidence favour- 
ing the conformation where that part of the 
flexible lateral chain exceeding five carbon 
atoms is more or less parallel to the basic 
molecule [182]. Te compound with n = 9  
shown in Figure 9 has been investigated in 
the solid state by X-ray diffraction [ 1831. 
Surprisingly, the lateral alkyl chain is in the 
all-trans conformation, and all three alkyl 
chains are nearly parallel. This conforma- 
tion deviates strongly from the rod-like 
shape, and it seems improbable that it is 
maintained in the nematic state. 

Figure 10 adds another argument to this 
discussion. The compounds with swallow- 
tailed lateral substituents show nematic 
properties. The important point in this se- 
ries is that, for higher members, TN.I in- 
creases with elongation of the lateral chains. 
This can only be explained if the length-to- 
breadth ratios increase at the same time. 

There are compounds containing two 
long chain lateral substituents that are ne- 

60 

45 30 ~~ 0 

1 2  3 4 5 6 7 8 9 1 0 1 1 1 2  

n 

Figure 10. The transition temperatures of the di-n- 
alkylketoximino 2,5-bis-[4-n-octyloxybenzoyloxy]- 
benzoates. (Data from Weissflog and Demus [ 1841). 

matic [185]. If the basic molecule is large 
enough (e.g. 5 [ 1851) the clearing tempera- 
tures that can be achieved are quite high. 

3.3.2 Lateral Ring-Containing 
Substituents 

Whereas compounds with large flexible lat- 
eral substituents, assuming that the lateral 
chains are oriented nearly parallel to the ba- 
sic molecule, may be considered as variants 
of the classical rod-like molecules, com- 
pounds with lateral ring-containing substi- 
tuents lead to completely new concepts of 
mesogens. 

The first examples of mesogens with lat- 
eral aromatic substituents were synthesized 
already in Vorlander's group [18, 1861. 
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Mauerhoff prepared the nematic compound 
6 [186]. This field of liquid crystal chemis- 
try, which was for a long time forgotten, has 
been re-activated by Cox et al. [188], Gal- 
lardo and Muller [ 1891 and Weissflog et al. 
[ 190- 1921. 

6 Cr 1 5 9 N 2 1 8 1  

In the series represented by compound 7 
[ 1881 which have monotropic nematic prop- 
erties, the lateral phenyl group is attached 
without a spacer. It is not easy to under- 
stand, why compounds with very bulky sub- 
stituents are mesogenic. Hoffmann et al. 
[ 1931 investigated compound 8 in the solid 
state by X-ray analysis. As was already 

7 C r 6 5 N 7 0 I  

O~N-+H~-OOC / 

8 Cr 185 (N 166) I 

known for related compounds, the pheny- 
lene bis(benzoate) three-ring skeleton was 
found to have a non-planar, but greatly ex- 
tended shape. The lateral substituent is 
largely aligned parallel to the long axis of 
the basic molecule. Assuming that a similar 
conformation also exists in the nematic state 
(as it has been found by Perez et al. [193a] 
in similar case), this bulky but, in total, rod- 
like molecular shape can explain the meso- 
genic properties. Similar results have been 
obtained by Weissflog et al. [ 1941 by X-ray 
analysis of an aromatic carboxylic acid with 
a bulky lateral substituent. 

In more recent papers, compounds have 
been described in which the lateral substitu- 
ents are attached via spacers [ 19 1 - 1921. As 
the spacer length is increased, the clearing 
temperatures are seen to alternate distinctly 
(Figure 11). 

Lateral substituents can be in different 
positions of the basic molecule [195], and 
lateral aromatic substituents can have sev- 
eral substituents themselves 11 9 1, 1921 or 
they can be alicyclic [191]. In the so-called 
A-shaped mesogens [196], which occur in 
nematic and smectic A phases, the aromat- 
ic lateral substituents, as in older examples, 
are bound by carboxylic groups. Matsuna- 
ga et al. [20] synthesized 1,2-benzene de- 
rivatives and 2,3-naphthalene derivatives, 
which may be considered as compounds 
with ring-containing lateral substituents, at- 
tached at a terminal benzene ring. Fig. 12 
presents the transition temperatures of a ho- 
mologous series of this type. The first com- 
pounds of this U-shaped type were already 
synthesized by Vorlander and Ape1 [ 161. Re- 
cent investigations by Attard et al. [ 1871 in 
U-shaped compounds proved the existence 
of bilayers in the different smectic phases. 

C8HI7O-@COO 0 OOC 0 OC8H,, - Q o  
COO - (C H 

100 

I , ,  - 
0 2 4 6 n  

Figure 11. Transition temperatures of w-alkylphe- 
nyl-2,5-bis-(4-n-octyloxybenzoyloxy)benzoates. (By 
courtesy of Weissflog et al. [191]). 
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Figure 12. Transition temperatures of 1,2-pheny- 
lene-bis-[4-(4-n-alkyloxyphenyliminornethyl)ben- 
zoates]. (By courtesy of Matsuzaki and Matsunaga 
[201). 

0 0 C e C H = N * C n H 2 n + t  

c O O C ~ C I I = N ~ C n H ~ n + j  

In 1,3-benzene derivatives like compound 
9, first synthesized by Matsunaga et al. 
[ 1971, recently ferroelectric properties have 
been claimed [ 197 a, 197 b]. The reinvesti- 
gation and new synthesis of several such 
“banana-shaped” molecules by different 
groups [ 197 c, 197 d] proved antiferroelec- 
tric behaviour, which is striking, because the 
molecules are achiral. 

3.3.3 Lateral Two-ring- 
Containing Substituents 

Matsunaga and coworkers [20] also synthe- 
sized compounds of benzene substituted at 
positions 1 , 2  and 3, which may also be con- 
sidered as basic molecules with two large 

ring-containing substituents (see 9 and Ta- 
ble 37). The compounds exhibit classical 
smectic B and smectic A phases. Because of 
the excessive steric crowding at the central 
benzene ring, the three substituents prob- 
ably cannot be parallel to one another, which 
may explain the relatively low transition 
temperatures compared to similar benzene 
derivatives with two substituents. It should 
be mentioned here that benzene derivatives 
with three large substituents in positions 1, 
3 and 4 exhibit columnar phases [ 1981. 

9 Cr 97.7 Sm 2 156.4 SmC, 161.4 I [197b] 

Table 37. 1,2,3-rris[4-(4-n-A1kyloxybenzylidene- 
amino)benzoyloxy]benzenes (data from Matsuzaki 
and Matsunaga [20]). 

$J-R 

Q n  N=C‘ 

R = + I 
0-Fl 

n Cr SmB SmA I 

89 ( 0  87) 119 
96 ( 0  87) 119 
96 ( 0  88) 122 
101 ( 0  85) 121 

10 100 ( 0  83) 122 
12 104 - - 119 
14 106 - - 118 

6 
7 
8 
9 
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Goring et al. [199] in three-fold substi- 
tuted benzenes found calamitic phases (e.g. 
10 [199]). The molecules are described as 
having a ‘tuning-fork-like’ shape. Due to 
the long spacers between the central ring 
and the substituents, the latter are decou- 
pled, and therefore layer structures can be 
formed. In 10. there are two smectic C* 

COOR 

O O C R G  

R =  

COOR 

- ( c H , ) r l - O ~ O ~ C ~ o C * H - C ~ ~ , 3  CH3 

10 Cr 82 SmCy 92 SmC; 112 I 

phases of different structures. The smectic 
C,* phase has a layer thickness related to the 
half-molecule length, and the smectic C ;  
phase has a layer thickness related to the full 
molecule length. The authors compare the 
situation of their sterically polar molecules 
with the situation in molecules with strong 
electric dipoles, in which polymorphism of 
smectic A and C phases is well known. With 
somewhat different substituents in the giv- 
en example, the compound exhibits two 
smectic A phases, one of which has an un- 
dulating structure [199]. 

Berg et al. [200] have reported on the liq- 
uid crystalline properties of four-fold sub- 
stituted benzene derivatives, the structure of 
which may be considered as a basic mole- 
cule with two ring-containing lateral sub- 
stituents (11 [200]). According to X-ray 
studies in the solid state, compounds of this 
type are cross shaped, with the ring planes 

11 Cr 123 (N 121) I 

of the laterally attached substituents lying 
perpendicular to those of the basic moiety. 
From this evidence the compounds would 
be expected to be discotic nematic, but the 
authors claim some arguments for classical 
nematic behaviour. 

3.4 Swallow-Tailed 
Compounds 

The swallow-tailed compounds are a special 
case of compounds with branched terminal 
substituents, with unusually large branches. 

Weissflog et al. [201] were able to show 
that the clearing temperatures with increas- 
ing length of the two terminal chains of the 
swallow tail, after passing a minimum, in- 
crease (Figure 13). This may be considered 
to indicate a somewhat stretched and par- 
allel orientation of the two alkyl chains. 

Malthete et al. [87, 2021 reported on 
some series with branching of the flexible 
chain at a greater distance to the central flu- 
orene core (e.g. 12 [87]). In the original 
paper these compounds were called ‘bi- 
forked’. 

12 Cr 36 SmA 52 I 

There are also compounds with swallow 
tails on both ends of the molecule (‘bi-swal- 
low-tailed’ compounds) (e.g. 13 [201]). 

13 Cr 94 (84 SmC) N 89 I 

Because of the very bulky swallow tails, 
the packing bi-swallow-tailed compounds 
in layers of smectic A phases would lead to 
large gaps between the cores. Therefore in 
smectic C layers the packing in which the 
molecules are shifted somewhat in the lon- 
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Figure 13. Transition tempera- 
tures of di-n-alkyl4-(4-n-octyloxy- 
cinnamoy1oxy)benzylidene malo- 
nates. (By courtesy of Weissflog 

1 I I I I I I I I et al. [201]. 
2 4 6 8 I0 12 14 16 

n 

gitudinal direction is favoured. Smectic A 
structures are stabilized by filling the gaps 
with small molecules; these are called 
‘filled phases’ [203, 2041. 

Recently, bi-swallow-tailed compounds 
that show a very unusual polymorphism 
have been described. Weissflog and co- 
workers [205] have presented a series (Ta- 
ble 38) of compounds the lower members of 
which show classical smectic C and nemat- 

ic phases, while discotic oblique phases be- 
gin to appear at chain lengths of 12 carbon 
atoms. The re-entrant smectic C phase in the 
member with IZ = 12 is unique. This series 
shows a position between calamitic and dis- 
cotic mesomorphism, similar to that shown 
by the tetracatenar compounds (discussed in 
Sec. 3.5.3). 

Weissflog et al. [206] in another series of 
bi-swallow-tailed compounds, found very 
complex polymorphism (see 14). In the 

14 n = 8  Cr 126 SmC 195 Cub 243 I,, 250 N 312 I 
n=9 Cr 125 Col,, 158 SmC 195 Cub 238 I 

Table 38. Bi-swallow-tailed compounds (data from Weissflog et al. [205]). 

n Cr SmCr, colob SmC N I 

8 0 89 - - 0 191 276 
9 0 91 - - 0 197 245 

10 0 104 - - 0 194 229 
11 0 106 - - 0 189 219 
12 0 95 0 117 154 0 187 209 
13 0 102 - 0 175 0 184 - 0 

14 101 - 180a) - - 0 

16 0 104 - 0 178 - - 0 

0 

”) On cooling the isotropic liquid, the smectic C phase appears, which transforms to Col,, at 175 “C. 
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member with n = 8 the very rare phenome- 
non of a re-entrant isotropic phase occurs. 
All phase transitions have been proven by 
calorimetry. This series also shows a beha- 
viour comparable to that of polycatenar 
compounds, with some compounds being 
able to form smectic and nematic as well as 
columnar and cubic phases. A comparing 
investigation deals with the behaviour of 
swallow-tailed compounds with linear res- 
pectively cyclic siloxane substituents [206a]. 

3.5 Polycatenar Compounds 
Polycatenar compounds possess two to six 
flexible chains attached at the terminal rings 
of large rod-like cores, and are called bi-, 
tri-, tetra-, penta- and hexacatenar com- 
pounds, respectively. Malthete et al. [21] 
have published a good review that explains 
many details about this substance class. 

3.5.1 Bicatenar Compounds 

The bicatenar compounds are, of course, in 
most cases classical rod-like molecules, 
which have been dealt with already. How- 
ever, there are some examples in which the 
two substituents are not in the para position, 
and these deserve special attention. 

Compound 15 [207,208] compares a clas- 
sical rod-like molecule with the analogous 
bicatenar compound, which has an addi- 

d 
15 R=H-  C r 9 2 S m B l l l N 2 8 0 1  

R=C,H,,O- Cr 131 SmA, 141 I 

tional long flexible chain in the meta posi- 
tion. The substitution in the meta position 
causes a substantial decrease in the clearing 
temperature. Bicatenar compounds of sim- 
ilar structure have also been synthesized by 
Nguyen et al. [209]. 

3.5.2 Tricatenar Compounds 

There are several examples of tricatenar 
compounds with three-ring cores, which 
exhibit the classical nematic and smectic 
phases [21]. Compared to related com- 
pounds that are unsubstituted in meta posi- 
tion, there is a remarkable decrease in the 
clearing temperatures in these compounds. 
The phase behaviour of the tricatenar com- 
pound 16 [210] is quite exceptional. 

3.5.3 Tetracatenar Compounds 

Considering the different positions (ortho, 
meta and para) of substituents, there are 
several possibilities, as discussed by Mal- 
theteet al. [21]. We present herejust one ho- 
mologous series, which shows the interme- 
diate character of the tetracatenar com- 
pounds between that of calamitic and that of 
discotic compounds. The transition temper- 
atures of this series are given in Table 39 
[21]. The lower members exhibit classical 
smectic phases, the middle members exhib- 
it, in addition, cubic phases, and the higher 
members exist in columnar phases, which 
according to the proposal of the Bordeaux 
group [21] are designated as 4j (from 
‘phasmidic’) phases. 

The change from lamellar to columnar 
phases has been observed in several tetra- 
catenar series [2 11. Obviously, the predom- 
inant influence of the cores in the lower 
members stabilizes lamellar phases, while 
the increasing influence of the flexible 
chains in the higher members leads to the 
dominance of columnar phases in these 
compounds. Cyclohexane rings have also 
been introduced into tetracatenar com- 
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Table 39. Transition temperatures of tetracatenar compounds (by courtesy of Malthete et al. [21]). 

R 

R =n-CnH2,,+10- R 

n Cr SmC Cub @h I 

7 0 152 0 183 - - 

8 0 148 0 176 - - 

9 146.5 0 168.5 - - 0 

10”) 144 0 156 0 165 - 

l l h )  144 146 163 - 0 

127 142 - 162 - 0 

13 0 141 - - I63 
14 0 140 - - 0 163 0 

@, Hexagonal columnar (phasmidic) phase. 
”) On cooling: I 157 SmC 138 Cr. 
’) On cooling: I 158 (9, 147 Cub 140 SmC 135 Cr. 
‘) On cooling: I 160 (9, 138 Cr (the hexagonal columnar phase has a large lattice constant). 

pounds [21], and ester groups have been 
exchanged for thioester groups [2121. An 
X-ray investigation of the solid state of a 
thioester compound [212] has shown the 
nearly parallel orientation of the long-chain 
substituents, and the smectic C like lamel- 
lar structure, which is typical of a segrega- 
tion of an aromatic core and aliphatic flex- 
ible substituents. 

3.5.4 Pentacatenar and Hexa- 
catenar (Phasmidic) Compounds 

The few pentacatenar compounds that have 
been described in the literature all exhibit 
columnar (phasmidic) phases [21]. Typical 
examples of hexacatenar materials are pre- 
sented in Table 40 [21]. Despite their simi- 
larity of having five benzene rings in the 

Table 40. Transition temperatures of phasmidic compounds (by courtesy of Malthete et al. [21]). 

R R 

R R 

n Cr @ob @h I 

7 
8 
9 

10 
11 
12 
13 
14 

82 87 
69 0 87 
73 0 87 
60 0 90 
83 - 
88 - 
90 - 
85 - 

Qh, Hexagonal columnar (phasmidic) phase; Oblique columnar (phasmidic) phase. 
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Table 41. Transition temperatures of 2,3,4-trialkyl- 
oxycinnamic acids (data from Praefcke et al. [213]). 

0--H- *OR 

R 0 W - W  

RO OR R = -CnH2n+, 

n Cr Nb I 

4 75.6 ( 0  67.9) 
6 51.2 59.6 
8 54.2 ( 0  50.9) 

core, the melting and clearing temperatures 
of these compounds are very low compared 
to those of classical five-ring calamitic com- 
pounds. This fact and the occurrence of the 
columnar (phasmidic) phase are clearly due 
to the high concentration of aliphatic chains 
in the molecules. 

Hexacatenar compounds derived from 
cinnamic acid exist as dimeric molecules 
(Table 41) [213]. The compounds represent 
the seldom occurring biaxial nematic phase. 
Some compounds with four rings in the core 
are also nematic; however, their biaxiality 
has not been proven [213]. 

3.5.5 Summary of the Phase 
Behaviour of Compounds with 
More than Two Flexible Chains 

The phase behaviour of compounds with 
more than two flexible chains is summar- 
ized in Table 42. 

3.6 Twins and Oligomers 

Twins consist of two entities typical for liq- 
uid crystals that are connected either direct- 
ly or indirectly by a spacer, which can be 
rigid or flexible. Vorlander’s group have 
synthesized compounds which, according to 
the modern nomenclature, are called ‘twins’ 
(e.g. [214]; see compounds 3767-3769 in 
[34]). In ‘Siamese’ twins [215] two exactly 
equal moieties are attached to one another. 
The bond between the entities can occur in 
different positions and be composed of dif- 
ferent linking groups. A survey of the twin 
types known up until 1988, is given in [2]. 
Some twins and oligomers are shown sche- 
matically in Table 43. 

Table 42. Phase behaviour of lateral long-chain substituted, swallow-tailed and polycatenar compounds. 

Compound type No. of chains in Phase 

rnetu-position para-position N or Sm Cubic Columnar 

Lateral long chain 1 
Swallow-tailed 0 
Bi-swallow-tailed 0 
Hexacatenar 4 
Pentacatenar 4 

3 
Tetracatenar 4 

3 
2 

Tricatenar 2 
1 

2 
2-3 

4 
2 
1 
2 
0 
1 
2 
1 
2 

”) Nematic biaxial. 



3 Liquid Crystals with Unconventional Molecular Shapes 163 

Table 43. Types of twins and oligomers. 

1 .  

2. 

3. 

4. 

5. 

6. 

7. 

- 
Fused twins 

=zz= 
Ligated (lateral- lateral) 

Lateral- terminal Trimer: 
Lateral - terminal-lateral - 

Tail-to-tail Oligomer: 
(terminal-terminal) terminal- terminal 

[-" 

Cyclic dimers and oligomers 

Dimer: calamitic-discotic 

x 
Star-like oligomer 

3.6.1 Fused Twins 

In fused twins the two mesogenic moieties 
are linked rigidly. Four-fold substituted ring 
systems (e.g. 17 [216]) can belong to this 
class. Induced in the research in this area are 

17 Cr 218.5 N 287 I 

many metal complexes (see Sec. 3.9.3 of 
this chapter) that, in principle, belong to the 
class of fused twins. 

3.6.2 Ligated Twins 

In ligated twins the mesogenic units are con- 
nected in a central position by arigid or flex- 
ible spacers. The first examples of such 
compounds with a rigid spacer (18) were 
synthesized by Griffin et al. [217, 2181. 

Twins of this type have much higher 
clearing temperatures than do the 'single' 
mesogens; however, because of the in- 
creased melting temperatures, the meso- 
genity in some cases appears less pro- 
nounced [217-2191. Weissflog et al. [220, 
2211 have reported twins with long flexible 
linking groups. With regard to the depen- 
dence of the clearing temperature on the 
length of the linking group, there is a pro- 
nounced alternation [220] (Figure 14). This 
alternation in the TN-I is caused by the alter- 
nating molecular length-to-breadth ratios. 

There are also twins in which the linking 
groups contain ring systems [220, 2211. 
Some of these may be considered as trimers 
(e.g. 19 [220]). 

The behaviour of oligomers with such 
high clearing temperatures cannot be dis- 
cussed simply on the basis of their length- 
to-breadth ratios. Obviously the parallel 
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160. 
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Properties 
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1 

3 5 7 9 11 n 

Figure 14. Transition temperatures of the a,@- 
bis[2,5-bis(4-n-octyloxybenzoyloxy)benzamido] al- 
kanes. (By courtesy of Weissflog et al. [220]). 

orientation of the mesogenic units, which is 
necessary for the stabilization of the nemat- 
ic state, is already present in the oligomer 
molecules. 

3.6.3 Twins with Lateral- 
Terminal and Lateral-Lateral 
Linking 

If in the above discussed compounds with 
substituents containing large lateral rings 
(see Sec. 3.3.2 of this Chapter) the latter are 
large enough, they may themselves be con- 
sidered as mesogenic units and the com- 
pounds that contain them then represent a 
new class of twins. By means of systematic 
elongation of the lateral substituents, Weiss- 
flog et al. [220,221] have produced exam- 
ples of this kind of compound (Table 44). 

Table 44. From laterally substituted compounds to 
twins (data from Weissflog et al. [221]). 

C ~ H ~ + @ C ~ O Q C - Q - C W V  

COOCHz* 

R Cr SmC N I 
~ 

-H 98 - 98 

Tschierske et al. [222,222a-c, 2411 have 
synthesized liquid crystalline trimers and 
tetramers with lateral linking. Some of them 
are compared with related compounds in 
Table 45. 

3.6.4 Twins with Tail-to-Tail 
(Terminal-Terminal) Linking 

Terminal bond twins have been synthesized 
by Vorlander [223] in his studies on the in- 
fluence of central linking groups on the mes- 
omorphic properties of molecules. Figure 
15 shows the pronounced alternation in the 
transition temperature in a series of com- 
pounds. This is due to the alternation of the 
molecules between the most elongated and 
the bent shape. 

There are several reports of twins with 
flexible tail-to-tail linking. In most cases 
two equal units are linked; twins of this kind 
have been called 'symmetric' [224, 225, 
225al. Recently a series has been reported 
in which the lower members are smectic, 
and only at spacer lengths above six carbon 
atoms do the compounds appear nematic 
[225]. In other cases two unequal units are 
connected, producing a 'non-symmetric' 
dimer [226-228,228a-b]. There have also 
been detailed investigations of the flexibil- 
ity of the linking groups [228, 2291, and 
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Table 45. Laterally linked trimers (by courtesy of Andersch and Tschierske [222]). 

CH3 

Cr 78 (SmC 74) SmA 109 N 113 I 

HZlClOO &0c10H21 

Cr 93 SmC 120 SmA 164 I 

3. H21ClOO 

0 

HZl C l  00 &ocloHzl 

Cr ? SmA 159 I 

H,,C,oO q3&(30c10H21 

Cr 73 (g 8) SmA 124 I 
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Figure 15. Transition temperatures of tail-to-tail 
twins. (Data from Vorlander [223]). 

C ~ H ~ O ~ N = N ~ O O C - ( C ~ ) ~ - O O C ~ N = N - Q O C ~ H ~  

dimers involving siloxane containing link- 
ing groups have been synthesized [220,23 1, 
231 a]. Attard and Imrie [232] have synthe- 
sized dimers with terminal linking groups 
that contain rings bearing long-chain later- 
al substituents. Because of the ring-contain- 
ing centre, these molecules are called 
‘trimers’ (see 20 [232]). 

O - C 4 H g O w C N  

COO(CH,),CH$ 

20 Cr 130N 141 I 

Symmetrically substituted linear trimers 
also exhibit the odd-even effect [232a]. 
Twins with phasmidic-like molecular struc- 
ture occur in columnar phases [232b]. 

There are a number of mesogenic salts of 
group I1 metals and of mesogenic metal 
complexes, which have the typical molecu- 
lar architecture of twins. Such materials are 
dealt with in Sec. 3.9 of this chapter. 

3.6.5 Cyclic Dimers 
and Oligomers 

Percec and Kawasumi [233,234] have syn- 
thesized cyclic oligomers using polyether 

Table 46. Cyclic oligomers (data from Percec and 
Kawasumi [233]). 

2 Cr 1801 
3 g 5 2 N 8 1 I  
4 
5 

g 52 Cr 64 N 115 I 
g 47 N 108 I 

chains to link biphenylphenylbutane deriv- 
atives. Beginning with the trimer, the oli- 
gomers are mesomorphic (Table 46). The 
compounds show a pronounced trend to the 
glassy state. The already mentioned cyclo- 
phanes [179, 179al also can be considered 
as cyclic dimers. 

3.6.6 Calamitic-Discotic Dimers 

In order to investigate the gap between dis- 
colic and calamitic liquid crystals and in an 
attempt to obtain biaxial nematics, Fletcher 
and Luckhurst [235] synthesized hybrids of 
rod-like and disk-like mesogens, by linking 
two units to dimers. Among the several 
compounds of this type is one example that 
shows nematic behaviour (21); however, the 

C5H1b P’ 

detailed nature of this phase could not be in- 
vestigated. In mixtures with 2,4,7-trinitro- 
9-fluorenone compounds of this type give 
rise to EDA complexes, which are respon- 
sible for the occurrence of nematic phases 
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consisting of columns of these complexes 
[235] .  Novel twin compounds in which 
disk-like electron donor and acceptor 
groups are covalently bond, form columnar 
phases [235 a]. 

Budig et al. [236,  2371 combined a py- 
ramidal core with six rod-like units by syn- 
thesizing tribenzocyclononene derivatives. 
With regard to the lengths of the spacers 
between the core and the rods, with short 
spacers they obtained columnar phases, and 
with long spacers they obtained smectic 

(mainly A and C )  and nematic phases (Ta- 
ble 47). Obviously the long spacers decou- 
ple the core and the rod-like units. Howev- 
er, some effect of stabilizing the mesophase 
remains, as can be seen by comparing the 
clearing temperatures of the analogous 
monomeric compounds with those of the 
oligomers listed in Table 47. 

Kreuder et al. [238]  have synthesized a 
trimer consisting of two discotic units linked 
by a rod-like moiety. The mesophase of this 
compound has not been clearly classified. 

Table 47. Transition temperatures of oligomers derived from tribenzo- 
cyclononene with rod-like units (by courtesy of Budig et al. [237]). 

Cr 67 Col 139 I 

Cr 60 Col278 I 

Cr 118 Col 35.5 Idecomp 

Cr 114-115 I 

Cr 140-142 I 

Cr 117 SmA 159 I 

Cr 144/1.52 SmA 160 I 

Cr 165 (SmA 133) I 

Cr 77 SmC 89 I 

Cr 78 (N 75.5) I 
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3.6.7 Star-Like Compounds 
In contrast to older models of the classical 
molecular shape of mesogens, some meso- 
gens are star-like oligomers with flexible 
central units. 

Eidenschink et al. [239] have synthesized 
derivatives of pentaerythritol (e.g. 22). 

CH200CR 
RCOOH2C-C-CH200CR 

CH~OOCR 

22 SmX 152 SmB 229 SmA 275 I 

Compounds with shorter spacers showed 
poor or no liquid crystalline properties. 
From this and the results of X-ray investi- 
gations it is concluded that the long meso- 
genic substituents are bent at the spacers, 
yielding a more elongated molecular shape 
despite the tetrahedral symmetry of the cen- 
tral carbon atom. 

Using nitromethane-trispropanol, pen- 
taerythritol or dipentaerythritol as the cen- 
tral unit and typical rod-like units with no 
spacers, Wilson [240] produced three-, four- 
and six-armed star-like molecules that 
showed smectic (mostly type A) and nemat- 
ic phases. In order to explain the existence 
of the mesophases, Wilson compared the 
molecules to small sections of side-group 
polymers, where the flexibility of the cen- 
tral unit is emphasized. 

Zab et al. [241] linked glycerol, penta- 
erythritol and 1,1,1 -tris(hydroxymethyl)- 
ethane via spacers of different lengths to 
2-phenyl- 1,3,4-thiadiazole as rod-like units. 
Several of the trimers and tetramers obtained 
yielded smectic phases, usually of type C. 

3.7 Epitaxygens 

ring in these materials are unique, and the 
compounds have therefore been called epi- 
taxygens. Figure 16a shows the chemical 
formula of a five-fold substituted tripty- 
cene, which in its mesomorphic state forms 
layers containing the hard cores in a hexag- 
onal arrangement and sublayers containing 
the flexible alkyl chains (Figure 16b). 

U 

Figure 16. (a) A triptycene derivative substituted. 
with five chains of equal length. (b) The lamellar 
structure of trypticene derivatives. (By courtesy of 
Norvez and Simon [242]). 

Norvez and Simon [242] have reported trip- 
tycene derivatives. The mesophases occur- 
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3.8 Associated Liquid 
Crystals 

Since Vorlander's work in the 1920s, it has 
been known that carboxylic acids can be liq- 
uid crystals, but that their esters are either 
not mesogenic or are less so [ 5 ] .  Weygand 
[ 15 11 concluded that the acids occur as di- 
mers, the carboxylic groups forming an ad- 
ditional ring. In their investigations on carb- 
oxylic acids Bennett and Jones [243] found 
that alkyloxybenzoic acids are nematic. A 
solid-state X-ray investigation of anisic ac- 
id [244] produced structure 23 for this ring. 

)- cco 0--H ----H--O - - - 0  

23 

At present several hundred mesogenic 
carboxylic acids are known. The dimeriza- 
tion occurs due to hydrogen bonding. Ex- 
changing the hydrogen atom in the hydrox- 
yl group for deuterium leads to a slight de- 
crease in the clearing temperatures, because 
deuterium bridges are weaker than hydro- 
gen bridges [245] (see 24). 

24 X = H :  Cr 100.8 SmC 107.8 N 147.8 I 
X = D :  Cr 99.5 SmC 105.0N 144.5 I 

There are few examples of liquid crystal- 
line primary amides of carboxylic acids (e.g. 
25 [246], further [247]). The unusually high 
transition temperatures of these compounds 
(two ring Schiff bases usually have a phase 
transition temperature below 100 "C) are 
due to the formation of dimers. 

C H 3 0 e C H = N & C O N H *  

F F  

25 Cr 238 Sm 268 I 

Compounds containing polar groups such 
as -CN or -NO2 show a strong tendency to 
dimer formation. The effect on the meso- 
genic properties has been discussed in 
Sec. 2.4 of this chapter. 

Derivatives of pyridine [248], derivatives 
of pyrimidine [249], pyrazine [250] and oth- 
er substance classes contain lateral hydrox- 
yl groups, which give rise to strong associ- 
ation effects. The formation of mesophases 
in binary systems of pyridine derivatives 
and carboxylic acids is a specific field of re- 
search [250a-253, 253a, 253bl. In most 
cases complex formation leads to an in- 
crease in the length-to-breadth ratio, and 
different liquid crystalline phases can be in- 
duced. This is illustrated by the example 
shown in Figure 17 [250]. 

Using a tetrapyridyl compound and a di- 
carboxylic acid, Wilson [254] has been able 
to construct a highly ordered polymeric liq- 
uid crystalline network. 

Liquid crystalline diols may be consid- 
ered as having a structure intermediate 
between that of non-amphiphilic and amphi- 
philic liquid crystals, i.e. like soaps, ten- 
sides, phospholipids and sugars. Compound 
26 [255] exhibits phases that are similar in 

CH2OH 

C d - k r @ c  
CHzOH 

26 Cr 85.9 SmB* 113.3 SmA* 116.0 I 

structure to the classical smectic A and B 
phases, but because of strong association it 
is not miscible with such phases. Even sim- 
ple n-alkane- 1,2-diols with sufficiently long 
alkyl chains form thermotropic and lyotrop- 
ic mesophases [256]. Staufer et al. [257] 
have produced cis,cis-(3,5-dihydroxycy- 
clohexyl)-3,4-bis(alkyloxy)benzoates that, 
depending on the length of the alkyl chains 
exhibit smectic, cubic or hexagonal colum- 
nar phases. 
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Intermolecular Hydrogen Bonding r 

Extended MesogenJ 

(HBA), CR 106 N 153 I 
HBA-PYR CR 102 SmA 130 N 155 I 
PYR Cr 1101 

In recent years many different diols 
(e.g. [258-261]), tetraols [262-2651 and 
polyols (mainly derived from sugars [266- 
270, 270 a]) have been synthesized. Com- 
pounds of these classes are amphiphilic. 
They are mentioned briefly in Sec. 4.5 of 
this chapter and are dealt with in detail in 
Volume 3 of this book. 

3.9 Salt-Like Compounds 
and Metal Complexes 

Salts of carboxylic acids were among the 
earliest known liquid crystalline materials 
[27 11 and were investigated systematically 
by Vorlander [272]. There are mesomorphic 
salts of aliphatic and aromatic carboxylic 
acids, and in recent years several addition- 
al metals have been introduced. Mesophas- 
es have also been found in ‘inverse’ salts, 
i.e. salts consisting of organic cations and 
inorganic anions. A specific area of inves- 
tigation is liquid crystalline metallorganic 
compounds, because such materials can 
have special physical properties (colour, 
magnetic properties, labels for Mossbauer 
spectroscopy, and electrical conductivity). 
More details can be found in the literature 
[273 -2751. 

Figure 17. The formation of a meso- 
genic complex from hexyloxybenzoic 
acid (HBA) and a pyridine derivative 
(PYR). (By courtesy of Kato et al. 
12501). 

3.9.1 Salts 

Most mesogenic salts derived from aliphat- 
ic acids, (R-COO), M (R = alkyl (normal 
and branched) or alkenyl; M = Li, Na, K, Rb, 
Cs, NH;, T1, Pb or other metal) form layered 
structures (lamellar phases, neat phases) 
that are similar to smectic A phases. How- 
ever, mesogenic salts form double layers 
and are not miscible with smectic A phases 
[276]. Some of the materials show very 
complicated polymorphism with a large 
number of mesophases [276-2791. In gene- 
ral, the transition temperatures of the salts 
are quite high compared with those of non- 
polar liquid crystals. Most of the salts can 
also form lyotropic liquid crystals. 

Mesogenic salts can also be derived from 
ring-containing carboxylic acids. They in- 
clude salts of Na, K, Rb, Cs or T1 with sub- 
stituted benzoic acids, substituted cinnamic 
acids, mandelic acid or cyclohexyl carbox- 
ylic acid [277]. The materials exhibit lamel- 
lar phases. 

3.9.2 Inverse Salts 

Compound 27 [280] may be used as an ex- 
ample to demonstrate this substance class, 
the members of which form smectic-A-like 
layer structures and are usually also lyotrop- 
ic liquid crystalline. 
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Arkas et al. [281] have preparec, cyano- 
propylalkyldimethylammonium bromides 
that show smectic A phases. There are also 
materials that show smectic A and C phas- 
es [282]. The smectic A phases of substitut- 
ed pyrimidinium salts are completely mis- 
cible with non-polar pyrimidine derivatives 
[283]. 

The lipids, in which salts are formed by 
groups of different polarity within the same 
molecules, are typical amphitrophic liquid 
crystals [42]. 

3.9.3 Metallomesogens 

The metal atoms can be bond by coordina- 
tion bonds, either in a slat-like fashion or, 
more rarely, by o-bonds [284]. Irrespective 
of the nature of the bonds the compounds 
may be called metallomesogens [274]. De- 
pending on the geometry of the molecules, 
metallomesogens can be calamitic or disco- 
tic. Rod-like mercury containing com- 
pounds were prepared by Vorlander's group 
[5 ,  2851. 

Compound 28 [285] and many other met- 
allomesogens can be considered as twins. In 
many cases (e.g. 29 [286] the ligands are 
themselves liquid crystals. 

28 Cr 180N 1841 

29 Cr 166N 1761 

There are metallomesogens that contain 
Ni, Pd, Pt, Cu, Ag, Au, V, Fe, Rh, Ir, Zn, Cd, 
Hg, Pb, rare earths [274], Mn [287], Rh 

100 
0 5 10 15 

n 

Figure 18. Transition temperatures of silver com- 
plexes. (Data from Bruce et a]. [289]. 

[287] or Co [288]. Conventional nematic 
and smectic A, C and G phases have been 
found. 

The silver complexes reported by Bruce 
et al. 12891 show quite unusual polymor- 
phism. In addition to conventional nematic 
and smectic phases, in several members of 
the series cubic phases have been observed 
(Figure 18). These cubic phases, in contrast 
to the case in other thermotrophic homolo- 
gous series, exist even in members having 
relatively short alkyl chains. 

It is worth noting that many of metallo- 
mesogens are intensely coloured, and thus 
their use as guest-host effect dyestuffs has 
been tried. 

4 Discotics 

The first papers on discotic liquid crystals 
were those by Chandrasekhar et al. [7] and 
Billard et al. [8]. There are several reviews 
[9- 14, 2901 of this topic, which now com- 
prises more than 1000 compounds of quite 
different substance classes. In the follow- 
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ing, with the aid of selected examples, some 
of these substance classes are described. 

4.1 Derivatives of Benzene 
and Cyclohexane 

Most of the discotic compounds consist of 
a central core to which are attached 3-12 
substituents, which may contain ring sys- 
tems and/or flexible chains. The most sim- 
ple central core is the benzene ring, which 
was used for the synthesis of the first disco- 
tic compounds [7]. 

Some of these compounds have three 
flexible substituents at positions 1, 3 and 4 
(30 [291]). The molecular shape does not 

R c=o 
I 

H3C .'.eH3 0 N,H c=o 
O=C R 

R 
30 R = -C,,H,, Cr 123 Col,, 152 N, 192 I 

seem typically discotic; however, due to asso- 
ciations in this amide compound the effec- 
tive molecular structure may be different. 

1,2,3,4-Tetrasubstituted [292], 1,2,3,5- 
tetrasubstituted [293] and pentasubstituted 
[293] benzene derivatives can also be dis- 
cotic. The most typical structure is the six- 
fold substituted benzene, which was used in 
the first discotic materials [7]. The substit- 
uents can be different in nature (31 [7]). 

31 R =  83.4 I 

Instead of the flat, stiff benzene ring, the 
more flexible and chair-like cyclohexane 
ring (a derivative of scylloinositol, a natu- 
ral sugar) can be the central moiety (32 
[2941). 

32 R=C,H,,+, 

4.2 Large Ring Systems 

Some large ring systems used as central 
cores in discotic compounds are listed in Ta- 
ble 48. In particular, triphenylene has been 
used frequently. Most of the rings are flat 
and stiff. The substituents are flexible, di- 
minish the melting temperatures and have 
been considered as essential for the forma- 
tion of discotic structures. However, start- 
ing from scylloinositol (a cyclohexane de- 
rivative), Kohne et al. [305] prepared the 
hexaacetyloxy derivative, which proved to 
be columnar. Variants have been synthe- 
sized from hexakis(pheny1-ethyny1)benzene 
in which one of the phenylethynyl groups is 
exchanged by alkyloxy or a flexible group 
linking two of the ring systems into a 
dimer; both yield biaxial nematic discotic 
phases [306]. 

Keinan et al. [307] have prepared dis- 
cotic tricycloquinazoline derivatives. 

The triphenylene derivatives 33, which 
have been synthesized by Ringsdorf et al. 
[308], can be considered as heptamers. Like 
many of the compounds containing large 
molecules as their cores, the heptamers have 
a strong tendency to glass formation, and 
solid crystals could not be obtained. The 
clearing temperatures indicate that the 
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Table 48. Large discotic cores. 

Core compound R Ref. 

1. Rufigallol 

R*; R 

O R  

2. Triphenylene 

R O  O R  
R R 

Hexa-n-octanoate 

F F  

CnF2,+l-(CH,)2-O0C-CH2-O- 
Unequal substituents 

3. Truxene 

RQ# 

R R  

4. Bipyran-4-ylidene 
R xR 
R R 

5 .  Dibenzopyrene 
OR 

OR 

6. Hexakis(pheny1-ethyny1)benzene 
R 

C P , "  + I - 

R R 

[300, 3031 
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lengths of the spacers control the meso- 
genity. A chain length of n=9 seems to be 
the most appropriate, probably because of 
the optimal space filling. 

4.3 Complex-Forming 
Salts and Related Compounds 

Some salt-like compounds with wedge- 
shaped molecules (e.g. 34 [309] and 35 
[310]) show columnar phases over wide 
temperature ranges. 

oiH:OONa 

RI, 

R+COOK 

RB 

35 

In order to form a disk-shaped unit, two 
or three of the molecules should be associat- 
ed, similar to hydroxy compounds (dis- 
cussed in Sec. 4.5 of this chapter). It is inter- 
esting that the corresponding free acid is not 
mesogenic; however, the related compound 
36 [311] does exhibit a columnar phase. 

Oligooxyethylene esters of this acid also 
display enantiotropic hexagonal columnar 
mesophases [312]. Brienne et al. [313] 
found hexagonal columnar phases in binary 
systems of non-mesogenic compounds, due 
to the formation of hydrogen bonded com- 
plexes. 

Compounds 1 and 2 in Table 49 are ex- 
amples of discotic metal complexes. They 
consist of two extended units, linked by the 
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Table 49. Discotic metallomesogens (by courtesy of Chandrasekhar [ 141). 

1 .  bis(4-n-Decylbenzoy1)methanato copper(I1) [3 141 4. Benzo- 15-crown-5-substituted phthalocyanine 

2. bis-(3,4-Dinonyloxybenzoyl)methanato copper(I1) 

3. Octa-substituted metallophthalocyanine 

tetracoordinated metal atom. Examples 5 
and 6 are also of this type. After complex 
formation, the phase behaviour depends on 
the resulting shape of the molecule. As dis- 
cussed in Sec. 3.9, complexes with more 
rod-like shapes form nematic and smectic 
phases, while complexes with board- or 
disk-like shapes tend to discotic behaviour. 

Several metallomesogens with nonpolar 
solvents like alkanes are able to form co- 

5 .  Tetrakis(alkyldithiolato)dinickel(II) [3 181 

"7 z ; N i H s 7  'S/ " 

R 
-< s\ Ni, s l  

's' ' s  R 

6. Binuclear copper carboxylate 13 191 

lumnar nematic phases [319a-319fl, in 
which the building units are columns con- 
sisting of the discotic molecules, separated 
by the nonpolar solvent. Columnar nematic 
phases can be formed also in mixtures of co- 
lumnar charge transfer complexes and non- 
polar solvents [319a, 319b, 319d, 319gl. 

Large disk-shaped rings like substituted 
tetraphenylporphyrins [320] or substituted 
phthalocyanines [32 11 can exhibit columnar 
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phases. However, the mesogenity is more 
pronounced in the metal complexes of such 
materials [316, 317, 320-3241. Two exam- 
pales of phthalocyanine complexes, one 
with a flexible long-chain (compound 3) 
and one with flexible cyclic substituents 
(compound 4) are given in Table 49. 

Cyclic oligoamides such as 37 [324] are 
mesomorphic. The open chain analogues (e.g. 
38 [324]) show columnar phases [324-3261. 

0 0 
R - 8  6 - R  

R-C’ ‘C-R 
6 6 

37 Cr 108 

R =  

Col, 154 I 

A n n  nnnn Iry r;’ y E y  y y y y4 
I< I< R I< I< I< K I< R 

Cr 99 (Col, 93) I Cr 117 (Col, 105) I 

The formation of charge transfer (EDA) 
complexes between suitable components 
may induce columnar [327-3291 or nemat- 
ic discotic phases [329-3311. Also the for- 
mation of intramolecular EDA complexes 
in twin molecules can influence the meso- 
morphic properties substantially [3 10,3321. 

4.4 Pyramidal (Bowlic), 
Tubular and Related 
Compounds 
The cores of many discotic compounds are 
relatively flat. In contrast to this, there are de- 
rivatives of macrocycles that deviate substan- 
tially from the flat shape, being rather cone- 
shaped [333, 3341. These compounds are 
called ‘pyramidic’ or ‘bowlic’ compounds. 

Zimmermann et al. [333] have prepared 
the substituted tribenzocyclononatriene (cy- 
clotriveratrylene) 39. The related substituted 
orthocyclophanes (cyclotetraveratrylenes) 
also form discotic phases (e.g. 40 [335,336]. 

mR 
R R  R R  R 

R = CSHlsCOO- 

39 Cr 23.9 Columnar 152.6 I 

Pyramidic phases have been found also 
in cone-shaped calix[4]arene derivatives 
[337]. Lehn et al. [338] synthesized macro- 
cyclic compounds with a hollow core and 
the ability to form complexes (e.g. 41). 

Cr 121.5 Tubular 141.5 I Cr 101 (Tubular 97.5) I 

Cr 85 (Tubular 80) I 

41 R = C l 2 H 2 , O e C O -  
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By stacking the macrocycles, hollow col- 
umns are formed. These phases are called 
‘tubular’ and are expected to be useful in the 
development of ion-conducting channels 
[339]. Tubular phases have also been found 
by Idziak et al. [340] in hexacyclene deriv- 
atives and by Johansson et al. [341] in com- 
plexes of crown ethers. 

4.5 Substituted Sugars 

There are several polyols that exhibit 
discotic mesophases. Diisobutylsilanediol, 
which has been known since 1955 [342] but 
was not classified as hexagonal columnar 
until 1980 [343], associates in dimers [343] 
or oligomers [344] in order to form disk-like 
units (42). 

42 n = 2 or larger: Cr 89.5 Col, 101.5 I 

This idea of the association of molecules 
resulting in discotic units was also used by 
Matsunaga et al. [198, 2931 in order to ex- 
plain the discotic mesomorphic properties 
of tri- and tetrasubstituted benzene deriva- 
tives. 

Systematic investigations of sugars 
[266-2681 have provided additional proof 
of the presence of associated building units 
in discotic structures. Several isomers, dif- 
fering in the steric positions of the hydrox- 
yl groups, of inositol are known. Because 
inositols contain six hydroxyl groups, many 
derivatives differing in the number and 
positions of the substituents are possible. 
By suitable substitution the derivatives can 
be mesomorphic. The kind of mesophase 

(calamitic or discotic) depends in a very 
delicate manner on the number and position 
of the substituents. Figure 19 gives an im- 
pression of this complicated situation. 

Some additional examples may help clar- 
ity the confusing phase behaviour of inosi- 
to1 derivatives [268]. The monododecyl 
ethers of myoinositol exhibit smectic A 
phases, as do monosubstituted glucoside 
[346] and nojirimycin (an amino sugar 
[347]) derivatives. In diethers of myo- 
inositol, however, the phase behaviour de- 
pends on the position of the substituents: 
4,5-diethers are hexagonal columnar and 
3,6-diethers are smectic A. But the 4 3 -  
diethers of chiroinositol show smectic A 
phases, as do the triethers of myoinositol. 

The hypothesis of Praefcke et al. C34.51, 
that geminally branched amphiphiles form, 
by association, disk-like units, has been 
proved also for the case of galactopyranose 
derivatives [348, 3491. 

5 Conclusion 

The discussion of the dependence of meso- 
morphic properties on molecular structure 
shows that the mesogenity of rod-like com- 
pounds is quite well understood, on the ba- 
sis of both experimental material and theo- 
retical explanations. The general supposi- 
tion of the necessary shape anisotropy has 
allowed the derivation of simple procedures 
for predicting the clearing temperatures of 
rod-like compounds, e.g. the procedure us- 
ing additive increments by Knaak and Ro- 
senberg [ 116, 3501 and the computer-aided 
predictions as elaborated by Vill [351]. In 
addition, the mesogeny of clearly disk-like 
compounds is well understood on the basis 
of experimental and theoretical results. 

There are, however, difficulties with a lot 
of unconventional liquid crystalline materi- 
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a) 

\ 

Figure 19. Models of the mesomorphic phases of some inositol derivatives. By courtesy of Praefcke et al. [345]. 
The enlarged parts represent slices of single columns and show the differences in their compositions. The hy- 
drogen bonding regions of the molecules are shaded, and the zig-zags symbolize alkyloxy groups. The phase be- 
haviour of the compounds with R=-C,H,, is as follows: (a) monomeric scylloinositol hexaether, Cr 18.4 
Col,, 90.8 I; (b) hydrogen-bridged vicinal diol dimer of myoinositol tetraether, Cr 27.7 Col, 35.8 I; (c) hydro- 
gen-bridged vicinal diol dimer of scylloinositol tetraether, Cr 48.9 Col, 104.4 I; (d) hydrogen-bridged penta- 
mer of scylloinositol diether, an all-trans-tetrol, Cr 11 1.5 Col, 167.1 I. (colh, Columnar hexagonal phase; col,, 
columnar monoclinic phase.) 

als. In many cases the effective molecular 
structure is not clear because of unknown 
conformations or association phenomena. 
In some cases the key to understanding their 
phase behaviour lies in the flexibility of the 
alkyl chains used as lateral or terminal sub- 
stituents or, in particular, as spacers. The 
decoupling of molecular units by flexible 
spacers explains both the properties of sev- 
eral classes of mesogenic polymers as well 
as those of unconventional liquid crystalline 
compounds such as materials with cyclic 
lateral substituents, dimers and oligomers, 
because this flexibility allows a molecular 

shape that is effectively rod-like. ‘Uncon- 
ventional’ molecules can assume effective- 
ly ‘classical’ (rod-like, discotic) molecular 
shapes by means of association phenomena, 
which explains the observed mesogenic 
properties. 

Many unconventional and discotic com- 
pounds, especially those with large mole- 
cules, show a pronounced tendency towards 
theglassy state [196,319f, 319g, 352-354, 
358-3651. Glassy states are well known and 
common in polymers, and liquid crystalline 
oligomers show phase behaviours that are 
intermediate between those of low molecu- 
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Figure 20. Structures of molecules of some liquid crystal polymers. The rod-like and disk-like mesogenic 
groups can be included as main groups in rigid or flexible polymeric chains, or can be attached as side 
groups of flexible chains. Cross-linking gives the liquid crystal elastomers or thermosets. (By courtesy of 
Adamczyk [355]).  

lar and polymeric liquid crystals. By using 
the typical rod-like or discotic units in com- 
bination with polymer backbones and flex- 
ible spacers, the different possible means of 
linking these moieties give rise to many pos- 
sibilities for the formation of mesogenic 
polymers [22,272,355-357,3661. Some of 

these possibilities are shown schematically 
in Figure 20. A detailed overview of poly- 
meric liquid crystals can be found in Vol- 
ume 3 of this book. The author is indebted 
to Chisso Corporation, Tokyo, for contin- 
uous support and to Prof. W. Weissflog, 
Halle, for valuable comments. 
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Chapter VII 
Physical Properties of Liquid Crystals 

1 Tensor Properties of Anisotropic Materials 

David Dunmur and Kazuhisa Toriyama 

Liquid crystals are anisotropic, so like non- 
cubic crystals some of their properties de- 
pend on the direction along which they are 
measured. Such properties are known as ten- 
sor properties, and in order to provide a for- 
mal basis for the description of orientation- 
dependent physical properties of liquid 
crystals, we will give a brief introduction to 
tensors. An authoritative account of the ten- 
sor properties of crystals has been written 
by Nye [ I ] ,  but liquid crystals are not expli- 
citly dealt with. A convenient way of cate- 
gorizing tensor properties is through their 
behavior on changing the orientation of a 
defining axis system. A scalar or zero rank 
tensor property is independent of direction, 
and examples are density, volume, energy 
or any orientationally averaged property 
such as the mean polarizability or mean 
electric permittivity (dielectric constant). 
The orientation dependence of a vector 
property such as dipole moment p can be 
understood by considering how the compo- 
nents of the dipole moment change as the 
axis system is rotated. In Fig. 1 p p  
(p=x, y ,  z )  are the components in the orig- 
inal coordinate frame, while &(a = X ,  Y ,  2) 
are the components in the new axis system. 
If the quantities aaP are the nine direction 
cosines between the axes of the two coordi- 

nate frames, the transformation law for the 
vector property becomes: 

(1) 

where the repeated suffix implies summa- 
tion over all values of p=x, y, z .  A conse- 
quence of the transformation law Eq. ( l) ,  is 
that under inversion all the components 
change sign, &=-pa: this is a polar vector. 
There are some quantities (axial or pseudo- 

Pk = am Px + aay P y  +am P z  = a,p Pp 

Figure 1. Change in vector components on rotating 
axes. 

0 
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vectors) which transform according to: 

P& = -asp Pp (2) 

These are usually associated with magnetic 
phenomena (angular momentum, magnetic 
moments and magnetic fields are axial vec- 
tors) and related properties. The nine direc- 
tion cosines can conveniently be represent- 
ed as a 3 x 3 matrix, but the components of 
this matrix (aap) are not independent, since 
for orthogonal axes the sums of squares of 
components in columns or rows are unity, 
while the sums of products of components 
in adjacent rows or columns are zero. It is 
clear that one set of orthogonal axes can be 
rigidly related to another by just three an- 
gles, and Euler angles (8, @, y) provide a 
consistent definition of three such angles 
which are frequently used. The Euler angles 
are defined as follows. Assuming that the 
axes (x, y ,  z) and ( X ,  Y ,  Z) are initially coin- 
cident, rotation around Z=z, by an angle y 
gives X-+x’,  Y+ y’, rotation about the new 
axis y‘ by 8 gives Z+z, x’-+x’’, and final- 
ly rotation about z by an amount @ gives 
x”+x  and y’+y, see Fig. 2 [2]. The direc- 
tion cosine matrix represented by asp, can 
now be expressed in terms of Euler angles 
by: 

Figure 2. Euler angles. 

sor quantity depends on another vector or 
tensor quantity. A simple example of impor- 
tance to liquid crystals is the second rank 
tensor property electric susceptibility x, 
which relates electric polarization (vector) 
to an applied electric field (vector). Neglect- 
ing nonlinear effects, the electric polariza- 
tion Pa is proportional to the magnitude of 
the applied electric field E, but for aniso- 
tropic materials it may not be in the same 
direction. Consider a linear (one-dimen- 
sional) array of charges aligned at an angle 

axx axy axz 

azw ayz azz 

cos 8 cos @ cosy  - sin @ sin y - cos 8sin @ cos y - cos @ sin y sin 8 cos @ 
cos 8 cos @ sin y + sin @ cos y - cos 8 sin @ sin y + cos @ cos y sin 8sin @ 
-sin 8 cos y sin 8 sin y cos 8 

aap=A=[,. ayy 

1 (3) 

Having established the transformation law 
Eq. ( l) ,  first rank tensor quantities (i.e. vec- 
tors) may be defined as those properties 
which transform according to Eq. (1). High- 
er order tensors can be defined in terms of 
different transformation laws, and they arise 
in a general sense when one vector or ten- 

to an applied electric field (see Fig. 3). A 
separation of charge will be induced by the 
field resulting in a polarization necessarily 
along the direction of the array of charges: 
the electric field has induced a component 
of the polarization in a direction orthogonal 
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E 

I - X  

Figure3. The polarization of a linear array of 
charges by a field. 

to the field. Such a result cannot be de- 
scribed in terms of a simple proportionality 
between the polarization and the field 
(Pa #x Ea), because a field along the x-axis 
has induced a polarization along the y-axis. 
Obviously the susceptibility also depends 
on direction, and for the example given, the 
relationship between polarization and 
electric field can be written as (for the con- 
figuration depicted in Fig. 3 ,  E,=O): 

px = x x x  Ex + XQ Ey 

p v  = x y x  Ex + x y y  -% (4) 

This is readily extended to three dimen- 
sions, and using the notation introduced 
above: 

pa = xap Ep 

where xrxp represents nine coefficients or a 
3 x3 matrix of nine quantities. The electric 
susceptibility of an anisotropic material can 
be represented by a matrix of nine compo- 
nents, and we can now consider how such a 
second rank tensor property changes as a re- 
sult of rotation with respect to an orthogo- 
nal axis system. The transformation rule for 
second rank tensor properties is: 

x&3 = arxy ups Xy6 (6) 

where, as before, the repeated suffixes yand 
6 indicate a summation over all possible Val- 
ues (x, y, z) .  Thus the expression for each 
component of the transformed property, for 
example xxy, contains nine terms, although 
in practice symmetry usually reduces this 
number. It is possible to use an alternative 
transformation rule for second rank tensor 
properties, equivalent to Eq. (6), but which 
can be expressed in terms of the matrix of 
direction cosines, such that: 

x '=AxA'  (7) 

where A' is the transpose of the direction 
cosine matrix. 

Although the simplest direction-depen- 
dent property is a vector, most physical 
properties of liquid crystals are higher order 
tensors. All tensor properties can be catego- 
rized by their transformation properties 
under rotation of the coordinate frame, and 
the transformation law for a third rank ten- 
sor such as the piezoelectric tensor PapYis: 

= 'U.6 ' p E  'flP&@ (8) 

The tensor rank of a property is also estab- 
lished by the number of components it has: 
first rank (vector) 3, second rank 9, third 
rank 27 and so on. This definition is correct 
for three dimensions, but in two dimensions 
the number of components for a tensor prop- 
erty of rank n becomes 2". It must be em- 
phasized that not all the components are 
necessarily independent, and symmetry can 
provide relationships between them, there- 
by reducing the number that have to be sep- 
arately measured. 

Many physical properties can be de- 
scribed in terms of the response of a system 
to an external force or perturbation. This 
force might be an electric field or a magnet- 
ic field, a mechanical force (stress), a torque 
or a combination of these. The effect of an 
external perturbation may be described in 
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terms of a new tensor property, or a modifi- 
cation to an existing one; polarization by an 
electric field results in an induced polariza- 
tion which adds to any permanent polariza- 
tion already present. To lowest order, the in- 
duced polarization is linear in the applied 
field, but nonlinear terms can be important 
for strong fields, as in nonlinear optics. The 
nonlinear contributions represented in Eq. 
(9) below are described in terms of third 
xapY and fourth rank tensors xapy6: 
Pa =pLO’+ c XapEp 

p=x,y,z 

p.Y=x,Y,z 

p.y,s=x,y,z 

+ c Xapy EpE,  

+ c XapysEpEy EL7 (9) 

This equation includes a number of pairs of 
repeated suffixes, and each pair indicates a 
summation over all possible values. Having 
understood this convention (the Einstein 
summation convention) it is no longer nec- 
essary to write the summation signs expli- 
citly in an equation. It is sometimes useful 
to represent the physical properties in terms 
of their contribution to the internal energy, 
since all types of energies are scalar quan- 
tities. Thus the energy of a polarized body 
in an electric field becomes: 

This manipulation is a simple application of 
tensor calculus, and illustrates the sim- 
plification of the summation convention 
(summation signs have been omitted). The 
intrinsic symmetry of a property can reduce 
the number of independent components; 

thus neglecting complications that may 
arise if electric fields of more than one fre- 
quency are present, the order of the field 
components in Eq. (10) is immaterial. 
Hence the properties xap, xap and xap y6 

must be symmetric with respect to inter- 
change of suffixes, and this immediately re- 
duces the number of independent compo- 
nents of the tensor properties to six for xap,  
ten for xap and 15 for xap y6. 

Another example of a second rank tensor 
property is electrical conductivity oOp which 
relates the current flow j, in a particular di- 
rection to the electric field: 

j a  = Ep (1 1) 

This may also be written in terms of resis- 
tivity pap as: 

and the Joule heating which a current gen- 
erates in a sample is a scalar given by: 

u =  j .  E = j ,  E, =pap j,  j p  (13) 

Each tensor property has an intrinsic sym- 
metry, which relates to the interchangeabil- 
ity of suffixes. However, the number of in- 
dependent tensor components for a proper- 
ty also depends on the symmetry of the 
system it is describing. Thus the properties 
of an isotropic liquid, which has full rota- 
tional symmetry, can be defined in terms of 
a single independent coefficient. The num- 
ber of independent components for a partic- 
ular tensor property depends on the point 
group symmetry of the phase to which it re- 
fers. This is expressed by Neumann’s prin- 
ciple which states that the symmetry ele- 
ments of any physical property of a crystal 
must include the symmetry elements of the 
point group of the crystal. 

Many properties of interest for liquid 
crystals are second rank tensors, and these 
have some special properties, since they 
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can be represented as a 3x3 matrix. Those 
second rank tensor properties which have 
an intrinsic symmetry with respect to inter- 
change of suffixes are called symmetric and 
only have six independent components. A 
symmetric 3 x 3 matrix can always be diag- 
onalized to give three principal components, 
which is equivalent to finding an axis 
system for which the off-diagonal compo- 
nents are zero. The principal axis system re- 
quires three angles to define it with respect 
to an arbitrary axis frame, so there is no loss 
of variables: three principal components 
and three angles being equivalent to the six 
independent components. However, if the 
material being described (i.e. the liquid 
crystal) has some symmetry, then the prin- 
cipal axes will be defined, and so it is pos- 
sible to reduce the number of independent 
components of a second rank tensor to three 
(the principal values). For uniaxial liquid 
crystal phases of symmetry D,, such as N 
and SmA, as well as SmB and Col,, and 
Col,, phases, a unique symmetry axis can 
be defined, parallel to the director, and there 
are just two independent components of any 
second rank tensor property xap:  xII (par- 
allel) and X~ (perpendicular) to the symme- 
try axis: 

where the z-axis is defined as the symmetry 
axis. The values of the components in any 
other axis system can be obtained from the 
transformation law Eqs. (6) or (7). Two use- 
ful quantities defined in terms of these in- 
dependent components are the anisotropy 
A x  and the mean 2: 

AX = XI1 - XI 

Another special feature of second rank ten- 
sor properties in three dimensions is that 
they can be represented by a property ellip- 
soid, such that the value of the property in 
a particular direction is represented by the 
length of the corresponding radius vector of 
the property ellipsoid. A three dimensional 
surface representing an ellipsoid can be de- 
fined by 

c,, x2 + c,, y 2  + c, z 2 

+ 2Cv xy + 2Cx, xz + 2Cvz y z  = 1 (16) 

where the coefficients Cap behave as the 
components of a second rank tensor. If the 
ellipsoid is expressed in terms of principal 
axes, then the off diagonal terms in Eq. (16) 
are zero, and the equation of the ellipsoid 
becomes: 

(17) 
2 cxx x2 + c,, y2 -k c,, 2 = 1 

where the lengths of the semi-axes are 
given by [Cii]-1’2. The value of this proper- 
ty in any direction (1) defined by direction 
cosines al,, aly ,  a l ,  will be: 

c = cXx a; + c,, aly + C, al, 
2 2 

= (x2 + y 2  + z2)-’ (18) 

so the length of any radius of the property 
ellipsoid (Fig. 4) is equal to the reciprocal 
of the square root of the magnitude of the 
property in that direction. 

Figure 4. Property ellipsoid 
(15) 
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1.1 Macroscopic and 
Microscopic Properties 

Liquid crystals as anisotropic fluids exhib- 
it a wide range of complex physical phe- 
nomena that can only be understood if the 
appropriate macroscopic tensor properties 
are fully characterized. This involves a de- 
termination of the number of independent 
components of the property tensor, and their 
measurement. Thus a knowledge of refrac- 
tive indices, electric permittivity, electrical 
conductivity, magnetic susceptibilities, 
elastic and viscosity tensors are necessary 
to describe the switching of liquid crystal 
films by electric and magnetic fields. De- 
velopment of new and improved materials 
relies on the design of liquid crystals hav- 
ing particular macroscopic tensor proper- 
ties, and the optimum performance of liquid 
crystal devices is often only possible for ma- 
terials with carefully specified optical and 
electrical properties. 

The anisotropy of liquid crystals stems 
from the orientational order of the constitu- 
ent molecules, but the macroscopic anisotro- 
py can only be determined through measure- 
ment of tensor properties, and macroscopic 
tensor order parameters can be defined in 
terms of various physical properties. The 
anisotropic part of a second rank tensor 
property can be obtained by subtracting the 
mean value of its principal components: 

(19) 

where the Kronecker delta is equivalent to 
a unit second rank tensor or unit matrix, such 
that for a = p, S,, = Syy = S,, = 1, otherwise 
all other components are zero. Note that 
S,, = 3, because of the repeated suffix con- 
vention. The advantage of using x'"' is that 
it is traceless, and the sum of the diagonal 
elements is zero. For an isotropic material 
xaP=xSaP, and so x$$=O; thus the quan- 

X 2 j  = Xap - x Sap 

" P  

tity x$ can be used as an order parameter. 
Alternatively a dimensionless order param- 
eter tensor can be defined as 

ap = constant (xap - x ~ ~ p )  (20) 

and without loss of generality the maximum 
value of a principal component (say Q,,) of 
QaP can be set equal to one, so that: 

Q,, = 1 

= constant x - 2 [Ax],,, (2 1) 
3 

This provides the definition of the constant, 
and the macroscopic second rank tensor pa- 
rameter becomes: 

The quantity refers to the anisotro- 
py of the tensor for a fully aligned state for 
which the order parameter is one. For a bi- 
axial phase (i.e. a phase which has different 
properties along each of the three principal 
axes), the macroscopic order parameter in 
principal axes can be written as: 

defining Q = [ ~ x m a x ] - l (  xzz - 5 1 (xxx + xyy)) 

and P =  AX^,^]-' 3 (xxX - x,) . Other de- 
2 

finitions of Qap are possible, but the chosen 
one maintains the correspondence between 
the macroscopic order parameter and the 
microscopic one to be introduced next. One 
problem with the macroscopic order param- 
eter as defined through Eq. (23) is that it has 
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f ( e )  = 1 2 

been assumed that the principal axes of the 
property xolp and the order parameter ten- 
sor coincide. While this is necessarily true 
for uniaxial materials, it is not true for biax- 
ial materials, the principal axes for which 
will be different for different properties. 

The relationship between macroscopic 
properties and molecular properties is a ma- 
jor area of interest, since it is through ma- 
nipulation of the molecular structure of me- 
sogens, that the macroscopic liquid crystal 
properties can be adjusted towards paricu- 
lar values which optimize performance in 
applications. The theoretical connection 
between the tensor properties of molecules 
and the macroscopic tensor properties of liq- 
uid crystal phases provides a considerable 
challenge to statistical mechanics. A key 
factor is of course the molecular orientation- 
a1 order, but interactions between molecules 
are also important especially for elastic and 
viscoelastic properties. It is possible to di- 
vide properties into two categories, those for 
which molecular contributions are approxi- 
mately additive (i.e. they are proportional to 
the number density), and those properties 
such as elasticity, viscosity, thermal conduc- 
tivity etc. for which intermolecular forces 
are responsible, and so have a much more 
complex dependence on number density. 
For the former it is possible to develop a 
fairly simple theory using single particle or- 
ientational order parameters. 

In the context of liquid crystals, single 
particle angular distribution functions are of 
major interest. They give the probability of 
a single molecule having a particular orien- 
tation with respect to some defined axis sys- 
tem, but they contain no information on pair 
correlations between molecules. A familiar 
example of single particle angular distribu- 
tion functions is the hydrogenic s, p, d-or- 
bitals, which are used via the square of the 
wave function to determine the probability 
distribution for a single electronic charge in 

- - 
1 + 3(4 (case)) 8 ( c o d )  

+ S(P ,  (COSO)) p2 (case) 

+ 7(p3 (case)) p3 (case) 

+ 9(  p4 (COSO)) p4 (case) 

(26) 

+... 
- i 

an atom. For a many-electron atom the wave 
function for the electrons is often written as 
the sum of component orbital contributions. 
In an analogous fashion, the distribution of 
molecular orientations in a liquid crystal can 
be represented as a sum of contributions of 
particular symmetries. Restricting attention 
to axially symmetric molecules having an 
axially symmetric distribution of orienta- 
tions with respect to the director (z-axis), it 
is convenient to use Legendre functions 
P, (cos 8 )  to describe the angular distribu- 
tion functionf(8): 

The amplitudes of the coefficients in this ex- 
pansion now have a special significance: 
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they are the order parameters for the distri- 
bution function. A knowledge of all order 
parameters will provide a complete descrip- 
tion of the single particle angular distribu- 
tion function, and the magnitude of each 
order parameter gives the contribution of 
a particular symmetry to the distribution 
function for the disordered structure. If we 
wish to consider the distribution function 
for a molecule requiring three angles to 
specify its orientation, f(f2=6, @, W )  must 
be expanded in terms of a set of orthogonal 
functions which span the orientation space 
of the Euler angles. A convenient set of such 
functions are the Wigner rotation matrices, 
denoted Dk,, (6, 4, w),  so the single particle 
angular distribution function becomes (see 
[3] for further details): 

L 

where as before the coefficients aL,m,n can 
be obtained from the orthogonality condi- 
tion to give: 

and the quantities (Di , ,  (6,@, I,@) are gener- 
alized orientational order parameters, the 
indices L, rn, n relating to the angular vari- 
ables 6, @, y. 

The symmetry of the constituent mole- 
cules and the symmetry of the liquid crys- 
tal phase provide some constraints on the 
terms which contribute to the distribution 
function. For example if a molecule has in- 
version symmetry, then only terms even in 
L will contribute; similarly for molecules 
with a C2 rotation axis along the z-direction, 
only terms even in n will survive. A full set 
of symmetry operations and non-vanishing 
order parameters is given by Zannoni [4]. 
The number of independent order parame- 

ters necessary to specify the angular distri- 
bution function will also be reduced by the 
symmetry of the liquid crystal phase, see for 
example [ 5 ] .  Returning to the simple case 
of uniaxial molecules having inversion 
symmetry in a uniaxial phase, the distrib- 
ution function can be written as: 

and the two leading order parameters are 
(P2  (cos 6 ) )  and (P4 (cos 6)): the former is 
often referred to as S .  One point to notice is 
that order parameters are multivalued in the 
sense that different distributions may give 
the same value for an order parameter, hence 
the value of information on more than one 
order parameter. For example, a distribution 
in which the molecular axes were at an av- 
erage angle of about 55" to the z-axis would 
give (P2 (cos 6)) close to zero with a nega- 
tive (P4 (cos 6)). An isotropic distribution of 
molecules is indicated by all order parame- 
ters being zero. Alternative but equivalent 
definitions of order parameters as tensor 
quantities are sometimes more convenient, 
particularly in relation to physical proper- 
ties. These definitions are only usefully 
compact for systems in which either the 
molecules or the phase are uniaxial. For a 
uniaxial liquid crystal phase of biaxial 
molecules, the single particle angular distri- 
bution function can be written as [ 3 ] :  

'...j 
where lu=lx,  l y ,  I, are direction cosines of 
the director with respect to the molecular ax- 
es, and the quantities S,, Sup, SUpr and Supys 
are ordering tensors of ranks 1, 2, 3, and 4, 
respectively, and the summation convention 
has been adopted. For phases with inversion 
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symmetry all ordering tensors of odd rank 
are zero, and the first nonvanishing tensor 
order parameter Sap is sometimes known as 
the Saupe ordering matrix. Definitions of 
the ordering tensors as averages over direc- 
tion cosines are: 

\ 
These tensors are defined to be zero for 
an isotropic phase. For uniaxial molecules 
there is only one independent component for 
each of the tensors: 

s, = (cose) = (p,(cose)) 

= (p,(cose)) 

One advantage of this representation of or- 
der parameters is that it readily describes 
nonuniaxial molecular order in a macro- 
scopically uniaxial liquid crystal phase. If 
the reference axis frame has been chosen to 
diagonalize the ordering tensor, then its 
principal components are the order param- 

eters of the different molecular axes with re- 
spect to a uniaxial director. If the distribu- 
tions of the two shorter molecular axes (say 
x and y) are not identical, then S,,#S,,, 
which represents a local biaxial ordering of 
molecular axes. This may be expressed in 
terms of anew orderparameterD=S,,-S,,, 
and the Saupe ordering matrix can be writ- 
ten as: 

0 1 
2 

- - ( S - D )  0 
- - (S+D)  1 0 

2 
0 
0 0 S 

(33) 

If the Saupe ordering matrix is written in 
terms of the laboratory axis frame, but as- 
suming now that the molecules are uniaxial, 
then phase biaxiality can be described in 
terms of the order parameter P ,  which is 
nonzero for tilted smectic phases and other 
intrinsically biaxial phases. For example the 
diagonal ordering matrix for the molecular 
long axis z can be written as: 

0 1 
2 

- - ( S - P )  0 

- - ( S + P )  0 0 

0 0 S 

1 
2 

(34) 

and the magnitude of P is a measure of the 
different probabilities of finding the z-mo- 
lecular axis along the X and Y directions of 
the laboratory or phase reference frame. 

The Cartesian tensor representation can 
be extended to describe the orientational or- 
dering of biaxial molecules in biaxial phas- 
es by introducing [6] a fourth rank ordering 
tensor: 
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where Zi,a is the cosine of the angle between 
the molecular axis a and the laboratory or 
phase axis i. The tensor still describes 
second rank orientational ordering, and 
should not be confused with the ordering 
tensor Sapys which refers to fourth rank 
orientational order. For a suitable choice 
of both sets of axes, the 81 components of 
Sap,ij can be reduced to nine such that i=j 
and a=@. This is equivalent to defining 
three diagonal Saupe ordering matrices, one 
for each of the three axes, i=X,  X Z: 

Taking the diagonal components of these 
three matrices allows the construction of a 
3 x 3 matrix: 

(37) 

and the generalized biaxial order parame- 
ters can be defined as follows. The long ax- 
is ordering is described by S=S&, while the 
phase biaxiality for a uniaxial molecule is 
given by P = S:z - SZy,. For biaxial molecules 
in a uniaxial phase the biaxial order param- 
ter is D=S:y-Sy”,, but it would be equally 
possible to define a biaxial order parameter 
with respect to the X-axis, such that 
Dr=Sxx-Syy, and this would equal D”= 
STx-S:y for uniaxial phases. However, if the 
phase is biaxial, then the biaxiality defined 
with respect to phase axes X and Y will be 
different, and this new form of biaxiality is 
described in terms of a new biaxial order pa- 
rameter: 

x x  

=(SL - (37 a) 

In terms of averages over Euler angles, these 
may be defined as: 

Slightly different definitions have been 
adopted by some other authors with differ- 
ent numerical factors. The advantage of the 
definitions in Eq. (38) is that these order pa- 
rameters are simply related to the compo- 
nents of the Saupe ordering matrices 
Eq. (34), as indicated in Table 1. 

The order parameters introduced in the 
preceding paragraphs are sufficient to de- 
scribe the orientational ordeddisorder of 
rigid molecules in liquid crystal phases. 
They will be used to relate molecular prop- 
erties to macroscopic physical properties, 
but there are additional sources of order/dis- 
order which may affect physical properties. 
For flexible molecules certain physical 
properties or responses may be sensitive to 
a particular group or bond within the mole- 
cule, and under these circumstances it is the 
order parameter of that moiety which deter- 
mines the measured anisotropy. As an ex- 
ample, the degree of order of flexible alkyl 
chains attached to a rigid molecular core is 
reduced by internal rotation of the chain seg- 
ments. Using selectively deuteriated meso- 
gens, deuterium magnetic resonance is able 
to measure the order parameters of different 
segments of a flexible chain, and it has been 
shown that as expected the orientational 
order decreases along the chain away from 
the rigid core of the molecule [7].  

Local biaxial ordering of molecules in 
uniaxial liquid crystal phases can be detect- 
ed by spectroscopic techniques such as lin- 
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- 1 + 2  ( cos ( 2 T ) c o s [ y ) )  ~ 

. cos( F)cos( 

ear dichroism and NMR. It is often more 
convenient to probe the biaxial order of so- 
lutes in liquid crystal hosts, for example a 
detailed analysis of the 2D NMR of fully 
deuteriated anthracene d,, in various liquid 
crystal solvents yields both S and D order 
parameters [8]. These are illustrated in 
Fig.5, where they are compared to mean 
field calculations with the ratio (A) of uni- 
axial and biaxial energies as an adjustable 
parameter. It is reasonable to assume that the 
orientational order parameters introduced 
will also be appropriate for smectic and co- 
lumnar phases. However, there are addition- 
al contributions to the ordeddisorder, which 
can contribute to the measured anisotropy 
in physical properties. The characteristic 
structural feature of smectic and columnar 
phases is the presence of some translation- 
al order, and so the radial distribution func- 
tion will have long range periodicity in cer- 
tain directions, the amplitude of which will 
be determined by a suitable order parame- 
ter. Furthermore, there is the likelihood of 
coupled orientational and translational or- 
der: for example in a smectic A phase mole- 
cules will be more likely to be aligned par- 
allel to the layer normal (the director) when 
their centres of mass coincide with the av- 
erage layer position. For disordered smec- 
tics there is one dimensional positional or- 
der, and assuming uniaxial molecules in a 
uniaxial smectic phase, the corresponding 
single particle distribution function can be 
written as [9]: 

'1 + 2 ( c o s ( ~ ) j c o s ~ ~ ) ]  

+10 P 2 ( c o s e ) c o s ( ~ ) )  I 
(39) 

where translational ( r )  and translational-ro- 
tational(0) order parameters can be defined 
as : 

z = (cos(F)) 
0 = ( 5 ( c o s e ) c o s ( ~ ) )  

Columnar phases have two degrees of trans- 
lational order, and the corresponding order 
parameters now require averages over peri- 
odic functions in two spatial dimensions; for 
completeness we include the distribution 
function for a uniaxial columnar phase con- 
sisting of uniaxial disc-like molecules: 

The contribution of translational order pa- 
rameters to the anisotropy of physical prop- 
erties of liquid crystals has not been studied 
in detail. Evidence suggests that there is a 
very small influence of translational order- 
ing on the optical properties, but effects of 
translational order can be detected in the 
measurement of dielectric properties. There 
are strong effects in both elastic properties 
and viscosity, but the statistical theories of 
these properties have not been extended to 
include explicitly the effects of translation- 
al order. 
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Figure 5. Uniaxial and biaxial order parameters for 
anthracene d,, in different liquid crystal solvents: 
(0) - ZLI1167 (best fit il=0.6); (0) - E9 (il=0.4); 
(0) - Phase 5 (il =0.3), reproduced from [8]. 

Having defined orientational order pa- 
rameters, it is now possible to develop a 
general statistical theory which relates the 
physical properties of molecules to the mac- 
roscopic properties of liquid crystal phases. 
There are however many simplifying ap- 
proximations which have to be introduced 
to give usable results. An important factor 
is that the nature of the property will deter- 
mine the order parameters that will be in- 
cluded: in particular a property of tensor 
rank n will in general require order param- 
eters up to tensor rank n to specify it. 

If K~~ is a molecular second rank tensor 
property, the principal components of which 
are K::), K$) and K$) defined in a molec- 
ular axis system, then using the transforma- 
tion rule for second rank tensors, the prop- 
erty in a laboratory frame is: 

Ignoring the effect of molecular interac- 
tions, which is a gross assumption, the mac- 
roscopic response x measured in a labor- 
atory axis frame will be the molecular 
property multiplied by the number density, 
averaged over all possible orientations of 

"I? 

The average over the products of direction 
cosine matrices contains the orientational 
order parameters, and in terms of the prin- 
cipal components of 4;) the anisotropic 
part of the macroscopic tensor property be- 
comes: 

Those terms in Eq. (44) which have nonze- 
ro averages depend on the symmetry of xg), 
which by Neumann's principle must contain 
the symmetry of the phase to which it re- 
lates. If the phase is uniaxial, the principal 
components of x;? become: 

where the order parameters S and D are de- 
fined by Eq. (38). Comparison of Eq. (45) 
with the definition of the macroscopic order 
parameter Eq. (22) shows that: 
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Figure 6. Reduced values XI?’ and xY’ as a function 
of reduced temperature plotted according to Eq. (45) 
using order parameters calculated using mean field 
theory. Open squares (0) assume no molecular bi- 
axiality, so D = 0; full circles (0 )  are for an assumed 
molecular biaxiality of 0.3 and a il value of 0.3. 

For perfect alignment Q,, = S = 1, and the 
macroscopic anisotropy ( A . x ) ~ ~ ~ = N [ ~ : T ) -  
1/2 k ~ ~ ’ + k ~ ) ] ,  which is simply N times the 
molecular anisotropy. Both order parame- 
ters S and D contribute to the anisotropy of 
second rank tensor properties, but they can- 
not be separated from a single measurement 
of the macroscopic anisotropy. The behav- 
ior of the macroscopic property components 
as a function of temperature is illustrated in 
Fig. 6 for a material of positive molecular 
anisotropy, for various values of the order 
parameters S and D calculated from mean 
field theory; for a negative anisotropy ma- 
terial the signs of the parallel and antipar- 
allel components are interchanged. 

If the liquid crystal phase is biaxial, then 
any second rank tensor property has three 
independent principal components. These 
are the diagonal elements of the anisotrop- 
ic tensor x$, and can be expressed in terms 
of the order parameters introduced for bi- 

axial phases: 

It has been assumed that molecular proper- 
ties contribute additively to the macroscop- 
ic tensor components, which are conse- 
quently proportional to the number density. 
If intermolecular interactions contribute to 
the physical property, then deviations from 
a linear dependence of the property on den- 
sity are expected. Also the contribution of 
orientational order will be more complex, 
since the properties will depend on the de- 
gree of order of interacting molecules. Ef- 
fects of molecular interactions contribute to 
the dielectric properties of polar mesogens, 
and are particularly important for elastic and 
visoelastic properties. Molecular mean field 
theories of elastic properties predict that 
elastic constants should be proportional to 
the square of the order parameter; this result 
highlights the significance of pairwise inter- 
actions. 
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2 Magnetic Properties of Liquid Crystals 

David Dunmur and Kazuhisa Toriyama 

In Sec. 1 of this chapter it is shown that mac- 
roscopic anisotropy in liquid crystals can be 
related to molecular properties through ap- 
propriate microscopic orientational order 
parameters, as in Eq. (47) of that section. 
This relationship assumes that the macro- 
scopic response of a liquid crystal is simply 
the sum of the individual molecular re- 
sponses averaged over an orientational dis- 
tribution function (i.e. interactions between 
molecules are ignored, except to the extent 
that they determine the orientational order). 
For most physical properties such an ap- 
proximation is very crude; however, mag- 
netic properties are only very weakly influ- 
enced by intermolecular interactions, and so 
it can be assumed that the magnetic response 
of liquid crystals is simply the aggregated 
molecular response. The weak interaction 
between molecules and magnetic fields is 
shown by the magnetic permeability rela- 
tive to that of free space for nonferromag- 
netic materials, which is close to unity. The 
magnetic response of materials depends on 
their electronic structure, and the suscepti- 
bility may be negative, characteristic of 
diamagnetic compounds, positive denoting 
a paramagnetic response, or ferromagnetic 
which indicates a permanent magnetization 
resulting from coupling between electrons 

on constituent atoms, ions or molecules; fer- 
romagnetism is largely restricted to the sol- 
id state. Both diamagnetic and paramagnet- 
ic liquid crystals are known, and ferromag- 
netic liquid crystals have been prepared 
from colloidal suspensions of ferromagnet- 
ic materials in a liquid crystal host. 

2.1 Magnetic Anisotropy 

Like other tensor properties of liquid crys- 
tals, the magnetic susceptibility is aniso- 
tropic, and so magnetic fields can be used 
to control the alignment of liquid crystal 
samples. This is perhaps the single most use- 
ful application of the magnetic properties of 
liquid crystals, and the combination of mag- 
netic field alignment with some other mea- 
surement forms the basis of many experi- 
mental investigations. 

Macroscopically the magnetic suscepti- 
bility relates the induced magnetization M 
to the strength of the magnetic field, but as- 
suming that local field effects are ignored, 
the susceptibility is usually defined in terms 
of magnetic induction B .  For this chapter the 
magnetic induction will be referred to as the 
magnatic field, and the magnetization is 

0 
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given by: 

(1)  

where p,, is the permeability of free space. 
The magnetic contribution to the free ener- 
gy density becomes: 

-1 magB M a = h  Xap p 

gmag = -J Ba d Ma 

= -&'JBaxa/jdBp 

= go - 5 PO Xa/j Ba Bp (2) 1 -1 

xap is a volume susceptibility, but a molar 
susceptibility xZ' may be defined as 

@' = Xap vmol (3) 

where Vmol is the molar volume. The sus- 
ceptibility has the symmetry of the material, 
so expressing this in terms of the principal 
axes of x gives for the free energy density: 

1 -1 
gmag = g o  - 5 PO 

. (XI1 47 + XI. B? + X I  B i )  
1 -1 2 = g O - 2 P o  B 

. ( xIl cos2 e + xL. sin2 e sin2 @ 

+ xL sin2 8 cos2 @) (4) 

where 8 and @ are polar angles defining the 
orientation of B with respect to the princi- 
pal axes of the susceptibility. For a uniaxial 
material x1, =xI and: 

susceptibility for uniaxial materials. From 
Eq. ( 5 )  it is clear that the sign of the aniso- 
tropy AX will determine the orientation of 
the director with respect to a magnetic field. 
In order to minimize the free energy, the di- 
rector will align parallel to the magnetic 
field for a material having positive AX, 
while for negative AX the director will be 
perpendicular to B ;  both situations can oc- 
cur in practice. 

As explained earlier any anisotropic 
property can be used to define a macroscop- 
ic order parameter, and because it is largely 
unaffected by molecular interactions, the 
magnetic susceptibility is a particularly use- 
ful measure: definitions are given as Eqs. 
(21) and (22) of Sec. 1 of this chapter. The 
value of Axmax corresponding to perfect 
alignment can in principal be obtained from 
measurements on single crystals or from 
molecular susceptibilities. Eqs. (45) and (47) 
of Sec. 1 of this chapter relate a macroscop- 
ic susceptibility to a microscopic molecular 
property xaP, and introduce appropriate or- 
der parameters. The molecular susceptibil- 
ities xXX, xYy, xZZ are defined for the princi- 
pal axes of the molecular susceptibility, 
which may not coincide with the axes that 
define the local orientational order; howev- 
er, it is usually assumed that any differenc- 
es can be neglected. Measurements of the 
magnetic susceptibility can provide a use- 
ful route to the order parameters of liquid 
crystals [ l ,  21, but require a knowledge of 
the molecular susceptibilities. These are not 
usually available for mesogens, but they can 
be obtained from single crystal measure- 
ments, provided full details are available for 
the crystal structure; the method for deriv- 
ing molecular susceptibilities from crystal 
susceptibilities is explained in detail in [3]. 

where A X = X , , - X ~ ,  and n is the director, 
which also defines the principal axis of the 
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2.2 v p e s  of 
Magnetic Polarization 

2.2.1 Diamagnetism 

A diamagnetic response is the induction of 
a magnetic moment in opposition to an ap- 
plied magnetic field, which thereby raises 
the free energy. Thus a diamagnetic materi- 
al will be expelled from a magnetic field, or 
will adjust itself to minimize the diamagnet- 
ic interaction. Most liquid crystals are dia- 
magnetic and this diamagnetism originates 
from the dispersed electron distribution as- 
sociated with the molecular electronic struc- 
ture. The diamagnetic susceptibility is a 
second rank tensor, and its principal com- 
ponents can be expressed as: 

where e is the electronic charge, me is the 
mass of an electron, 1, m, n are the molecu- 
lar axes, and the quantities (m2 + n2)  are av- 
erages over the electron distribution for a 
plane perpendicular to the component axis 
(I in this case see Fig. 1). 

The induced diamagnetic moment de- 
pends on the extent of the electron distribu- 
tion in a plane perpendicular to an applied 
magnetic field. In a molecule, delocalized 
charge makes a major contribution to K ~ ~ ~ ,  
and in particular the ring currents associat- 
ed with aromatic units give a large negative 
component of diamagnetic susceptibility for 
directions perpendicular to the plane of the 
aromatic unit. It is for this reason that the 
diamagnetic anisotropy of most calamitic 

n 

JI 
m 

Figure 1. Diagram of molecular axes with represen- 
tation of the perpendicular plane. 

mesogens is positive since both components 
are negative, but I x1 1 > I x,, I . 

2.2.2 Paramagnetism 

Molecular paramagnetism is mostly con- 
nected with unpaired electron spins, which 
have associated magnetic moments. For 
paramagnetic mesogens the electron spin is 
introduced by metal centres, and one of the 
motivations for research into metal-contain- 
ing mesogens is the desire to prepare para- 
magnetic liquid crystals. Orientation by an 
external magnetic field of the magnetic mo- 
ment derived from an electron spin will in- 
duce a magnetization along the field direc- 
tion, and so provides a positive contribution 
to the magnetic susceptibility: 

(7) 

where ge  is the electronic g-value, s is the 
total electron spin quantum number and pug 
is the Bohr magneton. K~~~~ is the isotropic 
molecular paramagnetic susceptibility, and 
the coefficient of 1/3 arises from the isotrop- 
ic average of (cos2 6 )  over the spin orienta- 
tion in a magnetic field. The temperature de- 
pendence of K~~~~ follows a simple Curie 
Law, and as written there is no anisotropy 
in K ~ ~ ~ ~ ,  since in most molecules the un- 
paired electron spin is decoupled from the 
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molecular structure and will align with an 
external magnetic field independently of the 
orientation of the molecule. Anisotropy in 
K~~~~ can be introduced if the g-value be- 
comes anisotropic. The g-value is in fact a 
tensor quantity which describes the modifi- 
cation to the magnetic field experienced by 
the electron spin arising from the electron 
distribution in the molecule. It is analogous 
to the nuclear shielding in nuclear magnet- 
ic resonance, and it contributes to the mag- 
netic internal energy as: 

(8) 

where I/, is the electronic magnetogyric ra- 
tio and s, is the vector component of the 
electronic spin. Interaction between an elec- 
tron spin and its local electronic environ- 
ment changes g ,  from its free-electron val- 
ue of 2.0023. These interactions are termed 
spin-orbit interactions, since they arise 
from a coupling between the electron spin 
and the angular momentum of the molecu- 
lar orbitals. The principal components of the 
molecular paramagnetic susceptibility can 
be written as: 

- e  
umag - -gap Y e  S a  Ba 

(9)  

Hence using Eq. (45) of Sec. 1 of this 
chapter for a uniaxial liquid crystal, and ne- 
glecting any biaxial local order gives for the 
anisotropic part of the paramagnetic suscep- 
tibility: 

Thus for a uniaxial g, tensor, the paramag- 
netic susceptibility anisotropy and mean 
susceptibility can be written as: 

Care is necessary in defining the principal 
axes of the g, tensor, since they are deter- 
mined by the local symmetry of the free- 
electron spin, and therefore usually differ 
from the molecular axes that define the 
orientational order of the mesogen. A con- 
sequence of Eq. (11) is that there can be 
competition between paramagnetic and di- 
amagnetic contributions to the macroscop- 
ic anisotropy, so the alignment of a para- 
magnetic mesogen in a magnetic field will 
be determined by the larger of Axdia and 
A x  para. 

There is a further contribution to the mo- 
lecular paramagnetic susceptibility from 
magnetic field induced distortion of the or- 
bital angular momentum: this is known as 
temperature independent paramagnetism 
(TIP), and is the precise magnetic analogue 
of the electronic polarizability that deter- 
mines the response of a molecule to a high 
frequency electric field. The importance of 
rcTIP for mesogens is yet to be established: 
it is only likely to be significant for mole- 
cules with low-lying excited electronic 
states that are connected to the ground state 
by magnetically allowed dipole transitions; 
such states are also important in the circu- 
lar dichroism spectra of molecules. Taking 
account of all contributions to the molecu- 
lar susceptibility, the components of the 

9 
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macroscopic susceptibility for a uniaxial 
liquid crystal composed of uniaxial mole- 
cules can be written as: 

~ N A K ~ ' ~ S  + ~ N A K ~ " S  
3 XI1 = x + 3 

N A K ~ ~ ~  s N A K ~ ' ~  s -- 
3 X I = x -  

2.2.3 Ferromagnetism 

At sufficiently low reduced temperatures, 
and/or strong spin-spin interactions, spin 
magnetic moments can become ordered in a 
parallel array to give ferromagnetic materi- 
als, or ordered in an antiparallel fashion to 
give an antiferromagnetic structure. This 
behavior is rare in organic materials, for 
which ferromagnetic organization only oc- 
curs at low temperatures. There is a require- 
ment for unpaired electron spins, and so in 
the context of liquid crystals, possible fer- 
romagnetic materials will almost certainly 
require metal-containing mesogens. The 
contribution of ferromagnetic or antiferro- 
magnetic coupling to the susceptibility can 
be described in terms of a modified Curie 
Law, known as the Curie-Weiss Law, and 
the isotropic susceptibility can be written as: 

(14) 

where the characteristic temperature 0, the 
Curie temperature, is a measure of the fer- 
romagnetic coupling, and marks the onset 
of permanent magnetization. If 0 is nega- 
tive, then the local magnetic interactions are 
antiferromagnetic and 0 is called the NCel 

XP"" = N p o  s z p ;  s(s-1) 
3 kB (T  - 0)  

temperature. Although no ferromagnetic 
liquid crystals have been discovered so far, 
ferromagnetic liquid crystals can be pre- 
pared by the dispersion of ferromagnetic 
particles in a liquid crystal host. In prepar- 
ing such systems it is desirable to make the 
ferromagnetic particles very small, so that 
each particle has a permanent magnetic mo- 
ment. Normally in the absence of an exter- 
nal magnetic field or special conditioning, 
the permanent magnetization characteristic 
of ferromagnetic materials forms in domains 
of opposing magnetic moments, so that the 
total magnetisation is cancelled. However 
for sufficiently small particle sizes, the do- 
main wall energies become relatively too 
high to sustain, and single domain particles 
are preferred. This effect is known as super- 
paramagnetism or collective paramagne- 
tism, and dispersed particles satisfying the 
requirements for single magnetic domains 
act in fluids as micromagnets: such systems 
are known as ferrofluids. The dispersion of 
single domain ferromagnetic particles in a 
liquid crystal host can form anisotropic fer- 
rofluids or ferromagnetic liquid crystals. 

2.3 Diamagnetic 
Liquid Crystals 

Most liquid crystals are diamagnetic and 
their magnetic anisotropy arises from the 
electronic structure of the mesogens. Delo- 
calisation of electronic charge will enhance 
the diamagnetic susceptibility and aromat- 
ic groups in particular make a large contri- 
bution to the diamagnetic susceptibility. In 
Table 1 are listed molecular susceptibility 
components for a number of molecules to 
indicate the likely contributions of various 
groups to mesogenic structures. These val- 
ues have been obtained from susceptibility 
measurements on single crystals. 
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Table 1. Molecular susceptibility components from single crystal measurements. 

Compound and molecular axes Molecular susceptibility components Ref. 

N K J ~ O - ~  m3 mol-l N K J ~ O - ~  m3 mol-' N K J ~ O - ~  m3 mol-' 

1.46 

-1.38 

-0.99 - 

-0.59 

-0.82 [31 

-0.69 [31 

-2.31 -0.78 -0.85 [31 

-3.13 -0.96 -0.97 [31 

-3.08 -1.13 -1.33 [231 

Table 2. Diamagnetic susceptibilities for liquid crystals. 

Compound and acronym Diamagnetic susceptibilities Ref. 

A ~ / l o - ~  m3 kg-l x / ~ O - ~  m3 kg-' 

- 
C7H15 

1.51 

1.37 

0.46 

0.42 

.0.38 

8.43 P I  

8.66 P I  

[41 

9.32 [41 

8.87 P I  

Most thermotropic mesogens contain ar- 
omatic groups, and since the component of 
the diamagnetic susceptibility perpendicu- 
lar to a benzene ring is greater than the in- 
plane component, liquid crystals composed 

of calamitic mesogens will have a positive 
diamagnetic anisotropy, while liquid crys- 
tals of disc-like molecules will have a neg- 
ative diamagnetic anisotropy. Thus calamit- 
ic nematics and smectics will tend to align 
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with their directors along the direction of 
an external magnetic field, while discotic 
liquid crystals will align with the director 
perpendicular to the field. Replacement of 
aromatic rings by saturated groups such as 
cyclohexyl, bicyclo-octyl or alkyl chains 
will reduce the anisotropy of the molecular 
core, so that liquid crystals based on 
the trans-trans-cyclohexylcyclohexyl core 
have a negative anisotropy due to the at- 
tached terminal groups. Some results for the 
magnetic susceptibilities of liquid crystals 
are given in Table 2. 

2.4 Paramagnetic 
Liquid Crystals 

Known paramagnetic liquid crystals are 
based on metal-containing mesogens, which 
have a variety of metal centres and co- 
ordination geometries [ 5 , 6 ] .  A requirement 
for paramagnetism is an unpaired spin, but 
to have an influence on the magnetic 
anisotropy, there must also be a significant 
g-tensor anisotropy. The effect of competi- 

tion between diamagnetic and paramag- 
netic contributions to the susceptibility is 
illustrated by the behavior of salicyl- 
aldimine complexes of copper [7, 81. These 
are formed from copper(I1) having a d9 
electron configuration, which results in a 
square planar geometry around the metal 
centre. The g-tensor anisotropy is such that 

magnetic contribution to the anisotropy is 
negative. For complexes with four benzene 
rings in the structure (Table 3, compounds 1 
and 2), the paramagnetic term is larger than 
the diamagnetic term in the anisotropy, and 
so the complexes align with the major axis 
(n) perpendicular to the field direction: free 
rotation about the molecular long axis is as- 
sumed. Increasing the number of benzene 
rings to six (Table 3, compounds 3 and 4) 
causes the diamagnetic anisotropy to dom- 
inate, and the director aligns parallel to a 
magnetic field (see Fig. 2). 

Electron paramagnetic resonance mea- 
surements on these liquid crystals give 
g-values of gEn = 2.053 and 1/2(gfi + gg,) 
= 2.082. By contrast the corresponding 

Table 3. Structures, susceptibility anisotropies and alignment of salicylaldimine complexes of copper [7, 81. 

x Y A X P ~ ~ ~ ~ ~ O - ~  m3 moI-' ~ ~ ~ ~ ~ 1 1 0 - ~  m3 mol-' Orientation to 
magnetic field 

C7H150- ~ O c I Z H Z 5  -84.4 72.4 1 

C H  7 150 0 \ / coo- -C12H25 -91.5 79.5 1 

C7H150- C O G  OC,,H 25 -74.7 117 II 

c7H150- -66.8 120 II 
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g"" 

L=d 

Ax -ve, n perpendicular to field 

A x  +ve n parallel to B Figure 2. Alignment of salicyldimine complexes in a magnetic field. 

vanadyl (VO) d' complexes have a re- been reported showing SmA phases [9], and 
versed g-tensor anisotropy gzn = 1.987 and found to have large magnetic anisotropies. 
1/2(gel+gk,) = 1.966, and so these com- A similar result has been obtained [lo] for 
plexes always align with their molecular a Penaminoketone complex of dysprosium, 
long axes along the magnetic field direction. but the corresponding gadolinium complex 
Mesogenic paramagnetic salicylaldimine had a very small paramagnetic anisotropy. 
complexes of a number of rare earths have 
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2.5 Ferromagnetic 
Liquid Crystals 

The possibility for a mesogenic material 
exhibiting ferromagnetism is at the present 
time remote. Organic ferromagnets have 
been prepared [ 1 1,121, but they mostly have 
very low Curie temperatures, well below 
the melting points of the compounds. Since 
the origin of ferromagnetism is long range 
spin-spin interactions, it is unlikely that 
these will persist in a fluid liquid crystalline 
state, although there may be more chance of 
preparing metal-containing liquid crystal 
polymers having a potential for magnetic 
ordering [ 131. A different approach to the 
preparation of ferromagnetic liquid crystals 
was proposed by Brochard and de Gennes 
[14] based on the dispersion of ferromag- 
netic particles in a liquid crystal host. As ex- 
plained above, ferrofluids can be formed 
from dispersions of ferromagnetic materials 
that will form essentially single domain par- 
ticles. Examples are colloidal suspensions 
of ferrite y-Fe20,, magnetite Fe,O, or co- 
balt metal in either hydrocarbon or water- 
based solvents. Ferromagnetic particles 
may be imagined to couple with a liquid 
crystal host through interaction between the 
magnetic moment of the particle and the 
magnetic anisotropy of the surrounding liq- 
uid crystal [ 141. Depending on the anisotro- 
py of the liquid crystal the magnetisation of 
the particles should align parallel (positive 
A x )  or perpendicular (negative A x )  to the 
director. 

Another mechanism for coupling the or- 
ientation of a magnetic particle to a liquid 
crystal is through elastic interactions. If the 
magnetic particles are anisotropic, then de- 
fining the director orientation at the surface 
of the particle with a suitable surfactant will 
cause a preferred alignment of the particle 
in a liquid crystal host. Chen and Amer [ 151 

succeeded in stabilizing a suspension of par- 
ticles of length 0.35 pm an 0.04 pm diam- 
eter in MBBA. The particles were coated 
with a surfactant which defined the director 
orientation at the particle surface as perpen- 
dicular to the particle axis, and changes in 
the observed optical anisotropy in the pres- 
ence of a magnetic field were consistent 
with the reorientation of the liquid crystal 
director perpendicular to the field. 

Lyotropic liquid crystals doped with fer- 
romagnetic particles have also been studied 
[16, 171, and the magnetic particles can be 
stabilised in either hydrophobic or hydro- 
philic regions. Changes in birefringence 
with magnetic fields have been observed, 
suggesting that the optical anisotropy of the 
liquid crystal has been coupled to the mag- 
netic anisotropy of the dispersed particles. 
It is possible that such magnetic field effects 
in anisotropic ferrofluids may find applica- 
tion in the future. 

2.6 Applications of 
Magnetic Properties 

Since intermolecular forces scarcely affect 
the magnetic susceptibility, measurements 
of the magnetic anisotropy can provide a di- 
rect measure of the orientational order. 
Using Eq. (1 3), the anisotropy of suscepti- 
bility for a uniaxial liquid crystal phase 
formed from uniaxial mesogens can be 
written as: 

A x  = N A K S  (15) 

where A K contains contributions from dia- 
magnetic, paramagnetic and temperature in- 
dependent paramagnetic terms: 
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A K can be obtained from measurements on 
single crystals, and provided that accurate 
values are available for the density, the 
order parameter S can be obtained directly. 
An alternative way to determine S from 
measurements of the temperature depen- 
dence of the susceptibility is to fit values to 
a functional form for the variation of S with 
temperature. The simplest procedure known 
as the Haller extrapolation is described in 
the context of birefringence measurements 
in Sec. 3.2 of this chapter. The effects of lo- 
cal biaxial ordering on the measured suscep- 
tibility for cyanobiphenyls has been consid- 
ered by Bunning, Crellin and Faber [2] us- 
ing crystal data for biphenyl. 

Magnetic properties have an importance 
in the NMR of liquid crystals [18,19], but 
the moments of the nuclear spins respon- 
sible for the NMR signal are far too small 
to make any contribution to magnetic sus- 
ceptibilities. However, bulk susceptibility 
corrections to the NMR chemical shift of a 
standard immersed in the sample can be 
used to determine diamagnetic susceptibil- 
ities. The chemical shift of the standard is 
shifted to lower fields in a cylindrical sam- 
ple due to the bulk magnetization, accord- 
ing to: 

where xi; is the susceptibility component in 
the direction of the external magnetic field. 
Diamagnetic liquid crystals will align such 
that the smallest component of x is along 
the magnetic field direction, and this caus- 
es a splitting in the NMR lines, which can 
be related to the order parameter. This tech- 
nique is extremely useful for obtaining de- 
tailed information on the ordering of differ- 
ent segments of flexible molecules (18,191 
and can also yield values for the local biax- 
ial order parameters of molecules [ 181. The 
method has been successfully applied to 

both pure liquid crystals and to dopant mole- 
cules dissolved in liquid crystal hosts, which 
serve to orient the solute molecules. For 
these experiments the direction of align- 
ment of the director with respect to the mag- 
netic field is important, and since most liq- 
uid crystals have a positive susceptibility 
anisotropy, the director will align parallel to 
the magnetic field. 

The standard method for measuring mag- 
netic susceptibilities is to use a Faraday bal- 
ance, which involves the measurement of 
the force on a sample in an inhomogeneous 
magnetic field [20]; other methods use a 
Gouy balance [3], or a SQUID magnetom- 
eter [21, 221. All methods measure a single 
component of the susceptibility - the larg- 
est for paramagnetic samples, and the small- 
est for diamagnetic samples, assuming that 
the alignment of the sample liquid crystal is 
not constrained by other forces. In order to 
obtain the anisotropy, a second measure- 
ment is required, and this is usually taken as 
the mean susceptibility measured in the iso- 
tropic phase. Diamagnetic susceptibilities 
are independent of temperature, and it is rea- 
sonable to assume that the mean suscepti- 
bility in the liquid crystal phase is the same 
as in the isotropic phase: hence for positive 
materials, the susceptibility anisotropy is 
given by: 

3 
Ax = ,(XI1 - x) 

L. 

For liquid crystals having a negative suscep- 
tibility, the anisotropy is: 

Ax = 3 (x - x1) (19) 

It is not possible to determine the sign of A x  
from magnetic measurements alone. 

The ability of magnetic fields to control 
the alignment of liquid crystals is widely 
used, for example in X-ray structural stud- 
ies of liquid crystals, or for optical mea- 
surements on aligned liquid crystal films. 
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An advantage of magnetic fields over elec- 
tric fields for controlling alignment is that 
complications due to electrical conduc- 
tion or electrohydrodynamic effects are 
not present. Competition between aligning 
fields has been used to obtain direct mea- 
surements of susceptibility anisotropies. 
The basis of the method can be understood 
fromEq. (5 ) .  A similar equation can be writ- 
ten for the free energy density of a liquid 
crystal in an electric field, such that: 

1 
2 

ge = go - - E~ E~ ( E ~  + A E  cos2 e) (20) 

For balancing torques of the electric and 
magnetic fields on a liquid crystal: 

Thus by measuring the corresponding 
fields, and knowing the permittivity aniso- 
tropy, it is possible to determine A x  direct- 
IY ~41. 
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3 Optical Properties 

David Dunmur and Kazuhisa Toriyama 

The optical properties of liquid crystals de- 
termine their response to high frequency 
electromagnetic radiation, and encompass 
the properties of reflection, refraction, op- 
tical absorption, optical activity, nonlinear 
response (harmonic generation), optical 
waveguiding, and light scattering [ 11. Most 
applications of thermotropic liquid crystals 
rely on their optical properties and how they 
respond to changes of the electric field, tem- 
perature or pressure. The optical properties 
can be described in terms of refractive indi- 
ces, and anisotropic materials have up to 
three independent principal refractive indi- 
ces defined by a refractive index ellipsoid. 

Solution of Maxwell’s equations for the 
propagation of a wave through an anisotrop- 
ic medium gives three principal wave veloc- 
ities for directions i =  1, 2, 3 as: 

v: = (p; &;i)-‘ 

where qj and pz are the principal compo- 
nents of the electric permittivity and mag- 
netic permeability tensors, which are as- 
sumed to be diagonal in the same frame of 
axes. For other than ferromagnetic materi- 
als p: is very close to unity, and comparing 
the velocities of the wave in a vacuum 
with the velocities of the wave in an aniso- 
tropic medium gives the principal refractive 

indices as: 

n; = ( Ei; l&g) 

In fact, two waves of different velocity (hav- 
ing the same wave normal but orthogonal 
polarizations) can propagate through an op- 
tically anisotropic medium along two dif- 
ferent directions. This results in the appear- 
ance of a double image of an object viewed 
through anisotropic crystals, and is termed 
double refraction. These two rays have dif- 
ferent refractive indices: the ordinary ray 
propagates along the wave normal, and its 
direction obeys the normal Snell’s law of re- 
fraction so that no = sin ilsin r, while for the 
other extraordinary ray, the ray direction 
and wave normal are not parallel. The two 
refractive indices for a particular wave nor- 
mal can be obtained from the refractive in- 
dex indicatrix [2 ] .  This ellipsoid is defined 
by the equation: 

( 3 )  

where n l ,  n2, and n3 are termed the three 
principal refractive indices, and the direc- 
tions x, y ,  z are the principal axes of the 
electric permittivity tensor (Fig. 1). 

For any direction in a crystal (OP) in 
Fig. 1, the refractive indices of the two wave 

0 
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Figure 1. The optical indicatrix, where the principal 
refractive indices are labelled as n l ,  n2 and n3. Refrac- 
tive indices corresponding to the wave front normal 
OP are shown as n’ and n”. 

fronts normal to OP that can propagate are 
given by the semi-major and semi-minor 
axes of the ellipse perpendicular to OP. In 
the case of an indicatrix of revolution, which 
would represent a uniaxial liquid crystal, 
n1 =n2 which is the ordinary refractive in- 
dex no, and for light propagating along the 
z-direction (j.e. O = O ) ,  which is the symme- 
try axis of the indicatrix, the ordinary and 
extraordinary rays are coincident; the larg- 
est refractive index (n,  in the figure) is 
called n,. Materials having two equal prin- 
cipal refractive indices are referred to as uni- 
axial, and the unique direction z is the optic 
axis. The special feature of the optic axis is 
that light of any polarization travels along 
this axis without any change in its polariza- 
tion (i.e. the material responds as an opti- 
cally isotropic medium. The difference 
between the two independent principal re- 
fractive indices An=n3 -nl  is termed the bi- 
refringence. For light propagating along a 
direction which is not the optic axis, the or- 
dinary and extraordinary rays are not coin- 
cident and they travel with different veloc- 
ities corresponding to different refractive 

indices. For any direction, one ray has a re- 
fractive index of no, but the refractive index 
of the extraordinary ray depends on direc- 
tion, such that: 

where the direction makes an angle 0 with 
the z-axis. If n1 #n2#n3, there are two optic 
axes for which the perpendicular cross-sec- 
tion of the indicatrix is circular, such mate- 
rials are biaxial, and there are two directions 
along which the material appears to be op- 
tically isotropic. 

Many of the interesting properties of liq- 
uid crystals are a result of chirality or hand- 
edness, which is manifest in optical proper- 
ties by optical activity. For isotropic mate- 
rials or anisotropic materials viewed along 
their optic axes, optical activity causes the 
plane of polarization of propagating light to 
be rotated by an angle $. This can be ex- 
pressed in terms of a difference between re- 
fractive indices for left (n,) and right (n,) cir- 
cularly polarized light: 

( 5 )  

where d is the path length and A is the 
vacuum wavelength of the light. For aniso- 
tropic materials including liquid crystals, 
the optical activity interacts with the linear 
birefringence, and the two propagating 
waves which correspond to a particular 
wave normal are elliptically polarized, the 
axes of the ellipses being perpendicular. 

For an absorbing medium the refractive 
index can be represented as a complex 
quantity consisting of a real part (nl!) and an 
imaginary part (ki): 

(6) n.  = n!-  ik. 
1 1  

and using the relation with the permittivity, 
we have: 
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2 -1 (real) ni = E, [qi - 1 . Eii (imaginary)] 

The real part of the refractive index deter- 
mines the speed of light through the medi- 
um, while the imaginary part measures the 
attenuation of its intensity, so ki i  is defined 
as the absorption coefficient. If the absorp- 
tion coefficients for light plane-polarized 
along different directions are different, then 
the material is said to exhibit linear dichro- 
ism. Nonchiral materials can only be line- 
arly dichroic, but chiral materials can also 
show circular dichroism, which arises from 
a difference between the imaginary parts 
(absorption coefficients) of the refractive 
indices for left and right circularly polarized 
light. 

3.1 Symmetry of Liquid 
Crystal Phases and 
the Optical Indicatrix 

The symmetry of liquid crystalline phases 
can be categorized in terms of their orienta- 
tional and translational degrees of freedom. 
Thus nematic, smectic and columnar phase 
types have respectively three, two, and one 
degrees of translational freedom, and with- 
in each type there can be different phases 
depending on the orientational or point 
group symmetry. Their optics (uniaxial, bi- 
axial, optically active) are determined by the 
point group symmetries, which are listed in 
Table 1 for common liquid crystal phases; 
the optical symmetries of variants of these 
phases can usually be established directly 
from their structures. 

It will be seen that most nematics and or- 
thogonal smectic and columnar phases are 

uniaxial, with two equal principal refractive 
indices, while the tilted smectic and colum- 
nar phases are biaxial. The optical sym- 
metries of liquid crystal phases can be 
determined by conoscopic observation of 
aligned thin films [ 3 ]  but the technique is 
difficult, and made more so by the small bi- 
axiality of tilted liquid crystal phases. Prin- 
cipal refractive indices of liquid crystals 
range from 1.4 to 1.9, and uniaxial birefrin- 
gences An=ne-n,, can be between 0.02 and 
0.4; negative birefringences are associated 
with discotic versions of liquid crystal phas- 
es (e.g. discotic nematic or columnar phas- 
es). For biaxial liquid crystals, all three prin- 
cipal refractive indices are different, but 
usually one (n3) is significantly greater (or 
less) than the other two, in which case the 
uniaxial birefringence can be defined as 
An = n3 - $ (n2 + n l )  and the biaxiality is 
&z=n2-nl .  The biaxiality of liquid crystals 
is small (~0 .01)  [4, 51, which is a conse- 
quence of the small degree of structural bi- 
axiality of these phases. 

3.2 Molecular Theory 
of Refractive Indices 

The characteristics of optical and electro- 
optical liquid crystal devices are determined 
by the refractive indices of the materials, 
thus an understanding of the relationship 
between refractive indices and molecular 
properties is necessary for the design of 
improved liquid crystal materials. In devel- 
oping a molecular theory for any electrical 
or optical property, the problem of the 
internal or local electric field has to be 
addressed. This arises because the field ex- 
perienced by a molecule in a condensed 
phase differs from that applied across the 
macroscopic sample. The internal field has 
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Table 1. Symmetries of common liquid crystal phase types: only those phases with well-established phase struc- 
tures are included. Crystal smectic phases, including the cubic D phase have been omitted, as have recently dis- 
covered twist grain boundary phases, and structurally modulated variants of smectic phases. 

Liquid crystal phase Point group and translational Optical symmetry; uniaxial - 

u(-) n3<n2=n,;  
biaxial (b); helicoidal (h) 

degrees of freedom - T (n) u(+)  n3>n2=n, 

Achiral calamitic, micellar nematic N or Nu 

Achiral nematic discotic (N,,), 
columnar nematic (Nc,,) 

Chiral nematic (cholesteric) N* 

Biaxial nematic (Nh) (only micellar confirmed) 

Achiral calamitic orthogonal smectic or 
lamellar phases (SmA) 

Achiral tilted smectic phase (SmC) 

Chiral tilted smectic phase (SmC*) 

Orthogonal and lamellar hexatic phase (SmB) 

Tilted and lamellar hexatic phases 
(SmF and SmI) 

Chiral tilted and lamellar hexatic phases 
(SmF* and SmI*) 

Discotic columnar: hexagonal order of columns, 
ordered or disordered within columns (Col,, or hd) 

Rectangular array of columns (Col,, or rd) 

Molecules tilted within columns (Col,, or td) 

D2h xT ( l )  

c2h xT 

b, h, locally biaxial but 
globally u (-) 

b 

u (+) 

b 

b 

b 

a special significance for anisotropic mate- 
rials such as liquid crystals. For isotropic 
media the Lorentz local field is used 

('+ 2, E where E is the mean per- ) 
mittivity, and this results in the Lorenz- 
Lorentz expression relating the refractive 
index to the mean molecular polarizability: 

2 n - 1  - N a  

where N is the number density and a is the 
mean polarizability. For low density gases, 
this will be the molecular polarizability, but 
in condensed fluids it is an effective or 

dressed property, which takes account of 
short range intermolecular interactions. In 
anisotropic liquid crystals it is reasonable to 
adopt the isotropic model for the internal 
field, and their principal refractive indices 
can be written as: 

(9) 

The polarizability component (aii) is the 
average value along the direction of the 
principal refractive index ni, and n = 

3 
Using the general results for the transforma- 
tion of second rank tensor properties, these 

2 

-(nl+n2+n3) 1 2 2 2  is a mean refractive index. 
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polarizabilities can be expressed in terms of 
molecular components and orientational or- 
der parameters. For liquid crystal phases of 
uniaxial symmetry the optic axis coincides 
with the average alignment direction of the 
molecules, termed the director, and from Eq. 
(45) of Sec. 1 of this chapter we obtain for 
components parallel (( q)) and perpendicu- 
lar ((al)) to the director: 

1 s a n n  -  all + u m m ) ]  + 
(q,) = a + - 

D(all - ~ m r n )  I 
The principal axes of the molecular polariz- 
ability tensor are labelled 1, m, n, as shown 
in Fig. 2. Thus the importance of order pa- 
rameters in determining the anisotropy of 
optical properties is clearly demonstrated. 
Both order parameters S and D contribute to 
the anisotropy of second rank tensor proper- 
ties even in uniaxial liquid crystals, but they 
cannot be separated from a single measure- 
ment of the birefringence. 

Figure 2. The principal axes of a molecular polariz- 
ability tensor. 

If the liquid crystal phase is biaxial, as 
with SmC phases, then any second rank ten- 
sor property has three independent princi- 
pal components and the average polarizabil- 
ities corresponding to the three refractive 
indices can be expressed in terms of the 
orientational order parameters introduced 
for biaxial phases: 

Refractive indices of liquid crystals may be 
measured by a variety of methods, but all 
require a well-aligned thin film. The sim- 
plest method is to use a refractometer with 
a suitably coated prism surface to give an 
aligned sample, and use of a polarizer per- 
mits the separation of the two refracted rays. 
This works well for N and SmA phases, but 
it is not usually possible to align both direc- 
tors for SmC phases; there are also limita- 
tions of temperature. Wedge cells have also 
been used to obtain refractive indices of liq- 
uid crystals, relying on external magnetic 
fields for alignment [6, 71. Guided-mode 
methods can be used to obtain refractive 
indices [8,9], while the 2-scan method [ 10, 
111 can be used to obtain information on the 
field dependence of refractives indices. It is 
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easier to measure birefringence changes of 
liquid crystals directly using interferomet- 
ric methods, and high precision can be 
achieved [12-141. The wavelength depen- 
dence of refractive indices can be obtained 
from so-called channelled spectra, which 
are interference bands observed from thin 
films in spectrophotometers [ 15- 171. 

Not only are refractive indices needed to 
optimise device and materials design, but 
also they provide a simple route to order 
parameters. Extrapolation methods can be 
used to determine the uniaxial order param- 
eter S, if contributions from molecular bi- 
axiality (D) are ignored [ 18-20]. For mole- 
cules having axial symmetry (a,, = a,,) 
Eq. (9) can be written as: 

where A a  = (ann- a,,). If it is assumed that 
the order parameter can be written in a sim- 
ple form as: 

where T/TN.I is a reduced temperature then 

a plot of log ( n ! - . ; )  against log ( 1 - ~ &j 
will give a straight line of intercept -, A a  us- 

a 
ing which the order parameters S can be cal- 
culated from Eq. (12). It is also possible to 

Table 2. Molecular polarizabilities and refractive indices for a selection of mesogens. 

Mesogen Polarizability Refractive index; A(nm) Ref. 
~ reduced TR=0.95 

~ 

- 
A C L / ~ O - ~ "  C L ~ ~ O - ~ O  

An n C2 J-1 m2 C2 J-1 m2 

19.4 37.5 0.194 1.589 633 (a, f) 
0.194 1.595 589 

C5H11 &-@N 16.0 36.2 0.125 1.533 589 (b, f) 

C7H15 MCN 

C S H 1 , ~  $: $0 OC2H5 

C S H l l ~ $ - O ~ ~ & l z  26.4 43.9 0.121 1.530 589 (el 

11.1 40.4 0.045 a 1.47 1 a 589 (b, c) 

31.2 41.1 0.2 1 1.61 633 
0.22 1.62 589 (8, h) 

0.179 1.528 589 ( 4  

H I C O G  g= N + c,H, 

33.4 52.8 0.172 1.523 633 

25.3 37.0 0.197 1.592 589 (el 

") TR=0.965. 
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fit refractive index data to a mean field 
expression for the order parameter using a 
numerical procedure [6] .  The refractive in- 
dices also provide a possible route to deter- 
mining molecular polarizabilities, and de- 
sign of molecules with specifically high or 
low polarizability is important for particu- 
lar applications. 

3.3 Optical Absorption 
and Linear Dichroism 

The attenuation of the intensity of a beam 
of light on passing through an absorbing me- 
dium can be measured by the absorption co- 
efficient, which is the imaginary part of the 
refractive index. A more usual measure is 
the optical absorbance (A) or molar extinc- 
tion coefficient E, which is defined in terms 
of the Beer-Lambert law as: 

log~,(Z,/z) = &C1 (14) 

where C is the concentration in moles per 
m3, I is the optical path length in the sam- 
ple, and ZdZ is the ratio of the incident in- 
tensity Z, to the transmitted intensity I .  The 
extinction coefficient is a function of the fre- 
quency of the light, and integrating over the 
absorption band i ( mi k rOn/2), centered on 
the frequency of maximum absorption mi 
gives the optical absorbance as: 

Finally for a narrow absorption, the absorp- 
tion coefficient, k,  can be related to the mo- 
lar extinction coefficient by: 

6 c ~ ( w )  Clog, 10 
2nnoj  

k(m)  = 

imaginary parts of the refractive index are 
related through a Kramers-Kronig relation, 
such that: 

Equations (14)-( 17) apply to isotropic me- 
dia. In an orientationally ordered material 
the extinction coefficient becomes depen- 
dent on the angle between the alignment ax- 
is and the polarization direction of the inci- 
dent light, and has the characteristics of a 
second rank tensor. At a microscopic level, 
the optical absorption depends on the angle 
between the molecular transition dipole mo- 
ment p; for the particular absorption band, 
and the electric field of the light wave. Re- 
stricting attention to uniaxial systems, an ef- 
fective order parameter (Sop) for optical ab- 
sorption can be defined as: 

in which A,, and A, are the extinction coef- 
ficients for light polarized parallel or per- 
pendicular to the director; the difference 
A,,-A, is known as the linear dichroism. 
These extinction coefficients can be related 
to the transition dipole moments using the 
general result Eq. (45) of Sec. 1 of this chap- 
ter, such that: 

where c is the velocity of light and n is the 
real part of the refractive index. The real and 
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1 
3 

where A,= - (A,,+2A,) is the mean opti- 

cal absorbance or the optical absorbance of 
the isotropic fluid. The factor B contains 
various fundamental constants, and p i l ,  pim 
and pjn  are components of the transition mo- 
ment along the principal axes of the mole- 
cule. Using the angles defined in Fig. 3 
a simple manipulation of Eqs. (1 8) -(20) 
leads to the result [21]: 

(21) 

where S, and D, are order parameters for 
the transition moment. A more complex 
result can be derived for biaxial samples 
using Eq. (47) of Sec. 1 of this chapter. So, 
defined above is the order parameter for an 
optically absorbing mesogen; often the 
chromophore in a liquid crystal is not the 
mesogen but a solute dye molecule, which 
may or may not be mesogenic itself. There 
can still be dichroism because the liquid 
crystal host orders the dye molecule, but the 
order parameter of the dye may be substan- 
tially different from that of the host. In a 
mixture, the order parameters for the chro- 
mophore can in principle be related to the 
order parameters of the host material using 
the mean field theory of mixtures [23, 241. 

It is sometimes useful to express the 
dichroism in terms of the dichroic ratio 

1 
2 

- - (sin2 p cos2a) D~ 

Figure 3. Orientation of the transition moment with 
respect to molecular axes for a dichroic mesogen [22]. 

R=A,,/A,. Assuming that there is no local 
biaxial order, the order parameter can be 
written in terms of R and the angle between 
the transition dipole and the ordered axis of 
the absorbing molecule: 

1 + S (3 cos2 p - 1) 

1 - S(3 cos2 p - 1) 
R =  (22) 

2 

For the special cases where the transition di- 
pole is parallel or perpendicular to the mo- 
lecular axis, the relationships between the 
dichroic ratio and the order parameter re- 
duce to simple forms: 

R(P = 0') = l-s 1 + 2 s  

l - S  R (P = 90') = ___ 1 l+-s 
2 

A particularly useful aspect of dichroic 
measurements is the chance to probe orien- 
tational order using more than one electron- 
ic transition in a molecule. Thus optical or- 
der parameters can be determined for differ- 
ent absorption bands, and if the transition 
moment directions are known, it is possible 
to determine both order parameters Sand D. 
If it is assumed that there is a relationship 
between the uniaxial and biaxial order pa- 
rameters, as given in Fig. 5 of Sec. l in this 
chapter, then it is possible to obtain both or- 
der parameters from the polarized spectra 
from a single absorption band [25]. This 
method has been applied [26] to the deter- 
mination of order parameters of rigid aro- 
matic probes, such as azulene, phenan- 
threne, and anthracene and related com- 
pounds. Dichroism measurements on im- 
purity molecules in liquid crystal solvents 
have also been used [27,28] to study inter- 
molecular interactions, and their influence 
on electronic absorption bands. Polarization 
effects of the type described above for sim- 
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ple optical absorption spectroscopy can be 
observed and interpreted in a similar man- 
ner for many other types of spectroscopy 
such as Raman scattering [29] and reso- 
nance Raman scattering [30]. 

The Kramers-Kronig relationship be- 
tween the real and imaginary parts of the re- 
fractive index shows that materials having 
a strong electronic absorption will tend to 
have a high refractive index. Conjugated 
mesogens or polarizable mesogens will 
therefore have relatively large refractive in- 
dices, and the birefringence will be deter- 
mined by the polarization of the electronic 
absorptions. Some typical values for refrac- 
tive indices of a range of different liquid 
crystals are given in Table 2. Materials with 
electronic absorptions in the UV at wave- 
lengths less than 200 nm such as substitut- 
ed bicyclohexanes will have small refrac- 
tive indices and usually small birefringenc- 
es. Changes in refractive indices with wave- 
length are also determined by the electron- 
ic absorptions for particular mesogens, and 
a polarized UV/visible spectrum for a stan- 
dard liquid crystal is illustrated in Fig. 4. 
The dispersion in the corresponding refrac- 
tive indices can be readily obtained from the 
following equations based on Drude's the- 
ory of optical dispersion: 

n, =l+nOe+ble [;: i2) '+ 

- I  

b 2 . ( 1 - 1 )  a; a2 +... 

Measured refractive indices for 5CB fitted 
to these equations are given in Fig. 5 [31]. 
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Figure 4. UVhisible spectrum of a mesogen (5CB). 
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Figure 5. Fitted dispersion of refractive indices for 
5CB. 

3.4 Refractive Indices 
and Liquid Crystal Phase 
Structure 

In Eqs. (9)-(11) the electronic polarizabil- 
ity is independent of temperature, so the 
temperature dependence of refractive indi- 
ces is determined primarily by the order pa- 
rameter, and to a lesser extent by changes in 
the density: the latter may be important at 
phase transitions. The variation of refractive 
indices of n-pentyloxyphenyl trans-4-n- 



224 3 Optical Properties 

octylcyclohexanoate with temperature is 
given in Fig. 6, where the effect of phase 
changes is clearly seen. The changes most- 
ly reflect changes in the order parameter at 
the transitions. 

Thin films of oriented liquid crystals can 
act as optical wave guides, and examination 
of the eigenmodes of thin liquid crystal 
films can be used to obtain values for the 
real and imaginary parts of the refractive in- 
dices, as well as giving information on the 
director configuration in thin films [32]. The 
liquid crystal film is contained between two 
metallized (silver) reflecting surfaces, and 
the reflectivity is measured as a function of 
the angle and polarization of incident mono- 
chromatic light. The intensities of the re- 
flected beam for light polarized in the plane 
of incidence (p) and perpendicular to the 
plane of incidence (s) are measured, and can 
be fitted to a model for the refractive in- 
dices, film thickness and director configu- 
ration. An example of experimental and fit- 
ted results is shown in Fig. 7 for the SmA 
phase of a commercial liquid crystal mix- 
ture Merck (UK) SCE3 [33]. 

A significant advance provided by guid- 
ed mode experiments is the ability to meas- 
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Figure 6. Refractive indices against temperature, in- 
cluding phase transitions [3 11 
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Figure 7. Reflectivity as a function of angle with fit- 
ted function for SCE3 at 72.8 "C (SmA); fitting pa- 
rameters &,,=2.760 and &,=2.208. 

ure not only the optical parameters of a liq- 
uid crystal film, but also the director con- 
figuration in complex geometries, such as 
the chevron structure in a SmC phase (see 
Fig. 8). The analysis of the optical response 
of complex liquid crystal structures is most 
conveniently achieved using the methods 
of matrix optics. There are a number of var- 
iants which can be used, depending on the 
particular problem, but the basic method is 
to represent an optical element as a matrix, 
which acts on the incident light, represent- 
ed as a column vector, to give a resultant 
vector characteristic of the transmitted light. 
The approach is particularly suited to the 
geometries encountered in liquid crystal 
systems, since a complex optical structure 
can be split up into a series of elements each 
having its own characteristic matrix. With- 
in each element it is assumed that the direc- 
tor is uniform, so the optical properties can 
be simply described in terms of principal re- 
fractive indices, the absorption coefficients 
for absorbing materials and the orientation 
of the optical indicatrix. The resultant re- 
sponse of the complex structure is then giv- 
en by successive multiplication of the ma- 
trices for each element. The simplest meth- 
od is that due to Jones, where the light wave 
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is represented as a 2 x 1 column vector con- 
sisting of the electric field components Ex 
and Ey in a plane perpendicular to the prop- 
agation direction z.  Thus the transmitted 
wave ( E k ,  Ety) through a birefringent ele- 
ment of thickness d and principal refractive 
indices n, and no making an angle of a with 
the x axis can be written as: 

[:I=[ sina cosa I cosa -sina 

[o e-2nin,dlL O I  
e-2nin,dll 

[cosa sins][:] 
-sina cosa 

or 
E, = R&'""'BRE, (25)  

where the incident wave is represented by 
E,,, E,, R is the rotation matrix and the 
matrix B represents the birefringent ele- 
ment. Extra elements such as polarizers 
and other birefringent elements can be in- 
cluded as appropriate matrix multipliers, 
and the transmitted light intensity is given 
by I= E Z;+ E fy. 

As an example of the application of the 
Jones matrices, the director configuration in 
a thin liquid crystal film of a SmC material 
has been investigated [34] by measuring 

the transmission of polarized light as a func- 
tion of wavelength. Knowing the refractive 
indices of the material, the experimental 
results can be fitted to a model for the di- 
rector configuration, as illustrated in the 
Fig. 8. 

Another analytical method which had 
been extensively applied to liquid crystal 
structures was developed by Berreman [35]. 
It is based on a 4x4 matrix representation of 
optical elements [36], where the incident 
and transmitted light are described by a 4x1 
column vector consisting of components of 
both the electric and magnetic field asso- 
ciated with the electromagnetic wave. 

A widely used technique to study the 
properties of thin films is ellipsometry, and 
it has been used to investigate the structure 
of free-standing films of smectic liquid 
crystals consisting of only a few layers 
[37]. The method involves measuring the 
polarization characteristics of a transmitted 
or reflected beam of monochromatic light 
for different angles of incidence. Writing 
the phase difference between the s- and 
p-polarizations of the transmitted beam as 
A=&,- $s ,  the value of A will depend on the 
integrated optical path difference across the 
smectic layers for light of the two polariza- 
tions. The technique has been used to probe 
the structure of ferroelectric and antiferro- 
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450 500 550 600 650 700 Figure 8. Fitted transmission against 
Wavelength (nm) wavelength for a chevron structure [34]. 
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Figure 9. Measured optical path difference for three 
and four layer smectic structures of antiferroelectric, 
ferrielectric and ferroelectric SmC phases [37]. Bot- 
tom figure indicates angle of incidence for A+ and A- 
measurements. 

electric smectic liquid crystals. For smectic 
films with alternating tilt directions, as in 
antiferroelectric or ferrielectric chiral SmC 
phases, the optical path difference will dif- 
fer for odd or even numbers of layers. This 
is illustrated in Fig. 9 for a 3 and 4 layer film 
of MHPOBC, and the observed values for A 
measured in the antiferroelectric phase for 
2 angles of incidence are consistent with the 
proposed structure for antiferroelectric 
phases. 

3.5 Optics of Helicoidal 
Liquid Crystal Structures 

In simple fluids of chiral molecules (mole- 
cules having structures such that mirror 
images are not superposable) the molecu- 
lar chirality can be identified through the 
associated optical activity (i.e. the rotation 
of the plane of incident plane polarized 
light). If the light is of a frequency that cor- 
responds with an electronic or vibrational 
absorption, then the fluid can exhibit diffe- 
rential absorption for left and right circular- 
ly polarized light, and the transmitted light 
is elliptically polarized. Optical activity can 
also be observed in differential scattering of 
left or right circularly polarized light. Chi- 
ral liquid crystals as well as exhibiting op- 
tical activity have a number of characteris- 
tic chiral properties, the most important 
of which is a tendency for the phases to de- 
velop helicoidal structures. Thus optical ef- 
fects due to chirality in liquid crystals can 
be due to molecular chirality or a conse- 
quence of the helicoidal structure. This may 
seem to be an unnecessary distinction, since 
the helicoidal structures of chiral liquid 
crystal phases are a result of chiral inter- 
actions between molecules. However there 
is a difference when it comes to calculat- 
ing the optical response of chiral liquid crys- 
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tals, which can usually be modelled by 
twisted layers of linearly birefringent mate- 
rial; the intrinsic molecular optical activity 
of a liquid crystal is normally neglected in 
modelling the optical properties of chiral 
liquid crystals. For example the specific ro- 
tation measured in isotropic solution of a 
typical liquid crystal material such as CE6 

is 3 . cm-', while the optical rotation of an 
aligned film of the chiral nematic phase of 
such a material, which arises primarily from 
the helicoidal structure, is around lo4 . cm-'. 

One optical feature of helicoidal struc- 
tures is the ability to rotate the plane of in- 
cident polarized light. Since most of the 
characteristic optical properties of chiral 
liquid crystals result from the helicoidal 
structure, it is necessary to understand the 
origin of the chiral interactions responsible 
for the twisted structures. The continuum 
theory of liquid crystals is based on the 
Frank-Oseen approach to curvature elastic- 
ity in anisotropic fluids. It is assumed that 
the free energy is a quadratic function of cur- 
vature elastic strain, and for positive elastic 
constants the equilibrium state in the ab- 
sence of surface or external forces is one of 
zero deformation with a uniform, parallel 
director. If a term linear in the twist strain 
is permitted, then spontaneously twisted 
structures can result, characterized by a 
pitch p, or wave-vector q = 2 TC p-' i, where i 
is the axis of the helicoidal structure. For the 
simplest case of a nematic, the twist elastic 
free energy density can be written as: 

g = -k2(n . V x n )  + k,,(n . V x n)2 (26) 

and the pitch of the corresponding chiral ne- 
matic is given by p-l= k2/2n; k22. The opti- 
cal properties of such twisted structures 
have been determined using a model of 
twisted layers of linearly birefringent mate- 
rial, which predicts a variety of optical re- 
sponse depending on the value of p A n  in 

(C IoH21OC6H4COOC6H4CH2CH(CH,)C2H5) 

comparison with the wavelength A. For long 
pitch materials such that p An S- 1, the struc- 
ture behaves as a rotator, and linear polar- 
ized modes rotate with the helix: this is the 
mode utilized in twisted nematic displays. 
For shorter pitches the optical response is 
more complicated, but analytical results can 
be obtained for normal incidence, leading to 
the de Vries equation [38] for the optical ro- 
tation per unit length p = @/d: 

This equation predicts that the optical 
rotation diverges at a critical wavelength 
Ao=np. The variation of p with wavelength 
is illustrated schematically in Fig. 10. 

However the de Vries equation is not val- 
id in the region of A,, which corresponds to 
a total reflection of circularly polarized light 
having the same sense as the helical pitch. 
This is often referred to as Bragg reflection, 
by analogy with X-ray diffraction, but only 
first order reflections are allowed for nor- 

j++?: , ~ 
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Figure 10. Variation of p with iVpm according to 
Eqn. 27. 
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ma1 incidence. The band width for total re- 
flection centered on a wavelength of A, is 
AA=pAn, and the sign of the optical rota- 
tion reverses on crossing the band at A,. It 
is observed that the wavelength of reflected 
light varies as a function of the angle of in- 
cidence, but an analytical solution of the op- 
tic response for this situation is not possible. 
Away from normal incidence, all orders of 
reflection are permissible [39], but an ap- 
proximate result for the angular dependence 
of the wavelength of reflected light is 

From the above it is clear that the optical re- 
sponse of helicoidal structures of liquid 
crystal molecules depends on the pitch, and 
in order to relate these optical properties to 
molecular structures, the dependence of pitch 
on molecular structure must be considered. 

Chiral liquid crystal phases readily form 
in mixtures of chiral and nonchiral materi- 
als, and for mixtures of a chiral dopant and 
a nonchiral host it is convenient to define a 
twisting power b, which is a measure of the 
pitch induced per unit concentration of chi- 
ral dopant: 

b=-- dp-' 
dc 

The twist induced by different molecular 
species can be qualitatively related to the 
molecular structure of the chiral species 
[40]. The twist induced in a nonchiral liq- 
uid crystal solvent by a chiral dopant also 
depends on the nature of the solvent, and it 
has been proposed that chiral dopants can 
preferentially promote chiral conformations 
of the solvent molecules [41]. This effect 
has also been observed in isotropic solu- 
tions, where an enhanced optical rotation in 
solutions of a chiral biaryl in a cyanobiph- 
enyl solvent was attributed [42] to an induc- 
tion of chirality via preferential interactions 

between solute and solvent conformations 
of the same chirality. Attempts have been 
made to relate the twisting power to some 
molecular measure of chirality based on a 
variety of geometric indices [43], but with 
only limited success. 

Chiral interactions in the isotropic phase 
of liquid crystals are clearly seen in the pre- 
transitional increase in optical activity ob- 
served at the isotropic to chiral nematic or 
chiral smectic phase transition. This was 
first observed by Cheng and Meyer [44] and 
explained by them in terms of fluctuations 
in the off-diagonal elements of the correla- 
tion function for fluctuations in the order- 
ing matrix [45]. There are five fluctuation 
modes which can contribute to the pretran- 
sitional optical activity, and the experimen- 
tally observed behaviour depends on the rel- 
ative amplitudes of these modes and cou- 
pling between them [46]. For some systems 
of high chirality there is a reversal in the sign 
of the pretransitional optical activity which 
has been attributed to mode-coupling; sim- 
ilar results have been obtained in the pre- 
transitional region of smectic phases [47]. 
Scattering of circularly polarized light has 
also been used [46] to probe different chiral 
fluctuation modes, and by selection of com- 
binations of incident right or left and scat- 
tered left or right circularly polarized light 
it is possible to identify scattering from three 
of the five individual modes. 

The imaginary part of the complex re- 
fractive indices for left and right circularly 
polarized light relates to circular dichroism, 
that is differential absorption for light of dif- 
ferent circular polarizations. It is treated in 
a similar manner to linear dichroism, except 
that the definition of principal components 
follows a different convention. For linear 
birefringence and dichroism the principal 
values of the complex refractive index re- 
late to the electric field polarization direc- 
tion which is transverse to the propagation 



direction (TE); principal components of the 
circular dichroism tensor are defined for the 
propagation direction. Thus components of 
the transition moments will contribute dif- 
ferently to corresponding principal values 
of the linear dichroism and circular dichro- 
ism tensors [48]. 

The circular dichroism (CD) AA,, is de- 
fined as the difference in the optical absorp- 
tion for left and right circularly polarized 
light, and for small values of the dichroism 
this gives rise to a corresponding ellipticity 
ly for transmitted plane polarized light: 

(30) &D = kl - kr 

where o is the frequency of the light in ra- 
dians/sec, d is the pathlength and c the ve- 
locity of light. 

The use of CD as a probe of liquid crys- 
talline properties has been rather limited. 
A helicoidal structure will induce circular 
dichroism at an absorption band of a nonchi- 
ral chromophore, and the magnitude of the 
induced CD absorption depends on the pitch 
of the helix, the sign of the CD changing if 
pitch inversion occurs. This technique has 
been used to investigate phase transitions 
between ferrielectric, ferroelectric and anti- 
ferroelectric smectic c* states of MHPOBC 

1491. Spectra were recorded in the visible 
for a dissolved nonchiral dye molecule, and 
a small induced CD was detected in the UV 
originating in the intrinsic absorption of 
MHPOBC. A change in sign of the CD of 
the dye molecule was observed at the phase 
transition between ferroelectric and ferri- 
electric states. Measurements were made 
on 100 pm cells homeotropically aligned 
along the helix axis, to avoid complications 
from linear birefringence or dichroism ef- 
fects. 

(C@ ,,OC,H4COOC,H4COOCH(cH~)c6H,,) 
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4 Dielectric Properties 

David Dunmur and Kazuhisa Toriyama 

The purpose of this Chapter is to describe 
the dielectric properties of liquid crystals, 
and relate them to the relevant molecular 

4.1 Dielectric Response 
of Isotropic Fluids 

properties. In order to do this, account must 
be taken of the orientational order of liquid 
crystal molecules, their number density and 
any interactions between molecules which 
influence molecular properties. Dielectric 
properties measure the response of a charge- 
free system to an applied electric field, and 
are a probe of molecular polarizability and 

The various factors which influence the di- 
electric properties of a liquid crystal can be 
identified by recalling the results for iso- 
tropic fluids. The Debye equation (1) for an 
isotropic fluid relates the permittivity to the 
mean polarizability (&) and molecular di- 
pole moment (p): 

( 1 )  
N F h  - p 2 F  dipole moment. Interactions between di- 

poles are of long range, and cannot be ( E  - 1) = -[a + -1 3kB T 
discounted in the molecular interpretation &O 

of the dielectric properties of condensed 
fluids, and so the theories for these proper- 
ties are more complicated than for magnet- 
ic or optical properties. The dielectric be- 
havior of liquid crystals reflects the collec- 
tive response of mesogens as well as their 
molecular properties, and there is a coupling 
between the macroscopic polarization and 
the molecular response through the internal 
electric field. Consequently, the molecular 
description of the dielectric properties of 
liquid crystals phases requires the specifi- 
cation of the internal electric field in aniso- 
tropic media which is difficult. 

where F and h are reaction field and cavity 
field factors which account for the field de- 
pendent interaction of a molecule with its 
environment, and N is the number density. 
Molecular contributions to the permittivity 
are approximately additive, since ( E  - 1) is 
proportional to N ,  but the internal field fac- 
tors for the reaction field ( F )  and cavity field 
(h)  are also density dependent. For isotrop- 
ic fluids, the internal field factors are given 
by: 

2 ( E  - 1) 
4n&oa3(2& + 1) 

F = (1 -at)- '  and f = 

h=- 3E 

( 2 E  + 1) 

0 
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where a is the radius of the spherical cavity 
which accommodates the molecule. Using 
the Lorenz-Lorentz equation for the iso- 
tropic polarizability, Eq. (8) of Sec. 3 of this 
chapter gives for the reaction field factor: 

(2& + 1)(n2 + 2)  F =  
3(2&+n2) ( 3 )  

Specific pairwise dipole - dipole interac- 
tions can be accounted for by introducing 
the Kirkwood correlation factor gl ,  such 
that the mean square dipole moment is re- 
placed by an effective mean square moment 
defined by: 

(4) 
2 2 P effective= g1 P 

and this correlation factor g ,  can be related 
to the spatial dipole correlation function 
G(r) in the fluid: 

gl =l+V-'JGl(r)dr and 

( 5 )  

The Kirkwood- Frohlich equation incorpo- 
rates this factor, and enables the mean 
square effective dipole moment to be de- 
duced from measurements of the electric 
permittivity, refractive index and number 
density of a fluid: 

The electric permittivity determines the po- 
larization (dipole moment per unit volume) 
induced in a material by an electric field. If 
the applied field varies with time, then the 
frequency dependence of the permittivity is 
an additional property of the material. A 
complication with any time-dependent re- 
sponse is that it may not be in-phase with 
the applied field. Thus to describe the fre- 
quency-dependent dielectric response of a 

material, the amplitude and phase of the in- 
duced polarization must be measured. A 
convenient way of representing phase and 
amplitude is through complex notation, so 
that d (real) measures the in-phase re- 
sponse, and d' (imaginary) measures the 90" 
out-of-phase response: 

& * ( w )  = &'(W) - i &"(W) (7) 

and the phase angle is tan-' (&"I&'). The 
effective response of a molecule to an alter- 
nating field of frequency w, assuming a sin- 
gle molecular dipole relaxation, can be de- 
scribed through the complex permittivity as: 

which gives: 

& @ I ) - l = [ l + W  2 z 2 ] -l NP2 . 
3 ~ 0  k B  T ' 

(9) & " ( W ) = W z [ l + w  2 z 2 ] -l - NP2 
3 ~ 0  k B  T 

The time zis the relaxation time for dipole 
reorientation in an electric field of frequen- 
cy w (radians s-'). For real systems there 
may be a number of contributions to the 
electric permittivity, each relaxing at a dif- 
ferent frequency, for example due to inter- 
nal dipole motion in flexible molecules or 
collective dipole motion. If these contribu- 
tions to the electric permittivity are at suf- 
ficiently different frequencies, they can be 
separated in the dielectric spectrum, and it 
is possible to apply Eq. (9) to each relaxa- 
tion process. At low frequencies (w+O), 
the orientation polarization contribution to 

the permittivity is *, neglecting any 
3% kB T 

internal field effects, while at high frequen- 
cies (w  + w), the molecular dipoles do not 
rotate fast enough to contribute to the di- 
electric response. More generally the real 
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and imaginary parts of the permittivity can 
be expressed as: 

[&'(O) - &'(=3)] 

[&'(O) - &'(W)]. 

& * (w) - &'(w) = _ _ _ ~  

€'( w) - &'(W) = 

[ l+ iwz]  

[1+w"*] ' 

W Z [ E ' ( O ) - & ' ( w ) ]  
&"(a) = 

[1+w%2] 

where Np2 =[&'(O)-&'(w)]. 
3 ~ 0  ks T 

These equations, due to Debye, can be used 
to describe any relaxation process in a ma- 
terial, but in such cases the frequencies w = O  
and w = w  refer to frequencies below and 
above the relaxation frequency coo = z-', as 
illustrated in Fig. 1. 

If the variable wz is eliminated from 
Eq. (1 0), we obtain: 

2 

&"(my + &'(a) - 1[&'(0) + &'(m)]} 
I 2  

1 2 

4 
= - [&'(O) - &'(=))I 

which is the equation of a circle of radius 
1 -[&(O) + E ( W )  centered on the point &"(a) 
2 

=0, &'(a)= - - [ & ( O ) + E ( W ) .  1 This represen- 
2 

0 01 0 1  1 10 100 
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Figure 1. Schematic plot of the real and imaginary 
parts of the complex permittivity as a function of rel- 
ative frequency w, = w Z. 

.T 
E" 

Figure 2. Cole-Cole plot of the real and imaginary 
parts of the permittivity. 

tation of the real and imaginary parts of the 
electric permittivity is known as a Cole- 
Cole plot, and is illustrated in Fig. 2. 

In plotting experimental data it is some- 
times more convenient to use the Debye- 
Pellat equations which are obtained by re- 
arranging Eq. (10) thus: 

&''(a) 
&'(Lo) = &'(w) + ~ w z  

&'(a) = &'(O)- o z & " ( W )  (12) 

since these provide a simple way to deter- 
mine the low EI(0) and high d(w) frequen- 
cy contributions to the real part of the per- 
mittivity. 

The measured frequency dependences of 
&"(w) and E'(w) in real fluids do not always 
fit the Debye-Pellat equations, and many 
methods [ 1) have been proposed to analyse 
skewed or displaced Cole - Cole plots. 
Debye's theory of dipole relaxation assumes 
that rotational motion can be described in 
terms of a single relaxation time. In a real 
system, fluctuations in the local structure of 
a molecule or its environment may result in 
a distribution of relaxation times about the 
Debye value, and such a situation can be de- 
scribed by a modification to Eq. (10) 

where a is a parameter introduced by Cole 
and Cole [2]. The effect of a is to produce 
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a semicircular Cole - Cole plot, the center 
of which is depressed below the abscissa. 
Asymmetric or skewed plots of &"(a) 
against E'(w) can sometimes be fitted by the 
Cole-Davidson equation: 

where /3 is another parameter which is a 
measure of an asymmetric distribution of re- 
laxation times. Another empirical function- 
al form which is sometimes used to describe 
a non-Debye like relaxation is due to Fuoss 
and Kirkwood. This function, Eq. (15), 
gives a symmetric Cole - Cole plot, but de- 
pressed with respect to the result for a sin- 
gle relaxation: (a here is not the same as the 
a parameter in Eq. (13)) 

E"(o) = -a (&(O)-&(~))secha( lnwz)  1 (15) 
2 

In some isotropic liquids, and quite gener- 
ally in polar liquid crystals, the plot of &"(a) 
or ~'(0) against frequency shows evidence 
of two or more separate relaxation times. In 
some circumstances these may be well sep- 
arated in frequency giving distinct Cole - 
Cole arcs, but more usually they overlap to 
give a composite Cole-Cole arc. The sim- 
plest analysis of such measurements is to as- 
sume that the relaxation processes contrib- 
ute additively to the permittivity so that the 
complex permittivity can be written: 

where xj is a weighting factor for each re- 
laxation centred at frequency aj= ?-'. Us- 
ing this, nonsemi-circular Cole - Cole plots 
can be analysed in terms of a sum of contri- 
butions (see Fig. 3 ) .  

In deriving the macroscopic equations 
from the microscopic result, Eq. (8) the ef- 
fect of the environment on a rotating molec- 

E" 

Figure 3. Cole-Cole plot of the perpendicular com- 
ponent of the permittivity for the nematic phase of 
4-heptyl-4-cyanobiphenyl [3]. 

ular dipole has been neglected. This does not 
invalidate the Debye-Pellat equations or 
Cole-Cole plot, but requires a different 
interpretation of the relaxation time. Thus 
wj= 5-l is no longer the angular velocity of 
a rotating dipole, but is a macroscopic re- 
laxation frequency. For an isotropic fluid an 
approximate relationship between the mac- 
roscopic and microscopic relaxation times 
is [4]: 

Tmicroscopic (17) 
3&(O) 

2E(O) + E ( W )  
Tmacroscopic = 

but this result is not applicable to liquid 
crystals. 

If the rotating molecule is assumed to be 
rigid and axially symmetric, then the dipole 
will lie along the symmetry axis, and the re- 
orientation of the dipole in an electric field 
will be governed by the rotational motion of 
the molecule about an axis perpendicular to 
the symmetry axis. This in turn can be re- 
lated to a rotational diffusion constant D,: 

Zmoiecuiar = ( ~ D L ) - '  = I ( 2 k ~  Tz~1-l  (18) 

where T, is the relaxation time for the angu- 
lar momentum about the short axis, and I is 
the moment of inertia. Assuming an isotrop- 
ic distribution of angular momenta, Debye 
showed that z, could be simply related to the 
moment of inertia, an effective molecular 
radius (a) and a microscopic viscosity (q) ,  
giving: 
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Various extensions of this to other molecu- 
lar shapes have been reported [5 ] .  

In the above discussion of the frequency 
dependent permittivity, the analysis has 
been based on either the single particle ro- 
tational diffusion model of Debye, or em- 
pirical extensions of this model. A more 
general approach can be developed in terms 
of time correlation functions [6], which in 
turn have to be interpreted in terms of a suit- 
able molecular model. While using the cor- 
relation function approach does not simpli- 
fy the analysis, it is useful, since experimen- 
tal correlation functions can be compared 
with those deduced from approximate the- 
ories, and perhaps more usefully with the re- 
sults of molecular dynamics simulations. 
Since the use of correlation functions will 
be mentioned in the context of liquid crys- 
tals, they will be briefly introduced here. 
The dipole - dipole time correlation func- 
tion C(t) is related to the frequency depen- 
dent permittivity through a Laplace trans- 
form such that: 

1 -+ E ( 0 )  - n2 ( 2 E f ( O )  + n2)&’(w) 

E * (a) - n 2 ( 2 E y W ) + n 2 ) & ’ ( 0 )  

m 

= 1 - i o  IC(t)eior dt 
0 

where C(t )  is the dipole time correlation 
function defined by: 

4.2 Dielectric Properties 
of Anisotropic Fluids 

In an orientationally ordered fluid the 
electric permittivity becomes a second rank 

tensor E ~ P ,  and an electric susceptibility can 
be defined which relates the induced pola- 
rization P to the applied electric field E: 

Thus the number of independent compo- 
nents of the permittivity tensor will depend 
on the symmetry of the liquid crystal phase. 
The frequency dependence of the permittiv- 
ity is described in terms of real and imagi- 
nary parts, and these also will be tensor 
quantities. Apart from complications of an- 
isotropic internal fields, the static or low fre- 
quency part of the permittivity tensor can be 
related to the molecular polarizability and 
dipole moment averaged over the appropri- 
ate orientational distribution functions. 

4.2.1 The Electric Permittivity 
at Low Frequencies: 
The Static Case 

4.2.1.1 Nematic Phase 

In this section we wish to consider all the 
possible contributions to the electric permit- 
tivity of liquid crystals, regardless of the 
time-scale of the observation. Convention- 
ally this permittivity is the static dielectric 
constant (i.e. it measures the response of a 
system to a d.c. electric field) in practice ex- 
periments are usually conducted with low 
frequency a.c. fields to avoid conduction 
and space charge effects. For isotropic di- 
polar fluids of small molecules, the permit- 
tivity is effectively independent of frequen- 
cy below 100 MHz, but for liquid crystals it 
may be necessary to go below 1 kHz to 
measure the static permittivity; polymer liq- 
uid crystals can have relaxation processes at 
very low frequencies. 



236 4 Dielectric Properties 

The electric susceptibility for anisotrop- 
ic materials is a second rank tensor, and we 
can use the general results of Sec. 1 of this 
chapter. Firstly we will only consider the an- 
isotropic part of the permittivity: 

(23) 

The principal components of this can be 
evaluated in terms of order parameters and 
molecular properties as given in Eq. (47) of 
Sec. 1 of this chapter. All that remains is to 
evaluate the components of the molecular 
susceptibility tensor K$F~~~~). This contains 
contributions from (1) the dipole induced by 

1 x$= xap - 3 xr/ 4xp 

the internal electric field E(i"t), and (2) the 
orientation polarization arising from the 
partial alignment of dipoles by the directing 
field E(dir). Thus in molecular axes the prin- 
cipal components of the microscopic electric 
susceptibility tensor will be obtained from: 

I 1  Ei = aii El'"')+ pi (24) 
(electric) 

If a molecule is freely rotating then the av- 
erage dipole moment along any axis will be 
zero. The effect of an electric field is to 
break the f symmetry of the axis, and the 
value of pi is the average over the + i  and -i 
directions weighted by the Boltzmann ener- 
gy associated with the directing electric 
field, so that: 

where , ~ - ~ = - p + ~ .  Assuming that pi E idir)e kB T, expanding the exponentials gives: 

(26) p. = 

and using this in Eq. (24) along with the results for E(int) and E(dir) obtained for isotropic 
liquids gives: 

- p; Eldir) 

' kBT 

11 - Fh [ ajj +- ::;I (electric)- 

This can be substituted into Eq. (47) of Sec. 1 to obtain the anisotropic part of the electric 
susceptibility tensor. The isotropic part of x$Ftric) is the result obtained for isotropic fluids: 

so the final result for the principal components of the permittivity tensor can be obtained 
from Eqs. (27) of this section and (47) of Sec. 1 to give: 

- Ell - 1 = EG1 N F h  ie1ectric)- 

+- F g I " )  [p :  (1 + 2s)  + p $  (1 - S - D )  + p 2 (1 - S + D)] 
3kB T 
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1 ( S  + P )  - -a2 ( D  + C) 
6 

- - 1 = &G1 N F h  (electric)- 

Fg y') + -~ [ 2 p i  (1 - s - P )  + p; (2 + s+ P + D +  C) + p: (2 + s + P - D -  C)] 
6ks T 

(29 c) 
I 
6 

- E l  - 1 = &G1 N F h  

Fg y) 
( S  - P )  - -a* ( D  - C )  :electric)- 

1 +- [ 2 p i  (1 - s + P )  + p; (2 + s - P + D - C )  + p: (2 + s - P - D + C)] 
6 k ~  T 

These are the Maier and Meier equations [7] 
for the low frequency components of the 
permittivity extended [8] to include all 
orientational order parameters. They pre- 
dict that the mean value of the permittivity 

1 2 = - (q + + EL) should be independent 
3 

of the orientational order, and apart from 
changes in density it is expected to be con- 
tinuous through all liquid crystal phase 
changes. This prediction is not always con- 
firmed by experiment, and for polar meso- 
gens there are often detectable changes in E 
at phase transitions, including those to the 
isotropic liquid. 

A simplified form of Eq. (29) may be 
used to write down the permittivity aniso- 
tropy of a uniaxial liquid crystal consisting 
of uniaxial molecules having an off-axis di- 
pole which makes an angle of p with the 
principal molecular axis (see Fig. 4): 

Figure 4. Schematic of a mesogen with an off-axis di- 
pole moment making an angle of p with the molecu- 
lar long axis. 

J 

For values of p less than 54.7 ', the dipolar 
term is positive, while for angles greater 
than this it becomes negative, and may re- 
sult in an overall negative dielectric aniso- 
tropy. For a particular combination of mo- 
lecular properties, the polarisability aniso- 
tropy and the dipolar terms in Eq. (30) may 
cancel at a particular temperature. This has 
been observed in certain fluorinated cyclo- 
hexyl ethanyl biphenyls [9], which change 
the sign of their anisotropy from negative at 
low temperatures to positive at high temper- 
atures. There is, however, a basic inconsis- 
tency with the model described by Eq. (30), 
since any molecule with an off-axis dipole 
is necessarily biaxial; rotation about the mo- 
lecular long axis may result in the biaxial 
order parameter D averaging to zero. 

Dielectric measurements on liquid crys- 
tal phases probe the dipole organization of 
molecules, and changes in the permittivity 
components as a liquid crystal undergoes 
transitions from nematic to various smectic 
phases will primarily reflect changes in or- 
ientational order and symmetry changes. 
Different degrees of translational order will 
only influence the permittivity components 
indirectly through macroscopic internal 
field corrections and through short range di- 
pole -dipole interactions. The effect of 
macroscopic anisotropy on the dielectric 
properties of a material has been calculated 
for the model of a polarized sphere im- 
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mersed in a dielectric continuum, with the 
result: [ 101 

2 
(&i - n?)[E, + nj (1 - Ei)]  ( M ! )  

(3 1) 
- -- 

&i[&i+(nf-&i)fli] &OkBT 

where ( M ? )  is the mean square dipole mo- 
ment of the sphere in the i-direction, and the 
factor fli accounts for the depolarization 
field associated with a sphere in an aniso- 
tropic medium. a, is defined in terms of the 
components of the permittivity tensor by: 

(32) 

and equals 1/3 for an isotropic dielectric. To 
proceed beyond Eq. (32) it is necessary to 
model both the anisotropic local field act- 
ing on molecules and the short range inter- 
actions between molecular dipoles in the 
sphere. The former depends on the long 
range anisotropy in the radial distribution 
function, while dipole - dipole correlations 
can be described in terms of anisotropic 
Kirkwood g-factors defined for different di- 
rections in the sample. These are most use- 
fully defined in terms of the appropriate di- 
pole correlation functions as: 

gi =l+V- ' jG ; ( r )d r  

(33) 

where (i) refers to the parallel and perpen- 
dicular directions. Thus gy and & measure 
the extent to which the projections of mo- 
lecular dipole components are correlated 
along the principal axes of an anisotropic 
fluid, assumed to be uniaxial in this case. If 
the rotational motion of molecules was iso- 
tropic, then clearly the correlation factors 
along the axes would be the same. This an- 
isotropic dipole correlation is illustrated in 

I , 8 ,  , 8 ,  

, . I  * 

Figure 5. Anisotropic correlation of molecular dipole 
components. 

Fig. 5 ,  where the projected parallel compo- 
nents of the dipoles on molecules ( 1 )  and (2) 
are opposed (gy < 1),  while the correspond- 
ing dipoles projected on to the perpendicu- 
lar axis, molecules (1) and (3) are reinforc- 

Evaluating the mean square moment of a 
sphere (Eq. (31)), and using the definition 
of the correlation factor above gives the an- 
isotropic version of the Kirkwood-Froh- 
lich equation: 

ing (gii). 

This equation can be written as: 

Nhi fi2 gf ( p  ?) 
( E i - n ; ) =  

&O kB 
(35) 

where hi = ~i [ &i + Gi (n!- &i)]' is the aniso- 

tropic cavity field factor, and 6 = L(n;+ 2) 
3 
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is an approximation to the anisotropic reac- 
tion field factor. While some progress has 
been made in describing local dipole corre- 
lations in partially ordered phases, the for- 
mulation of the internal electric field for a 
macroscopically anisotropic dipolar fluid 
remains a formidable problem. Various ap- 
proximate models have been described [ 1 1 - 
131, but it is difficult to assess the relative 
merits of such approaches. In liquid crys- 
tals, it has been proposed [ 141 that the long 
range anisotropy in the radial distribution 
function can be modelled by assuming an 
ellipsoidal cavity of dimensions a, b and c 
which depend on molecular shape. Howev- 
er comparison of local field tensors calcu- 
lated for a continuum model with the results 
of dipole-dipole lattice sums have led to the 
conclusion [ 151 the contribution of shape 
anisotropy to the local field in anisotropic 
fluids can be neglected, and the assumption 
of isotropic internal field factors is justified. 
Under these circumstances, Eq. (35) can be 
written as more familiar Maier and Meier 
equations in terms of these effective mean 
square dipole moments: 

E I I - I = E ~ '  N L F  

- ( a + i A a S + F  2 [pei t ]2i  (36) 
kB 

E~ - 1 = E 0' N L F  

where the effective mean square dipole mo- 
ments can be written in terms of the order 
parameter and the longitudinal (pJ and 
transverse (h) components of the molecu- 
lar dipole as: 

II 

[p E f f ]  = p; (1 + 2s)  + p? (1 - S ) ]  (38) 3 

A number of studies of dipole association in 
liquid crystalline systems have been report- 
ed [ 16- 181, and it is clear that the orienta- 
tion of the molecular dipole with respect to 
the molecular axis has a large influence on 
the local dipole organisation. A mean field 
theory of short range dipole - dipole corre- 
lation between interacting hard ellipsoids 
with embedded dipoles has been developed 
[ 191, and this predicts that prolate ellipsoid- 
al molecules (rod-like) with longitudinal di- 
poles will exhibit local antiferroelectric or- 
der in ordered fluids, while oblate ellipsoids 
with dipoles along the shortest axis will or- 
der ferroelectrically. These studies can aid 
the development of new materials, for which 
carefully tailored dielectric properties are 
required [20], but are also of relevance in 
the research on anisotropic fluids having 
long range dipole organization. 

As was pointed out in Sec. 1 of this chap- 
ter the symmetry of the phases will deter- 
mine the number of independent compo- 
nents of the second rank electric permittiv- 
ity; furthermore the point group symmetry 
of the phase and the constituent molecules 
will fix the orientational order parameters 
that contribute to a microscopic expression 
for the permittivity. In order to complete the 
description of the low frequency or static 
electric permittivity of liquid crystals, it is 
necessary to consider the additional effects 
of chirality, and the translational order as- 
sociated with smectic phases. 

The chiral nematic phase is characterized 
by a helical structure, and so the electric 
permittivity is biaxial, with three indepen- 
dent components along the principal axes, 
which are the local director axis, the he- 
lix and a third orthogonal axis. Since the 
pitches of chiral nematics are usually many 
molecular diameters, chiral nematics are lo- 
cally uniaxial, and the pitch does not affect 
the symmetry or the magnitude of the per- 
mittivity. 
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4.2.1.2 The Smectic Phases 

Experimentally there are changes in the 
components of the permittivity at nemat- 
idsmectic and smectic/smectic phase tran- 
sitions, as illustrated in Figs. 6 and 7. 

These changes reflect the molecular reor- 
ganization that takes place at transitions 
between different liquid crystal phases. The 
interpretation of the dielectric properties of 
smectic phases can be carried out using 
Eq. (34). Differences in orientational order 
in smectic phases are accounted for through 
the appropriate orientational order parame- 
ters given in Eq. (29), while other influenc- 
es of the translational smectic order will af- 
fect the internal field factors and short range 
dipole - dipole interactions. For strongly 
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Figure 6. Dielectric permittivities for 95.9 showing 
effect of smectic phase transitions [21]. 
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Figure 7. Dielectric permittivities of 4-pentyloxyl- 
benzylidene-4’-heptylaniline [22]. 

polar mesogens dipole - dipole association 
is an important contributor to the physical 
properties of liquid crystal phases, and this 
is particularly important in smectic phases, 
where translational order can affect the di- 
pole - dipole correlation factors. Dielectric 
studies have been made on materials exhib- 
iting a number of different SmA phases 
(SmA,, SmA,, Sm&, which are character- 
ized by different degrees of dipole - dipole 
organization [23, 241. The effect of differ- 
ent local interactions can be measured 
through the dipole correlation factors gy), 
but evaluation of the anisotropic Kirkwood 
correlation factors either requires a detailed 
microscopic model for the liquid crystal, or 
it can be calculated from computer simula- 
tion. One model approach [25, 261 is to as- 
sume perfect orientational order (i.e. S =  1) 
so that the molecules are constrained to be 
parallel or antiparallel to the director axis. 
The problem is then reduced to a two-state 
model, and if the dipole moment is assumed 
to be along the molecular axis, (i.e. parallel 
or antiparallel to the layer normal (z-axis), 
the net correlation is given by the relative 
probabilities for parallel or antiparallel di- 
pole organization. Thus the dipole - dipole 
correlation factor can be written as: 

where n is the number of neighbors. The 
probabilities for parallel (+) or antiparallel 
(-) dipole orientation are determined by the 
dipole-dipole energy u (p,, p2) (Eq. 41), 
and the average in Eq. (40) must be evalu- 
ated over the microscopic structure of the 
liquid crystal: 

2 cos 6, cos 6, - 
sin 0, sin 6, cos @ 
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Figure 8. Dipole correlation in smectic phases. 

The angles and 6, are defined in Fig. 8 
where the dihedral angle @ has been set 
equal to 0. Writing the probabilities in terms 
of the dipole - dipole energy: 

g r"'= 1 + 

expanding the exponentials, and assuming 
that u ( , i l , p , ) 9 k g T ,  gives: 

and for the model depicted in Fig. 8, this can 
be evaluated to give: 

(44) 

In a smectic phase, the average separation 
perpendicular to the layers ( r z )  is likely to 
be greater than the in-plane separation, and 
this results in a gI")< 1, while gl" would be 
unity because the perpendicular component 
of the dipole is zero. This simple model can 
be extended to molecules with a molecular 
dipole inclined at an angle p to the molecu- 

lar alignment axis, in which case: 

If (I,") is less than (r2/3), the perpendicular 
dipole correlation factor will be greater than 
one, indicating a preferred parallel align- 
ment of dipoles in the smectic layer. This 
model has been used [26] to explain the 
change in sign of the dielectric anisotropy 
from positive to negative on passing from 
the nematic to the smectic A phase ofp-hep- 
tylphenylazoxy -p'-heptylbenzene. 

Low frequency dielectric studies on 
smectic C ,  F and I phases are complicated 
by the intrinsic biaxiality of these phases. It 
is possible to use dielectric measurements 
to determine the tilt angle in SmC materials 
[27], but of more interest is the direct deter- 
mination of the three principal components 
of the dielectric tensor, since such measure- 
ments can give additional information on 
the local molecular organization from Eq. 
(29). The orientation of the principal axes 
for tilted smectic phases is not determined 
by symmetry, except that one principal 
axis coincides with the C ,  rotation axis per- 
pendicular to the tilt-plane. It is assumed 
that a further principal axis lies along the tilt 
direction, and this appears to be justified by 
experiment; the orientation of the axes are 
indicated in Fig. 9. 

Most recent studies [28,29] of the dielec- 
tric properties of the SmC phase have fo- 
cussed on the ferroelectric chiral smectic C 
phase, because of its importance in applica- 
tions. The molecular interpretation of the 
principal permittivities is contained in 
Eqs. (27), with appropriate correlation fac- 
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i' 

Figure 9. Definition of principal axes for SmC 
phases. 

tors to account for the tilted layered struc- 
ture [25], but the experimental problem is to 
find suitable alignment geometries that al- 
low the independent measurement of the 
principal components of the permittivity, 
denoted as E ~ ,  G, and E~ in Fig. 9. One ap- 
proach [28], which is equally applicable to 
nonchiral and chiral tilted phases is to meas- 
ure the permittivity of a homeotropically 
aligned sample in which the measurement 
direction is along the smectic layer normal. 
This gives a result for defined by: 

(47) 
2 

&homo = &1 + (&3 - &I) cos 8 

where ( E ~  - E , )  is defined as the dielectric an- 
isotropy ( E ~  is equivalent to &,, and &, is 
equivalent to EJ.  A second permittivity can 
be measured for the so-called planar state, 
for which a chevron structure is assumed 
(Fig. 10) with a layer tilt angle of 6: the cor- 
responding permittivity is: 

sin2 6 
&planar = &2 - & __ 

sin2 8 
the quantity ~ E = ( E ~ - E ~ )  is defined as the 
dielectric biaxiality. 

In order to obtain the three components, 
it is assumed that the mean permittivity ex- 
trapolated from higher smectic and nemat- 
ic phases may be used, such that: 

(49) 
1 
3 

r = -(&I + &2 + &3) 

Specimen results for SCE13(R), a com- 
mercial racemic host, are given in Fig. 11 
[281. 

The reduced symmetry of chiral phases 
results in additional contributions to the low 
frequency permittivity. Tilted chiral phases 
such as smectic C*, F* and I* lack a centre 
of symmetry, and it is possible for these ma- 
terials to be ferroelectric. The resulting 
spontaneous polarization Ps is directed 
along the C2 symmetry axis, and is perpen- 
dicular to the tilt plane; it also depends di- 

Figure 10. Chevron structure on a SmC phase. 
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Figure 11. Dielectric results for SCE13(R) takenfrom 
WI. 
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rectly on the tilt angle 8: 

= &sin8 (50) 
In the absence of any constraints, the direc- 
tion of P,  rotates from one smectic layer to 
the next, with a period equal to the smec- 
tic C* pitch, and so the average polarization 
for a sample would be zero. However, sur- 
face treatment or application of a field can 
cause the helix to untwist, resulting in a per- 
manently polarized sample. The spontane- 
ous polarization arises from a preferred 
alignment of molecular dipole components 
which are perpendicular to the molecular 
long axis, but it behaves differently from the 
ferroelectric and ferromagnetic polarization 
characterised for crystals. The liquid crys- 
talline ferroelectric phases identified so far 
are improper ferroelectrics, since the spon- 
taneous polarization results from a sym- 
metry constraint, whereas in proper ferro- 
electrics the polarization results from dipole 
-dipole interactions. The Curie- Weiss law 
for proper ferroelectrics predicts a second 
order phase transition at the Curie tempera- 
ture from the high temperature paraelectric 
state to a permanently polarized ferro- 
electric state: 

However in chiral tilted liquid crystal smec- 
tic phases, the polarization is driven by the 
tilt angle, and the phase transition will not 
necessarily be of second order. 

The helical structure which can develop 
in thick cells of chiral smectic C phases hav- 
ing planar surface alignment conditions can 
be used to obtain measurements of the com- 
ponents of the dielectric permittivity tensor 
[29], but the technique is restricted to chi- 
ral smectic phases. Measurements are made 
(see Fig. 9) of the homeotropic state, as 
above, and additionally the helical state 
(Fig. 12), and the uniformly-tilted state ob- 

Figure 12. Alignment states for the helical state of 
chiral SmC phase. 

Figure 13. Alignment of the unwound chiral SmC 
phase. 

tained by applying a field to unwind the he- 
lix (Fig. 13): 

&helix = 

1 cos2 s (q cos2 e + E3 sin2 e + E2) + 

sin2 s (q sin2 0 + ~3 cos2 e) 
2 

&unwound = 

~2 cos2 6 + sin2 S(q sin2 8 + ~3 cos2 0) (52)  

The use of Eqs. (47) and (52) then allows 
the evaluation of three principal permittiv- 
ity components. 

The electric susceptibilities of chiral 
smectic A and chiral smectic C, I and Fcon- 
tain terms related to the permanent dipole 
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polarization which can develop in tilted 
smectic phases (ferroelectricity), or which 
can be induced in orthogonal smectic phas- 
es through an induced tilt (electroclinism) 
by electric fields in the plane of the layers. 
The broken symmetry associated with these 
phases is along an axis perpendicular to the 
director, and the layer normal for smectics, 
and so the extra dielectric contributions are 
to a single perpendicular component of the 
permittivity. The origin of the polarization 
contributions to the electric permittivity of 
chiral smectic A and smectic C phases is il- 
lustrated in Fig. 14 [30]. 

Orientation of the transverse molecular 
dipole moments become biased along the y- 
axis (corresponding to E~ above) when a tilt 
develops either induced by an electric field 
along the y-axis (orthogonal smectics) or 

i 

Figure 14. Contributions of soft mode (a) and Gold- 
stone mode (b) deformations to the electric suscepti- 
bility. 

spontaneously in tilted smectics. This is 
known as the soft mode contribution to the 
electric susceptibility, and as well as con- 
tributing to all smectic phases there is a de- 
tectable effect in chiral nematic phases, 
close to phase transitions. Tilted chiral 
smectic phases can develop helicoidal struc- 
tures, the helix axis being perpendicular to 
the layers. In the unperturbed state the po- 
larization associated with the spontaneous- 
ly aligned transverse dipole components ro- 
tates with the helix, however application of 
an electric field perpendicular to the helix 
axis gives a contribution to the electric po- 
larization, and hence to the electric permit- 
tivity component: this is known as the Gold- 
stone mode. In terms of Fig. 14 the Gold- 
stone mode describes polarization resulting 
from changes in the azimuthal angle ($) of 
the director, while the soft mode is polariza- 
tion from changes in the tilt angle 8. A Gold- 
stone mode contribution will only be meas- 
ured if there is a helicoidal structure, and so 
will be absent in surface-stabilized chiral 
smectic C structures, such as the planar and 
unwound states described above. 

The theory of the dielectric properties of 
chiral smectic liquid crystals is far from 
complete, particularly with respect to a mo- 
lecular statistical approach. Simple Landau 
theory [3 11 gives expressions for the contri- 
butions of soft modes (xs) and Goldstone 
modes (xG) to the low frequency permittiv- 
ity as: 

and 

where 4 is the piezoelectric coefficient in 
the Landau free energy, which measures the 
coupling between the director and the pola- 
rization, and is the high frequency part 
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Figure 15. Soft mode and Goldstone mode contribu- 
tions to the electric permittivity for the mixture 
BAHABAC [32]; the full lines are theoretical results 
from a generalized Landau theory. 

of the permittivity component along the y -  
axis, k is an effective elastic constant for the 
helicoidal distortion, qo = 2 7dp is the wave 
vector of the helical pitch p and a is the co- 
efficient in the Landau free energy of the 
term quadratic in the primary order param- 
eter. The temperature dependence of the soft 
mode and Goldstone mode contributions to 
the electric permittivity is illustrated sche- 
matically in Fig. 15. 

4.2.2 Frequency Dependence 
of the Electric Permittivity: 
Dielectric Relaxation 

A full theory of the frequency dependence 
of the electric permittivity of liquid crystals 
cannot yet be given. It is a formidable prob- 
lem since it requires proper account to be 
taken of the influence of orientational order 
on molecular motion, as well as the effects 
of macroscopic dielectric anisotropy. The 
dielectric response of a rigid dipolar mole- 
cule rotating in an isotropic fluid can be de- 
scribed in terms of a single relaxation time 
or rotational diffusion constant. In a liquid 
crystal phase, the rotational motion is no 

longer isotropic, and for a rigid rod-like or 
disc-like mesogen in a uniaxial phase two 
rotational diffusion constants can be de- 
fined, parallel to or perpendicular to the 
unique inertial axis. In general a dipole mo- 
ment will not be along the inertial axis of a 
molecule, and there is likely to be a compli- 
cated relationship between the motion of the 
dipole, which determines the frequency de- 
pendence of the permittivity, and the rota- 
tional motion of the molecule. For rigid 
molecules, an anisotropic rotational diffu- 
sion model in which the isotropic motion of 
the molecule is modified by the orienting 
potential of the phase is sufficient to de- 
scribe the dielectric response of nematic. 
For smectic phases translational order can 
affect the reorientation of molecules, and 
hence the dielectric relaxation, although this 
seems to have a minor influence for SmA 
and SmC phases. In tilted smectic phases the 
molecular tilt causes biaxiality, and provides 
an additional environmental constraint on 
molecular rotation; such effects are some- 
times detectable in the dielectric properties. 
The increased in-plane order associated with 
hexatic liquid crystals and more ordered 
crystal smectic phases can be detected 
through measurements of the permittivity 
components. For chiral liquid crystal phas- 
es such as chiral SmA* SmC*, SmF* and 
SmI*, there are new contributions to the per- 
mittivity which arise from the alignment and 
collective motion of molecular dipoles, and 
these collective relaxation modes contribute 
to the dielectric behaviour of these phases. 

The origin of a frequency dependent per- 
mittivity is molecular motion associated 
with a dipole moment. In an oriented fluid, 
induced or permanent dipole moments con- 
tribute differently to the components of the 
permittivity tensor; similarly the effects of 
molecular motion as reflected by the fre- 
quency dependence of the permittivity will 
also be different for different components. 
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Both real and imaginary parts of the permit- 
tivity tensor are frequency dependent, and 
there is a relationship between them known 
as a Kramers - Kronig relation: 

where the integral excludes the singular 
point at ~ r )  = o,. It is normal to measure and 
analyse both the real and imaginary parts 
of E(o)* ,  but any model which violates 
Eq. (54) must be open to doubt. 

An idealized picture of the frequency de- 
pendence of E~~ and may be constructed 
by examining Eqs. (36) and (37) for a uni- 
axial liquid crystal having no local biaxial 
order. The effects of induced moments can 
be removed by subtracting the high frequen- 
cy part of the permittivity or square of the 
refractive index, giving for the real parts of 
the permittivity: 

[p: (1 - S )  + p; (1 +is)] (55) 

Each component of E(w)’  contains two con- 
tributions from the molecular dipole mo- 
ment, and each can have different relaxation 
times or frequencies. Thus frequency scans 
of .q(o)* and E ~ ( O ) *  are each expected to 
show two relaxation regions. The charac- 
teristic frequencies or relaxation times will 
be related to the rotational motion of a 
molecule in an anisotropic environment, 
and for a uniaxial molecule with two inde- 

pendent moments of inertia, the dynamics 
can be approximately described in terms of 
three rotational modes. There is some arbi- 
trariness in choosing these modes, but for 
illustration we assert that the rotation of a 
molecule can be broken down into contri- 
butions from end-over-end rotation (a,), 
precessional motion (q) about the director 
and rotation (w,) about its own long molec- 
ular axis. These motions are illustrated in 
Fig. 16. 

A dipole component will contribute to a 
principal permittivity if there is a mecha- 
nism for that component to follow an 
electric field applied along the particular 
principal direction of the permittivity. The 
manner in which the rotational modes allow 
different dipole components to reverse in 
particular directions is seen in Fig. 16. In a 
nematic environment, it is expected that the 
magnitudes of the characteristic frequencies 
for the rotational modes will be in the order 
w, 4 w, < w, . Contributions to the permit- 
tivity from different dipole components will 
be lost above frequencies corresponding to 
w l ,  w, and q, and the variation of E~,(O)* 

and E ~ ( W ) *  with frequency is shown in 
Fig. 17. 

This over simplified model matches the 
experimental measurements obtained for a 

II 
I 

I 

Figure 16. Molecular rotational modes that contrib- 
ute to the dielectric relaxation. 
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Figure 17. Schematic plot of E;, and d' against fre- 
quency. 

number of nematic materials [ 3 3 ] ,  except 
that the relaxations associated with ((>z and 
w, are not separated in the frequency spec- 
trum. The low frequency absorption meas- 
ured in most liquid crystals can usually be 
fitted very accurately by a semicircular Cole 
-Cole plot, but higher frequency relaxa- 
tions tend to be broader, indicating a range 
of relaxation times. If other dipolar contri- 
butions are included in the permittivity ex- 
pression, for example those arising from lo- 
cal biaxial order, then these would be 
expected to relax at different frequencies, 
and the corresponding dielectric spectrum 
would be more complicated. 

For rigid molecules the frequency depen- 
dence of the orientational polarization in 
isotropic liquids can be calculated using 
Debye's model for rotational diffusion. This 
may be modified to describe rotational dif- 
fusion in a liquid crystal potential of appro- 
priate symmetry, but the resulting equation 
is no longer soluble in closed form. Martin, 
Meier and Saupe [34] obtained numerical 
solutions for a nematic pseudopotential of 
the form: 

u =-bS cos28 (56)  

where 8 is the angle between the long axis 
of a uniaxial molecule and the director. They 
assumed that the nematic potential had no 

effect on molecular rotation about the long 
axis of the molecule, so that relaxation pro- 
cesses involving are not influenced by or- 
ientational order. 

The solutions to the anisotropic diffusion 
equation can be written as a series expan- 
sion, each term of which can be associated 
with a particular relaxation time. For a har- 
monic perturbation of the rotational distri- 
bution function, as occurs in a dielectric re- 
laxation experiment with an ac electric field, 
it was found that a single relaxation time was 
sufficient to describe the relaxation of p,, 
and this could be expressed in terms of the 
relaxation time ( T ~ )  for p, in the absence of 
a nematic potential by: 

zi = ji zo (57) 

The subscript i=ll or I identified the com- 
ponent of the permittivity, and the quantity 
j ,  is a retardation factor calculated numeri- 
cally from the model, which depends on the 
coefficient b of the pseudopotential, (ji is 
often written as gi, which we have avoided 
because of confusion with the Kirkwood di- 
pole correlation factor g?'). An approximate 
result for the retardation factor was calcu- 
lated [35]  such that: 

where bS is identified as the height of the 
potential barrier to end-over-end rotation of 
a molecule. 

The full solution of the rotational diffu- 
sion equation including a general single 
particle potential of D,, symmetry has been 
investigated [36], and it is found that the 
dipole correlation function, which can be 
related to the permittivity as a function of 
frequency, is a sum over many exponential 
terms each characterised by a different re- 
laxation time. Extending Eq. (20) for an an- 
isotropic fluid gives: 
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1 2 ( 2Ej  (w) + n ?)  Ej (0) 

( 2Ej (0) + n f )  Ej (w) Ei (0) - n? [ Ei (w) * -n i 

ca 

= 1 - iw Ci (t)eiw'dt 
0 

(59) 

where Ci(t) is the dipole time correlation 
function defined by: 

It was observed that in many cases Ci(t) 
could be approximated by the first term, and 
this gives rise to four relaxation times cor- 
responding to the four dipole contributions 
appearing in Eq. (55) .  Resolving the dipole 
into its longitudinal and transverse com- 
ponents, as above, enables the correlation 
functions for directions parallel and per- 
pendicular to the director to be written as 
[36, 371: 

where Okl(t) describe the time dependence 
of different angular functions representing 
different relaxation modes for the molecu- 
lar dipole in an anisotropic environment 
[38]. In the rotational diffusion model each 
Qkl(t )  can be written in terms of a single re- 
laxation time related to a particular rotation- 
al mode. For example the low frequency 
end-over-end rotational is given by Oo0, and 
can be accurately represented by a single ex- 
ponential, so that: 

QoO(t) = e zoo = (cosO(O)cosO(t)) (63) 

The relaxation times zij depend on the pa- 
rameters of the assumed nematic pseudopo- 

f _ _  

tential and the anisotropy in the rotational 
diffusion constants D,, andD,, which are re- 
lated to the molecular shape and the local 
viscosity. If D,, and D, are assumed to be 
equal, then Qol(t)= alo(t), and the rotation- 
al modes can be represented as shown in Fig. 
16 and the effect of an ordering potential on 
the relaxation times is shown schematical- 
ly in Fig. 18. 

These results indicate that the effect of 
the liquid crystal ordering potential is to de- 
crease the relaxation frequency for end- 
over-end rotation (z& and increase it for 
rotation about the molecular long axis. If an- 
isotropy in the rotational diffusion constants 
is included, then the relaxation time zoo is 
further retarded. 

Experimental measurements of dielectric 
relaxation confirm qualitatively the predic- 
tions of the rotational diffusion model, in 
that q, has a low and high frequency relax- 
ation, while only shows relaxations at 
higher frequencies. Unfortunately there are 
few liquid crystal systems that have been 
studied over wide frequency ranges, and 
measurements at high frequencies >50 MHz 
on aligned samples are difficult. Some typ- 
ical results are shown in Fig. 19. 

10 L I 

z-1 1 Wl 

t \\ 
t \\ I 

10 

o.6 <p2> O.I  
0.3 0.4 0.5 

Figure 18. Calculated relaxation frequencies in re- 
duced units plotted as a function of order parameter 
for para-azoxyanisole [36 ] .  
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In the study of dielectric relaxation, tem- 
perature is an important variable, and it is 
observed that relaxation times decrease as 
the temperature increases. In Debye’s mod- 
el for the rotational diffusion of dipoles, the 
temperature dependence of the relaxation is 
determined by the diffusion constant or mi- 
croscopic viscosity. For liquid crystals the 
nematic ordering potential contributes to ro- 
tational relaxation, and the temperature de- 
pendence of the order parameter influences 
the retardation factors. If rotational diffu- 
sion is an activated process, then it is appro- 
priate to use an Arrhenius equation for the 
relaxation times: 

z = Aexp- Ea 
kB 

where E, is the activation energy or barrier 
to dipole reorientation, and A is another pa- 
rameter of the model. This would seem to 
be a useful way to describe end-over-end ro- 
tation in liquid crystals [40]. 

It is observed experimentally that the ac- 
tivation energies for dipole reorientation of- 
ten change at liquid crystal phase transi- 
tions. Changes occur due to differences in 
the degree of order and the local viscosity, 

and it is expected that the activation ener- 
gies will be higher in smectic phases. In 
practice is often observed that the end-over- 
end rotation has a lower activation energy 
in the smectic A phase than in the higher 
temperature nematic phase, and this casts 
some doubt on the role of the order param- 
eter and viscosity, which are both higher in 
smectic phases than the nematic phase. Ben- 
guigui [41] has satisfactorily explained the 
results for zoo measured for nematic and 
SmA phases in terms of a free-volume mod- 
el due to Vogel and Fulcher. Their result for 
for the relaxation time is: 

where To is a hypothetical glass transition 
temperature. At phase transitions from dis- 
ordered smectics (A and c )  to those with 
hexatic order (B, F, and I) there is an order 
of magnitude increase in relaxation times, 
but activation energies for end-over-end di- 
pole reorientation are similar in all smectic 
phases. This is illustrated in Fig. 20 using 
results for 4-pentylphenyl 4’-heptylbiphe- 
nyl-4-carboxylate [42]. The relaxation fre- 
quencies decrease by nearly a decade on go- 
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Figure 20. Relaxation frequencies plotted on a loga- 
rithmic scale as a function of inverse temperature (K) 
for 4-pentylphenyl4'-heptylbiphenyl-4'-carboxylate. 

ing from the nematic phase or the smectic A 
phase, and from the smectic A phase to the 
smectic B phase, but the activation energies, 
given by the slope of the lines in Fig. 20 are 
approximately the same. 

Models for the interpretation of the low 
frequency relaxation in liquid crystals are 
often based on a single particle relaxation 
process, but spectroscopic probes of molec- 
ular motion such as magnetic resonance, 
neutron scattering and time-resolved fluo- 
rescence depolariastion, suggest that re- 
orientation times for mesogens are of the 
order of lop9 s to lO-"s in isotropic, ne- 
matic and disordered smectic phases. Thus 
interpretation of dielectric relaxation pro- 
cesses at MHz or even kHz frequencies in 
terms of single molecule rotation is not like- 
ly to be correct. The low frequency relaxa- 
tions observed in liquid crystals are the 
result of collective molecular motion, al- 
though the models outlined above are use- 
ful in analysing results and comparing ma- 
terials. 

It has been demonstrated that the differ- 
ent dipolar contributions to the permittivity 
components in Eq. (55)  cease to contribute 

at different frequencies, and if these fre- 
quencies are well-separated the Debye 
equations can be applied separately to each 
term. The dielectric anisotropy changes as 
a function of frequency, and for particular 
relative values of longitudinal and trans- 
verse dipole moments, it is possible for A& 
to change sign from positive at low frequen- 
cies to negative at high frequencies [39]. 
Liquid crystals exhibiting this behaviour are 
known as dual-frequency or two-frequency 
materials, because of potential applications 
in fast-switched liquid crystal devices, 
which are addressed by both low frequency 
(Aqf+ ve) and high frequency ve) 
signals. Application of the Debye Equa- 
tion (10) for ql  gives the frequency at which 
AE(u)) changes sign: 

r- ~- 

The frequency dependence of the permittiv- 
ity component of chiral smectic phases 
along the director is similar to that observed 
for nonchiral materials, but for dielectric 
measurements perpendicular to the layer 
normal, ferroelectric polarization results in 
additional contributions to the electric sus- 
ceptibility. Both the soft mode and Gold- 
stone mode contributions are frequency de- 
pendent, and the latter gives rise to a low 
frequency relaxation for helicoidal smectic 
structures corresponding to the rotation of 
the polarization about the helix axis. This 
relaxation frequency is approximately inde- 
pendent of temperature, indicating that ro- 
tation of the polarization about the helical 
axis has zero activation energy, and so is 
identified as a Goldstone process. There are 
in principle four relaxation processes that 
can contribute to in chiral smectic phas- 
es: two at low frequency are associated with 
the motion of the director, but there are al- 
so two high frequency modes which relate 
to changes in the polarization for a fixed di- 
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rector orientation. The former low frequen- 
cy process exists for the orthogonal smectic 
phases. Typical relaxation frequencies for 
these modes are us= 1 + lo4 kHz and 
O, = 10 + 200 Hz. The high frequency po- 
larization modes (q,, , qc) are essentially 
the same as the dipole relaxation modes for 

already discussed in the context of non- 
chiral phases, except they relate to a linear 
transverse dipolar contribution to the per- 
mittivity; they are degenerate in orthogonal 
smectic phases, and have relaxation frequen- 
cies in the region of 500 MHz. The temper- 
ature dependence of these relaxation pro- 
cesses is illustrated schematically in Fig. 2 1. 

Contributions to the permittivity from 
fluctuations in the amplitude of the tilt an- 
gle are expected to be small away from 
phase transitions, but this process is strong- 
ly temperature dependent, and the relaxa- 
tion frequency tends to zero at a phase tran- 
sition: this relaxation is known as the soft 
mode in common with similar behaviour in 
crystals. Both the Goldstone mode and the 
soft mode relaxation processes are a result 
of the cooperative motion of molecular di- 
poles, and there is no proper molecular the- 
ory for them. The real and imaginary parts 
of the permittivity fit semicircular Cole - 
Cole plots, and so each mode can be char- 
acterized by a single relaxation frequency, 
although the dielectric absorptions for the 

I 
1 I 

0 

T, T -  

Figure 21. Schematic variation of the frequency of re- 
laxation modes for chiral SmA and SmC phases [30]. 

two processes may overlap in the frequen- 
cy spectrum. 

The dielectric response of smectic C* liq- 
uid crystals can be derived from a Landau 
model [43] with the result: 

El (@I * -El (w)’ 

- - X G  + X S  
l + i o z G  l + i u z s  

l+iwzpG l + i u z p s  (67) 

where xi are the increments in the electric 
susceptibility associated with the Goldstone 
and soft modes for the director and the 
polarization having relaxation frequencies 
(7,). The dielectric increment for the Gold- 
stone and soft modes is given in Eq. (53) .  
xG can also be expressed in terms of the 
spontaneous polarization as: 

+ XPG + XPS 

As explained earlier, both the Goldstone and 
soft modes contribute to the perpendicular 
permittivity component in the smectic C* 
phase, although away from T, the Goldstone 
mode dominates in twisted structures. 
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5 Elastic Properties 

David Dunmur and Kazuhisa Toriyama 

Elasticity is a macroscopic property of mat- 
ter defined as the ratio of an applied static 
stress (force per unit area) to the strain or 
deformation produced in the material; the 
dynamic response of a material to stress is 
determined by its viscosity. In this section 
we give a simplified formulation of the the- 
ory of torsional elasticity and how it applies 
to liquid crystals. The elastic properties of 
liquid crystals are perhaps their most char- 
acteristic feature, since the response to tor- 
sional stress is directly related to the orien- 
tational anisotropy of the material. An im- 
portant aspect of elastic properties is that 
they depend on intermolecular interactions, 
and for liquid crystals the elastic constants 
depend on the two fundamental structural 
features of these mesophases: anisotropy 
and orientational order. The dependence of 
torsional elastic constants on intermolecu- 
lar interactions is explained, and some mod- 
els which enable elastic constants to be re- 
lated to molecular properties are described. 
The important area of field-induced elastic 
deformations is introduced, since these are 
the basis for most electro-optic liquid crys- 
tal display devices. 

5.1 Introduction 
to Torsional Elasticity 
An important aspect of the macroscopic 
structure of liquid crystals is their mechan- 
ical stability, which is described in terms of 
elastic properties. In the absence of flow, or- 
dinary liquids cannot support a shear stress, 
while solids will support compressional, 
shear and torsional stresses. As might be ex- 
pected the elastic properties of liquid crys- 
tals are intermediate between those of liq- 
uids and solids, and depend on the symme- 
try and phase type. Thus smectic phases 
with translational order in one direction will 
have elastic properties similar to those of a 
solid along that direction, and as the trans- 
lational order of mesophases increases, so 
their mechanical properties become more 
solid-like. The development of the so-called 
continuum theory for nematic liquid crys- 
tals is recorded in a number of publications 
by Oseen [ 11, Frank [2], de Gennes and Prost 
[ 3 ]  and Vertogen and de Jeu [4]; extensions 
of the theory to smectic [ 5 ]  and columnar 
phases [6] have also been developed. In this 
section it is intended to give an introduction 
to elasticity that we hope will make more 
detailed accounts accessible: the impor- 
tance of elastic properties in determining the 

0 
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behavior of the mesophases will also be de- 
scribed. 

The starting point for a discussion of elas- 
tic properties is Hooke’s Law, which states 
that the relative extension of a wire (strain) 
is proportional to the force per unit area 
(stress) applied to the wire, and the constant 
of proportionality is the elastic constant: 

x = k l  F x  

The corresponding elastic energy can be ob- 
tained by integrating with respect to strain 
to give: 

u 1 2  
v 2  

U = j F d x  or - = - k e  

where e =x/l is the strain, and U N  is the en- 
ergy density. To describe the relationship 
between stress and strain in three dimen- 
sions requires a tensorial representation of 
the elements of stress and strain. If a body 
is subjected to a general stress, then the rel- 
ative positions of points within the body will 
change. 

The change in positions of particles at 
points rl and r2 (see Fig. 1) due to some ap- 
plied stress can be written as: 

r ; = r , + u  
r; = r2 + u 

Figure 1. Strain in a body. 

(3) 

for small strains we can write using the ten- 
sor suffix notation: 

u, =u, + ( z ) r p  (4) 

where r,= r2a - r ia ,  so that the change in rel- 
ative positions of rl  and r2 becomes: 

The tensor e -(*I is known as the 
dr, 

strain tensor, the diagonal elements of which 
measure extensional strain along the x, y, z 
axes, while off-diagonal elements are a 
measure of the shear strains (i.e. the change 
in the angle between the position vectors rl 
and r2 in the strained state). For small 
strains, the change in this angle (19~ defined 
in radians) projected onto the xy, y z  and zx 
planes is the sum of appropriate off-diago- 
nal elements: 

Clearly if the strain tensor is antisymmetric 
such that eaP=-ePa, then the shear angles 
are zero, which corresponds to a whole body 
rotation without distortion. It is usual, there- 
fore, to redefine the strain tensor in terms of 
its symmetric and antisymmetric parts, so 
that: 

The symmetric part of the strain tensor can 
be associated with changes in the relative 
positions of particles within a strained sam- 
ple. For incompressible materials this is 
zero, and such an assumption is normally 
applied to nematic liquid crystals. Howev- 
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er, in smectic and columnar phases the trans- 
lational order results in some nonzero com- 
ponents of the symmetric part of the strain 
tensor. 

We have defined the stress applied to a 
body as the force per unit area: the force may 
be perpendicular to the unit area, as with 
normal stress or pressure, or it can be in the 
plane of the unit area when it is known as 
shear stress. For any particular direction de- 
fining the normal to an element of area A ,  
there will be a single component of normal 
stress and two shear stress components. 
Thus a system of forces acting on a body can 
be described in terms of the nine compo- 
nents of the stress tensor oaP, defined as: 

where Fa is a force acting on an element of 
area A, the direction of which is defined by 
its normal n,. Diagonal components of the 
stress are pressure, while off-diagonal ele- 
ments refer to shear stress; for a stressed 
body to be in mechanical equilibrium, the 
normal forces on opposite faces must be 
equal, and the turning moment represented 
by off-diagonal elements must be zero (see 
Fig. 2) .  

Clearly the strain is a consequence of 
stress, and for small strains there is a linear 

Cross section Y ‘  X I  

Figure 2. Elements of stress tensor. 

relationship between them. Since both stress 
and strain are second rank tensors, the ma- 
terial property that links them must in gen- 
eral be a fourth rank tensor, so that: 

(9) 

The intrinsic symmetry of oap and eyCi re- 
duces the number of components of 
to 36: the elasticity tensor cap,y~ is also sym- 
metric with respect to interchange of pairs 
of suffixes ap and yS which further limits 
the number of independent components to 
2 1. Phase symmetry also lowers the num- 
bers of elasticity components that have to be 
independently measured. 

For small strains, the elastic energy den- 
sity is second order in the strain so that: 

(10) 
1 

u = 2 Cap,  y~ eap eya 

and for isothermal strains this is adirect con- 
tribution to the free energy density of the 
system; in Eq. (10) summation over all suf- 
fixes is assumed, representing 81 terms. 
There is an alternative notation widely used 
in elasticity theory, which enables the elas- 
ticity to be expressed in a more compact 
way. For homogeneous strain, and in the ab- 
sence of a turning moment, both o and eaP 
are symmetric tensors having six indepen- 
dent components. New elastic constants can 
be defined by: 

“ P  

but care must be exercised in manipulating 
the components with reduced indices, since 
they no longer transform as tensors. 

Nematic liquid crystals having no trans- 
lational order will not support extensional 
or shear strains, but they will support tor- 
sional strain which results from application 
of a torque. The torsional strain is conven- 
iently represented in terms of the angular 
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displacement of a unit vector (the director) 
at position r from its equilibrium orientation 
at the origin, and by analogy with Eq. (4) the 
torsional strain tensor eaP can be defined: 

or 

n; = n, + eap rp 

As before the energy density can be written 
as: 

(13) 
1 

g = 5 kap.ys eap eys 

where we have now used free energy for an 
isothermal strain, and the tensor kaP,,* is the 
torsional elasticity. If n is chosen to be along 
the z-axis at the origin, for small strains, the 
components ePz can be neglected, and the 
nonvanishing elements of the strain tensor 
can be identified as follows with splay, twist 
and bend deformations of the director: 

so the free energy density can now be writ- 
ten as: 

The strain tensor must conform to the sym- 
metry of the liquid crystal phase, and as 
a result, for nonpolar, nonchiral uniaxial 
phases there are ten nonzero components of 
k,, of which four are independent ( k ,  ,, k22,  
k , ,  and k24) .  These material constants are 
known as torsional elastic constants for 
splay ( k ,  ,), twist ( k 2 2 ) ,  bend ( k 3 3 )  and sad- 
dle-splay (k24);  terms in k24 do not contrib- 
ute to the free energy for configurations in 
which the director is constant within aplane, 
or parallel to a plane. The simplest torsion- 
al strains considered for liquid crystals are 
one dimensional, and so neglect of k24 is rea- 
sonable, but for more complex director con- 
figurations and at surfaces, k24 can contrib- 
ute to the free energy [7 ] .  In particular k 2 4  

is important for curved interfaces of liquid 
crystals, and so must be included in the de- 
scription of lyotropic and membrane liquid 
crystals [8]. Evaluation of Eq. (16) making 
the stated assumptions, leads to [9]: 

1 1 
g = 5 kl1 (ex* + e y y  j 2  + 5 k2 2 (e.. - e y x  j 2  these are illustrated in Fig. 3 .  

The condensed notation for the elements 
of the torsional elasticity tensor is normal- 
ly used, and the torsional strain elements are 

1 
+ 2 k3 3 (.a + .J 

written as a column vector with the compo- - (k22 -k24 j ( e ,  eyy - e q  e y x  j (17) 

SPLAY BEND TWIST elastic deformations. 
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This expression is often written in a more 
compact vector notation as: 

The lowest energy state for this structure is 
where the director describes a helix along 
one of the axes. Thus assuming that there is 
no bend or splay strain energy, a chiral ne- 
matic has a director configuration such that: 

n, = cos(2nz/p); nv = sin(2m/p); n, = 0 

g = 5 1 [k l l  (V  -n )2  + k22 ( n .  V x n )2  

k 3 3  ( n  .)’ - ( k 2 2  - k 2 4 )  

. ( V . { n  V . n + n x V x n } ) ]  (18) 

In the above we have assumed that the low- 
est energy state is one of uniform parallel 
alignment of the director; however, it is pos- 
sible to modify these expressions for situa- 
tions where the lowest energy state might be 
one of uniform splay, bend or twist. Of these, 
the last is important because it describes the 
helical liquid crystal phases that result from 
chiral molecules. Such states arise if there 
are terms in the free energy that are linear 
in the strain, and for a chiral nematic the free 
energy density becomes: 

Defining the torsional twist strain as 
t = (exy -e& and minimising Eq. (19) with 
respect to tresults in a stabilized helical struc- 
ture having a finite twist strain to = k2/k22, 
and the free energy density can be written 
as: 

1 
2 g = - kl I (en + eyy),  

1 2 

2 + - k22 (e ,  -e.vx - t o )  

wherep is the pitch of the helix, as illustrat- 
ed in Fig. 4. 

Using this director distribution, the non- 
vanishing terms in the free energy expres- 
sion Eq. (20) are: 

2 

g = 2 k2 [ n (h) dn,  - n, (%) dnz - t o ]  

which is a minimum when t o = 2 n / p ,  i. e. the 
lowest energy state is one of uniform pitch. 

It is also possible to envisage minimum 
energy structures with non-zero splay or 
bend strain, when other terms linear in strain 
contribute to the free energy. However, a 
uniformly splayed or bent structure will no 
longer have the reversal symmetry +n=-n 
and so will be associated with permanently 
polarized structures; a uniformly bent struc- 
ture would have to be biaxial with a polar 
structure perpendicular to the major axis. 
These structures, illustrated in Fig. 5 ,  are as- 
sociated with the phenomenon known as 
flexoelectricity, where polarization is cou- 
pled to elastic strain. 

It is not essential that the molecular asym- 
metry is linked to an electric polarization, 
although symmetry suggests that the two are 

X 
I I I I 

Figure 4. Director helix in a chi- 
ral nematic. 



25 8 5 Elastic Properties 

Figure 5. Flexo- 
electric structures. 

coupled. Equivalent structures to those il- 
lustrated may be obtained on the basis of 
shape asymmetry, the so called steric dipole. 

So far only torsional contributions to the 
elastic strain energy have been considered, 
but smectic and columnar liquid crystals 
having translational order may support ex- 
tensional and shear strain like solids along 
certain directions. For a uniaxial SmA phase 
with one degree of translational freedom, 
the only homogeneous strain supported is an 
extension or compression along the axis of 
translational order (i. e. perpendicular to the 
layers). Bend and twist strains involve 
changes in layer spacing, and so are likely 
to be of very high energy; they will couple 
with layer compression but will be high or- 
der contributions to the free energy, and are 
neglected for small strains. Thus the elastic 
free energy of a SmA phase reduces to: 

where B is a compression elastic constant 
for the smectic layers; (du,ldz) is the layer 
strain along the layer normal, and k ,  is the 
splay elastic constant. 

The description of the elastic properties 
of columnar phases, biaxial smectics, chiral 

smectics and more ordered liquid crystal 
phases is being developed [lo]. Since co- 
lumnar phases are two dimensional solids, 
it is expected that compression elasticity in 
the plane perpendicular to the columns will 
be important, and the high strain energy as- 
sociated with in-plane deformations pre- 
vents splay or twist torsional distortion [ 111. 
It is however possible to bend the columns, 
while maintaining a constant in-plane sep- 
aration of the columns, so bend distortions 
can be expected in columnar liquid crystals: 
the corresponding free energy density for a 
uniaxial columnar phase becomes: 

(23) 
1 2 

2 
++k33(n x v x n )  

Results for biaxial smectics and columnar 
phases have additional compressional 
terms, but tilted smectic phases can support 
additional torsional distortions. Such phas- 
es are conveniently described in terms of 
two directors, one along the tilt direction, 
corresponding to the nematic director n, and 
the projection of n on the layer plane, known 
as the c-director (see Fig. 6). 

In practice it is mathematically more con- 
venient to define a director (a) normal to the 

Figure 6. Definition of a and c directors. 
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layer such that: 

n = a cos8 + c sin8 (24) 

Torsional distortions can now be written in 
terms of derivatives of a and c, and it is 
found [ 101 that nine torsional elastic con- 
stants are required for the smectic C phase. 
Mention should be made of the biaxial 
smectic C* phase, which has a twist axis 
along the normal to the smectic layers. This 
helix is associated with a twist in the c-di- 
rector, and so elastic strain energy associat- 
ed with this can be described by terms sim- 
ilar to those evaluated for the chiral nemat- 
ic phase. 

5.2 Director Distribution, 
Defects and Fluctuations 

The development of Eq. (1 8) was based on 
the idea that torsional strain resulted from a 
director that is a function of position. Pro- 
vided that the first nonvanishing term in the 
free energy is quadratic in torsional strain, 
the minimum energy configuration of a liq- 
uid crystal will be that in which the torsion- 
al strain is zero and the director is every- 
where parallel to a symmetry axis. Linear 
contributions to the strain energy result in 
equilibrium structures in which the director 
is not uniformly parallel, but has some par- 
ticular spatial dependence, as with the chi- 
ral nematic phase. External influences will 
also affect the director distribution in space, 
and surface interaction, external fields and 
thermal fluctuations give rise to structures 
in which the director is a function of posi- 
tion. Neglecting fluctuations, the director 
distribution will be that which minimizes 
the free energy given by: 

g = 5 1 [ k l ,  (V .n )2  + k 2 2  (n . V x n)2 

+ k3 (n x V x n)2  + g,,, ] d r (25) 

here g,,, contains contributions to the free 
energy from external forces. 

Experimental observations indicate that 
it is possible to define the director orienta- 
tion by surface treatment or external electric 
or magnetic fields, and a simple example of 
the effect of surfaces on the director distri- 
bution in a nematic is illustrated in Fig. 7. 

Two rubbed plates are held at a distance I 
apart, such that the alignment directions in- 
clude an angle 8. The director orientation of 
a nematic between these plates will be de- 
fined by the rubbing directions at the plate 
surfaces, but in the bulk the director distri- 
bution will be that which minimizes Eq. 
(25). De Gennes [ 121 has shown that for this 
simple twist deformation, the director orien- 
tation varies linearly with position as indicat- 
ed in the figure. Under these circumstanc- 
es, the director can be written in terms of: 

n, =sin - ; n, = 0; n, = c o s ( F )  (26) 

and the corresponding free energy density 
per unit wall area becomes: 

The torque t is given by: 

Figure 7. Director distribution between twisted plates 
for e = 90". 
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I 

0 2 

Figure 8. Plot of director orientation for strong and 
weak anchoring. 

and is constant through the sample. Thus 
plate 1 exerts a torque of k2,8/1 on plate 2, 
while plate 2 exerts a torque of -k2,8/1 on 
plate 1. 

This calculation assumes that the torques 
of opposing plates are insufficient to disturb 
the orientation of the director at the surface: 
such a condition is known as strong anchor- 
ing. In practice the strength of surface inter- 
actions may have to be considered, and in 
the example given, weak anchoring would 
cause the director orientation close to the 
boundary surfaces to depart from a linear 
dependence on position, as illustrated in 
Fig. 8. 

For weak anchoring there is a competi- 
tion between the torque in the bulk due to 
one plate, and the torque resulting from the 
other surface; this is usually confined to a 
boundary region as indicated in the figure. 
External electric and magnetic fields will al- 
so affect the equilibrium director distribu- 
tion, and this is the basis of many liquid crys- 
tal applications; these effects will be con- 
sidered later. 

5.2.1 Defects in Liquid Crystals 

It has been explained how nonuniform di- 
rector distributions can arise owing to sur- 
face interactions or external fields, and these 

can be detected optically or by other physi- 
cal methods. In many liquid crystal samples, 
large inhomogeneities of director orienta- 
tion associated with structural defects can 
be observed by polarized light microscopy, 
and these clearly involve elastic strain ener- 
gy. In this section we will outline the elas- 
tic theory of these defects: reviews of this 
topic have been given by Chandrasekhar 
[ 131 and Kleman [ 141. As an illustration we 
will consider the simplest type of fluid de- 
fect observed in nematics named disclina- 
tion lines by Frank. 

In two dimensions and setting all the 
torsional elastic constants equal, the free 
energy density expression Eq. (17) can be 
written as: 

If the director is confined to a plane, then its 
components may be represented by: 

n, = cos 8 (r) and ny = sin 8 (r) 

where 8(r)  is a function of x and y in the 
plane. The free energy density then be- 
comes: 

This is minimized, corresponding to an 
equilibrium structure when: 

d28 d28 -+--O 
dx2 d y 2 -  

The defect-free solution to Eq. (31) is obvi- 
ously when 8is independent of position, but 
other solutions corresponding to disclina- 
tion lines are given by: 

where s is the strength of the disclination. 
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For a fixed distance from the origin, the di- 
rector orientation as given by Eq. (32) 
changes by sn as y/x varies from +w to -03; 
contours of solutions for different s are giv- 
en in Fig. 9. These director distributions 
give rise to characteristic images of discli- 
nation lines, which are readily observed for 
thin films in a polarizing microscope. 

The elastic strain energy associated with 
a disclination line can now be calculated 
from Eq. (30) as: 

g/unit length = s2n k In 3-m~ (33) ( r i i n  ) 
ria, is the distance from the centre of the 
disclination at which the strain energy be- 
comes effectively zero, while riin defines 
the size of the core of the disclination, the 
energy of which cannot be calculated from 
the above equations, which apply to small 
strains. The quadratic dependence of the 
strain energy on s explains why usually on- 
ly disclinations of low s are observed in low 
molecular weight liquid crystals: higher 
strength disclinations have been observed in 

polymer liquid crystals [ 141, since these can 
support higher strain energies. 

In real samples there will be a number of 
disclinations corresponding to different 
magnitudes and signs of s. The resultant ef- 
fect of a number of disclinations on the di- 
rector orientation at some point in the fluid 
can be obtained by combining the corre- 
sponding director angles. The correspond- 
ing free energy shows that disclinations of 
similar sign will repel each other, while 
those of opposite sign will be mutually at- 
tracted. 

This simple treatment of liquid crystal- 
line defects is only applicable to nematics, 
and the detailed appearance of disclination 
lines will differ from the simple structures 
described above because of differences 
between the elastic constants for splay, twist 
and bend. In smectic phases, defects asso- 
ciated with positional disorder of layers will 
also be important, and some smectic phase 
defects such as edge dislocations have to- 
pologies similar to those described for crys- 
tals. The defect structures of liquid crystals 
contribute to the characteristic optical tex- 

Figure 9. Disclinations obtained by so- 
lution of Eq. ( 3 2 ) .  The lines represent 
contours of the director. 



262 5 Elastic Properties 

tures, which are used to identify different 
liquid crystal phases, and it is apparent that 
there is a wealth of information on elastic 
properties contained in the observed optical 
textures. 

5.2.2 Fluctuations 

Neglecting static distortions which may re- 
sult from interactions with surfaces or ex- 
ternal fields, the lowest energy director con- 
figuration is predicted to be one of uniform 
director orientation. However, even in the 
absence of external influences, locally the 
director fluctuates about its lowest energy 
configuration, and this local director orien- 
tation disorder can contribute to liquid crys- 
tal properties. For example the characteris- 
tic turbidity of liquid crystalline phases is 
due to fluctuations in the refractive indices 
on the scale of the order of the wavelength 
of light. The origin of this nonuniform align- 
ment is thermal excitation of librational 
modes associated with the director. The en- 
ergy is assumed to be a quadratic function 
of the torsional strain; but since the torsion- 
al elastic constants are very small, little ther- 
mal energy is required to excite a torsional 
libration and so disturb the uniform direc- 
tor configuration. In reality there are many 
torsional modes that can be simultaneously 
excited, and the long-range orientational 
structure of the liquid crystal can be ex- 
tensively disordered. This picture of direc- 
tor disorder assumes that the molecular or- 
ganization is unaffected by the long-range 
macroscopic disorder, although it must be 
remembered that the director has no inde- 
pendent existence, and is itself defined by 
the molecular orientations averaged over an 
appropriate volume. 

The director orientational disorder can be 
formally represented in exactly the same 
way as the molecular disorder by defining a 

director order parameter as: 

(34) 

where n,(r) are the components of the di- 
rector as a function of position. 

The spatial variation of the director can 
be expressed in terms of Fourier compo- 
nents of wave vector q,  such that: 

n, ( q )  = V-' In, ( r )  exp(i q . r )d3 r  

nu. ( r )  = V ( ~ X ) - ~  In, ( q )  exp(-i q . r)d3q 

( 3 5 )  

Small distortions from a director axis z can 
be expressed in terms of n,(q) and n,(q); 
however these are not the normal coordi- 
nates for a mode of wavelength A= 2 d 4 ,  and 
using the following transformation, the free 
energy can be written as the sum of quad- 
ratic contributions from the normal modes: 

For each q in a uniaxial phase there are two 
normal modes corresponding to a splay - 
bend distortion n (q )  and a twist - bend dis- 
tortion n2(q): biaxial liquid crystal phases 
have five normal modes for each value of q. 
The free energy density can be written in 
terms of the normal coordinates for torsion- 
al displacement in a uniaxial nematic as: 

The coefficients A, and A- are given by: 

Because the torsional elastic constants are 
small, the terms in the expression for the free 
energy density are treated classically so that 
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according to the equipartition theorem the 
average contribution of each mode is sup- 
posed to be k,T/2, giving: 

which can be written as: 

(39)  

It is now possible to determine the mean 
square fluctuation of the director from its 
aligned state along the z-axis, such that: 

where E is the average permittivity and 
A& = E~~ - is the permittivity anisotropy. 
Light scattering arises because of spatial 
and time-dependent fluctuations of the lo- 
cal dielectric tensor: 

(43)  

and if these fluctuations are expressed in 
terms of Fourier components of wave-vec- 
tor 4, the intensity of scattered light can be 
derived as [ 161 : 

&p ( r ,  t) = Eap 0 . 9  t )  - Eap (0) 

There is one problem remaining which is to 
fix the limits for the integration over q [ 151. 
The lower limit for q is determined by the 
volume of the sample, since it is unrealistic 
to have distortion modes of wavelength 
longer than the maximum dimensions of the 
sample container: for an infinite sample qmin 
= 0. The upper limit for q corresponds to the 
fluctuation mode of shortest wavelength, 
which is likely to be of the order of molec- 
ular dimensions. 

If the elastic constants for splay twist and 
bend are assumed to be independent of q, 
and for simplicity are set equal to k,  then 
evaluation of Eq. (40)  enables the director 
order parameter to be determined as fol- 
lows: 

Fluctuations in the director orientation will 
modulate the anisotropy of physical proper- 
ties such as the electric permittivity tensor, 

+= 
. (ikif(4,0) 6Eif(q,t)) exp - iwt dt (44)  

The subscripts i, f refer to the polarization 
directions of the incident and scattered light, 
q is the wave-vector of the scattered light, 
and the constant is given by: 

-m 

n2 10 

a4 R~ E; 
const = (45) 

where I, is the incident light intensity, wave- 
length A, and R is the distance from the 
scattering volume to the detector. Choice 
of suitable scattering geometries [ 171 and 
measurement of the intensity as a function 
of scattering angle allow the determination 
of the elastic constant ratios k 3 3 / k l  and 
k22lk11 [18l. 

5.3 Curvature Elasticity 
of Liquid Crystals 
in Three Dimensions 

As pointed out for Eq. (17) there is a con- 
tribution to the elastic energy from saddle- 
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splay distortions, which can be neglected in 
some circumstances. However for distor- 
tions such that the director is not constant in 
one plane, the term in k, ,  must be included 
in the free energy. Liquid crystal structures 
in which there is curvature in two dimen- 
sions can support saddle-splay distortion, 
and such curvature is often associated with 
fluid interfaces in liquid crystals. The main 
area of importance for interfacial contribu- 
tions to the elastic energy is lyotropic liquid 
crystals formed by molecular association 
and segregation in materials having a min- 
imum of two chemical constituents. A typ- 
ical lyotropic system consisting of water and 
an amphiphile exhibits lamellar (smectic), 
hexagonal (columnar) and occasionally ne- 
matic liquid crystal phases, and in the phase 
diagram these are often separated by or 
bounded by narrow regions of cubic phas- 
es. The molecular organization in lyotrop- 
ics represents an extreme example of am- 
phiphilic liquid crystal phases in which the 
spatial separation of molecular subunits is 
stabilized by a second component, usually 
water, to produce apartitioning of space into 
polar and nonpolar regions. Inverse lyotrop- 
ic phase structures can also be prepared 
where the spatial separation of alkyl chains 
is stabilized by a nonpolar solvent such as 
hexane. Spatial organization of molecular 
subunits can also occur in nonlyotropic liq- 
uid crystals resulting in a variety of mod- 
ulated phase structures, and the formation 
of curved interfaces is of especial impor- 
tance for biological membranes. 

The macroscopic topology of lyotropic or 
liquid crystal phases involving segregation 
is determined by the curvature of the inter- 
face; a lamellar structure has zero curvature, 
while micellar phases or hexagonal phases 
exhibit interfacial curvature. An interface is 
defined by the segregation of different 
molecules or molecular subunits. Deforma- 
tion of this interface may occur in a variety 

of ways: tangential stress will cause a pla- 
nar stretch, while molecular tilting will gen- 
erate a stress normal to the interface. Both 
have a high associated elastic energy, but 
deformation through interfacial curvature 
involves much lower elastic energies, and 
so is the preferred mechanism through 
which topological changes occur. The for- 
mation of spherical micelles requires curva- 
ture strain in three dimensions, and a direc- 
tor defined along the normal to the interface 
is no longer uniform within a plane or par- 
allel to a plane. Bearing this in mind the cur- 
vature elastic energy per unit area (w) can 
be written as (c.f. Eq. (17)): 

where co allows for equilibrium structures 
having a non-zero splay. Since the deforma- 
tion is confined to the interface and the di- 
rector n remains everywhere normal to the 
interface, there are no bend or twist contri- 
butions to the elastic energy, and eyx =exy =O. 
The first term in Eq. (46) is clearly a splay 
elastic energy, while the second term was 
designated by Frank as a saddle-splay ener- 
gy. From the definition of curvature strain 
elements eaP (Eq. 14), it can be seen that for 
small strains: 

and 
dn,, 1 

(47) 

where R, and R, are the radii of curvature 
of the surface in the zx and z y  planes respec- 
tively (see Fig. lo), and co is the spontane- 
ous curvature of the surface in the absence 
of strain. Thus the elastic free energy per 
unit area can now be written in terms of the 
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Figure 10. Princi- 
pal radii of curva- 
ture in a saddle- 
splay distortion. 

j Rz 

principal radii of curvature as: 

/ \ 2  

with k$) and k'g"' defined as elastic constants 

for the mean curvature L(R;'+ R;') and 

gaussian curvature ( R  R2)-' respectively. 
Different types of surface can be catego- 

rized in terms of their mean and gaussian 
curvatures. For example, a sphere of radius 
R has a mean curvature of R-' and a gaus- 
sian curvature of R-2, while a cylinder has 
one principal radius of curvature equal to in- 
finity, so the gaussian curvature is zero. Sur- 
faces with zero mean curvature such that 
R,' =-R;' are known as minimal surfaces 
and have been proposed as structures for 
some cubic phases [19]. 

2 

sented in Fig. 7, or it may arise through a 
coupling between an external field and the 
corresponding susceptibility anisotropy. 
For a uniaxial material the internal energy 
density in the presence of a field ( F )  can be 
written as: 

(49) 

where (90- 0') is the angle between the 
field and the director (see Fig. 1 l), and so 
the torque is given by: 

= - A x ( F . n )  ( F x ~ )  (50) 

The torque is zero when the field is parallel 
or perpendicular to the director, but depend- 
ing on the sign of A x ,  one of these states is 
in stable equilibrium, while the other is in 
unstable equilibrium. For positive A x ,  in- 
creasing a field perpendicular to n will raise 
the energy and hence destabilize this state: 
eventually the increase in energy due to the 
field exceeds the elastic energy, and so the 
liquid crystal adopts a new director config- 
uration. Reorientation of the liquid crystal 
does not necessarily occur as soon as the 
field is applied (because the torque is zero), 
and can be a threshold phenomenon occur- 

5.4 Electric and Magnetic 
Field-induced Deformations 

Competition between two competing elas- 
tic torques results in a director distribution 
that minimises the free energy. The origin 
of the torque may be mechanical as repre- 

- =  

Figure 11. Director reorientation by a field. 
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ring above acritical field strength. The mag- 
nitude of the threshold field can be estimat- 
ed as follows; if the director is deformed 
over a distance 1, the strain is of order l-', 
and the elastic free energy density is kA2. 
The angle-dependent contribution to the 
free energy density from the field is = A x F 2 ,  
and the threshold field for director reorien- 
tation is when these energies become equal: 

k A X F ~  = ~ 

l2  

the length 1 is typically of order of the sam- 
ple thickness. This reorientation of the di- 
rector by a field is known as a Frkedericksz 
transition [20], and forms the basis of most 
display applications of nematic liquid crys- 
tals. If the director is not perpendicular (or 
parallel) to the field because of misalign- 
ment or surface tilt of the director, then there 
is a torque for vanishingly small field 
strengths, and deformation occurs without a 
threshold. 

5.4.1 Director Distribution 
in Magnetic Fields 

Before outlining the effect of fields on the 
orientation of the director, it must be em- 
phasized that surface interactions and boun- 
dary conditions are usually of importance. 
The models applied here assume that there 
is a well-defined director distribution in 
the absence of any external field, and in 
practice this can only be provided by suit- 
able treatment of boundary surfaces. The 
strength of surface interactions must also be 
considered as this will influence the equi- 
librium director configuration in the pres- 
ence of a field. For the simplest description 
of field effects in liquid crystals it is usual 
to assume an infinite anchoring energy for 

the director at the surface: this is the strong 
anchoring limit, but it is possible to include 
finite surface coupling energies [2 1 - 241. It 
is found that there can still be a threshold 
response to external fields, but the critical 
field strength is reduced in comparison with 
the strong anchoring limit. 

It is easier to model the deformation in- 
duced by magnetic fields than electric 
fields, because for nonferromagnetic liquid 
crystals the relative volume magnetic sus- 
ceptibility anisotropy is very small 
in comparison with the corresponding di- 
electric anisotropy (=lo). This means that 
the induced magnetization is always paral- 
lel to the field direction, in contrast with 
the electric polarization, which in general 
makes some angle with the electric field. 
The magnetic contribution to the free ener- 
gy of a liquid crystal can be written as (see 
Eq. 49): 

1 g,,, = - ~ I (xl+ A x  sin2 8)  B2 d V (52) 
2 k  

where 90-8 is the angle between the direc- 
tor and the magnetic field. Thus the total free 
energy including any elastic deformation 
becomes: 

1 
2 

g = ~ Jkl1 (V . I Z ) ~  + k 2 2  ( n .  V x T Z ) ~  

+ k3 3 (n x v x n)2  

-p i1(xIB2 + A ~ ( n . B ) ~ ) d r ~  ( 5 3 )  

and the equilibrium director distribution 
n (r) is that which minimizes g. To proceed 
further, it is necessary to specify the geom- 
etry of the system more closely, and it is usu- 
al to consider three standard configurations 
(Fig. 12) where the applied field is perpen- 
dicular to the director of a uniformly aligned 
sample of positive susceptibility anisotropy. 

These configurations define Frkedericksz 
transitions from undeformed to deformed 
states for which the threshold fields are sep- 
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Figure 12. Field induced splay, twist and bend defor- 
mations. 

arately related to the elastic constants for 
splay twist and bend. Only deformations for 
which the director is uniform in a plane are 
considered (so k,, is unimportant), and ap- 
plying the Euler - Lagrange equations [25] 
to minimize g (Eq. (53) gives the following 
results for the three cases in Fig. 12. 

(1) Splay: 
2 

d [ (kl cos2 8 + k3 sin2 8}  (s) 
dz 

+ pi1  AX B' sin2 01 = o 

(2) Twist: 

(3) Bend: 

d [ {k33  cos2 8 +kl 
dz 

+ pi' AX B~ sin' O]  = o (54) 

where the deformation plane is defined by 
the directions z -n. The case (1 ) will be con- 
sidered in a little more detail [26], and re- 
sults will be quoted for other boundary con- 
ditions. 

Eq. (54) implies that: 

[ k l l c o s 2 8 + k 3 , s i n ' 8 ] ( ~ )  2 

+ pi'  AX B2 sin2 8 = constant C ( 5 5 )  

and this constant may be evaluated by rec- 
ognizing that for the selected geometry, 8 
will be a maximum at the mid-point of the 
cell such that z=d/2. Setting this condition 
in Eq. (55) gives that: 

Substitution in Eq. ( 5 5 )  and rearranging 
now gives a differential equation for the 
equilibrium director distribution in terms of 
the angle 8, the field strength and the posi- 
tion in the cell: 

sin2 8, - sin2 8 ;;1 
(57) 

k, cos2 8 + k,  sin2 8 

or in integral form: 

1+k'sin28 do  
sin' 8, - sin2 8 I;' 

where a reduced elastic constant k'= 
(k33 - k, l) /kl , has been introduced. It is now 
convenient to change the variable 8 to v 
using: 

sin 8 = sin 8, sin v, and 

= [ sin2 8, - sin2 8 
d v  1 - sin2 8 
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so that when @=Om, y = d 2  and z=dl2, 
hence Eq. (58) becomes: 

nl2 + k'sin2 8, sin2 y 
1 - sin2 8, sin2 y 

Bdz 

d / 2  112 

= A (59) 

The right hand side of Eq. (59) is simply 

, but the left hand side is 

an elliptic integral of the third kind and must 
be evaluated numerically. At the threshold 
8, =0, the left hand side reduces to n/2 giv- 
ing the result for the Frdedericksz threshold 
magnetic field (B,) as: 

for fields above threshold: 

nl2 ];; d y  (61) 
[ 1 + k'sin2 8, sin2 y 

1 - sin2 8, sin2 y BC 

The director distribution through the sam- 
ple may be obtained for a particular value 
of BIB, by finding 8, from Eq. (61), and the 
value of 8(z)  at position z within the sam- 
ple is obtained (Eq. 58) from: 

B Results for 8 ( z )  at various values of - are 

plotted in Fig. 13 for an assumed value of 
k'= 1, corresponding to k, ,  = 2 kl 

Similar derivations can be applied to the 
other geometries illustrated in Fig. 12 with 
the results: 

BC 

(2) Twist: 

where the right hand side is an elliptic inte- 
gral of the first kind. 

The result for a bend deformation is the 
same as that given for splay, except the elas- 
tic constants kl  and k , ,  are interchanged; 
thus the threshold field is given by: 

In the above treatment, splay and bend de- 
formations can be regarded as limiting 
cases of the effect of a field on a uniformly 
tilted structure with a zero-field tilt 0,=0" 
(splay) and $=90° (bend). For cell config- 
urations with a uniform tilt between 0" and 
90", there will still be a threshold response 
provided that the field is perpendicular or 
parallel (depending on the susceptibility an- 
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Figure 13. Director distribution above threshold. 



5.4 Electric and Magnetic Field-induced Deformations 269 

isotropy) to the initial alignment direction; 
the corresponding threshold field is [ 2 4 ] :  

For the twisted (TN) geometry widely en- 
countered in displays, the director distribu- 
tion in three dimensions has to be evaluat- 
ed in terms of both O ( z )  and $(z). This has 
been done [27]  and the corresponding 
threshold field is: 

where qo is the zero-field twist angle. In 
these simple derivations the condition of 
strong anchoring has been assumed; how- 
ever effects of weak anchoring where a sur- 
face interaction term is included have been 
examined 1241. 

5.4.2 Director Distribution 
in Electric Fields 

The complication associated with electric 
fields is due to the large anisotropy of the 
electric permittivity, which means that 
above threshold the induced electric pola- 
rization is no longer parallel to the applied 
field. In a deformed sample the director or- 
ientation is inhomogeneous through the cell, 
and as a consequence the electric field is al- 
so nonuniform. An additional problem can 
arise with conducting samples, for which 
there is a contribution to the electric torque 
from the conductivity anisotropy. Neglect- 
ing this, the expressions for threshold elec- 
tric fields are similar to those obtained for 
magnetic fields: 

( 2 )  Twist 

E =!! ( k 2 2  )'" 
d E ~ A E  

(3) Bend 

E = ( k33 ) 'I2 

d E ~ A E  

and the corresponding threshold voltages 
are independent of sample thickness. 

In order to calculate the electric response 
above threshold, it is necessary to start from 
the free energy: 

1 
2 

1 
2 

g = - jkl1 (V . n ) 2  + k 2 2  (n . V x n)' 

+ k33 (n  x V x n)2 - 

= - jkl1 (V . n ) 2  + k 2 2 ( n .  V x n)2 

( 6 8 )  

E dr3 

+ k 3 , ( n  x V x n)' 

- E~ ( E~ E2 + A E ( ~  . dr3 

In the absence of charge V . D =0, so that D, 
is constant; by symmetry E will only have a 
component along the z-direction, but its 
magnitude will be a function of z. Consid- 
ering for a moment just the electric field 
contribution to the energy per unit area, this 
can be written as: 

gelec /area = - - 1 D, E, dz 
2 

2 
=--D,V 1 

where the voltage Vis just the integral of the 
field. The electric displacement D,= .q&,,E,, 
so from Eq. (69) ,  D, can be written as 

Dz = V/j(EoEz7)-'dz 
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For an initially planar cell (case (1) above), 
E,, = E, ,  sin2 8 + cos2 8, so the free energy 
per unit area becomes: 

gelec /area (70) 

. .  
-1 

sin2 8 + E,. cos2 8)-'dz] 

Applying variational calculus to this ex- 
pression for the free energy gives an inte- 
gral equation (c.f. Eq. (58) for the director 
distribution: 

where ~ = A E / E ~ ,  with a similar expression 
for the bend deformation (case (3) above), 
except that E~~ and and k ,  , and k, ,  are 
interchanged: the case (2) for a twisted def- 
ormation is more complicated "261. This 
treatment has neglected any coupling 
between elastic deformation and electric po- 
larization, but such flexoelectricity can con- 
tribute to FrCedericksz transitions [28]. 

5.4.3 Frkedericksz Transitions 
as a Method for Measuring 
Elastic Constants 

As well as providing the basis for electro- 
optic displays, the FrCedericksz transitions 

can be used to determine the elastic con- 
stants of liquid crystals. Any physical tech- 
nique that is sensitive to a change in the 
director distribution can be used to obtain 
elastic constants, but the most common 
methods rely on measurement of capaci- 
tance or birefringence changes during a 
FrCedericksz transition. As before the sim- 
plest configuration to consider is the planar 
to homeotropic transition observed in mate- 
rials having a positive electric or magnetic 
susceptibility anisotropy. 

5.4.3.1 Capacitance Method 

For a particular applied field, the measured 
capacitance of a sample will be an integral 
over the permittivity component E,, across 
the cell. If the cell is imagined as a series of 
thin slices each of which acts as a parallel 
plate capacitor, the addition theorem for 
series capacitors gives the cell capacitance 
C as: 

d l2  

- - I (1+ysin28)-'dz (72) 
AEoEl. 0 

It is convenient to change the variable z in 
Eq. (72) to one involving the director defor- 
mation 8, and for a magnetic field-induced 
FrCedericksz transition, Eq. (57) can be 

used for [g) to give: 
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where Co =- is the zero-field capacitance. For excitation by an electric field the 
d 

result is: 

5.4.3.2 Birefringence Method 

This technique usually measures the change 
in birefringence as a cell is switched from 
planar to homeotropic with an electric or 
magnetic field. Initially the birefringence is 
(n,-no), which at infinite field becomes ze- 
ro. The change ( A )  in the birefringence can 
be written as: 

(ne  - no) - (neff - no) = (ne  - neff) = A (75) 

where neff is the effective refractive index 
along the field direction, and is given by: 

n ( z )  depends on the director orientation, and 
can be obtained from Eq. (4) of Sec. 3 of this 
chapter, but note that the angle 8 used in 
the earlier equation is (90’-8) used here. 
Thus n(z )  =n,no(n2 sin28 + no2 cos28)-1/2 

and the birefringence change A can be ob- 
tained by transforming Eq. (76) to an inte- 
gral over 8 using Eq. (57), so that: 

= n e ( l  + vsin’ 8)-1/2, and v=(n, 2 2 2  -no)lno,  

2 -1/2 

A = ne - ~- 2% ( P i l A X B  ) (77) 
d 

It will be useful to express this in terms of 
the new angular variable f,u introduced ear- 
lier, to give: 

r f  2 
1 + k‘ sin2 8, sin2 w 
1 + v sin2 8, sin2 8 

, (1 - sin2 8, sin2 f,u)-’ d 8  (79) 

The usual way to observe birefringence 
changes in a nematic slab undergoing a 
Frkedericksz transition is to illuminate the 
sample with polarized light, the plane of 
which makes an angle of 45” with the direc- 
tor axis. Increasing the field above thresh- 
old and measuring the intensity transmitted 
through a crossed polariser gives rise to a 
series of maxima and minima (fringes). 
These can be related to the expression (79) 
by the result: 

and using the result for the threshold field, 
this becomes: 

where the ratio Z/Zo refers to changes in the 
intensity of unpolarized incident light (Zo). 
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The result for electric field excitation is more complex for the reasons given earlier, but 
has a similar form to Eq. (79) 

];.,€’ 
(1 + k’sin2 8, sin2 y )  (1 + y sin2 8, sin2 y )  

(1 + vsin2 em sin2 e) (1 - sin2 em sin2 e) 

1 - sin2 em sin2 e 

L l -  
ne ‘j2[(1+k’sin20m sin2y)(1+ysin20msin2y)  

0 

Numerical methods have been developed 
[29-311 to fit experimental values of 
C A  - or - to the theoretical expressions with 
CO ne 
B, ,  k’, v, V, and y as adjustable parameters 
appropriate to the particular experiment be- 
ing considered. Another way of using these 
expressions is to develop low-field or high- 
field expansions, so that material parame- 
ters can be obtained directly from a linear 
or polynomial expression. For example the 
low and high field expansions for electric 
field excitation have been derived [32, 331 
as: 

112 & = y - 2y 7C-l(1+ y )  
(?)E+m V 

(82) 

Care is required in using these expressions, 
since they are usually only valid close to the 
limiting field values where measurements 
are difficult and liable to error. 

In this section the effects of magnetic and 
electric fields have been considered for a 
few standard geometries for materials hav- 
ing positive susceptibility anisotropies, but 
there are many possible variations with neg- 
ative anisotropies or simultaneous excita- 
tion with both electric and magnetic fields 
of materials having both positive, both neg- 
ative or different signs of electric and mag- 
netic susceptibility anisotropies. Another 

variation which may be introduced is to have 
different boundary conditions for the con- 
taining surfaces of the liquid crystal film 
[34], so-called hybrid-aligned cells. The 
theoretical treatment outlined here has ex- 
cluded the possibility of defect formation, 
although this can in principle be described 
by the elasticity theory already developed. 
Defect structures can be formed as a result 
of deformation by electric or magnetic 
fields. In some situations they may arise 
from natural degeneracies in the sample: for 
example in a twist cell, states of opposite 
twist will be of equal energy, and so may 
form distinct regions separated by a discli- 
nation. In real device cells the structures are 
designed to avoid the formation of defects. 

5.4.4 Frkedericksz Transition 
for Chiral Nematics 

Field effects on chiral nematics can be inter- 
preted by adding a pitch term to the free 
energy, so it might be expected that the 
Frkedericksz transitions observed for chiral 
nematics will be similar to those described 
above for achiral nematics. In reality this is 
not the case because the helical structure in 
chiral phases prevents the formation of uni- 
formly aligned films, and so defects and de- 
fect-modulated structures are unavoidable 
in many field-induced orientational changes. 
The effects of external fields on chiral ne- 
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matic films have been described [35, 361, 
and some of the associated phenomena form 
the basis for display devices. In most cases 
a theoretical description of the induced def- 
ormation is only possible by numerical so- 
lution of the Euler - Lagrange equations, but 
one simple effect that has an analytical so- 
lution is the so-called field-induced choles- 
teric to nematic phase transition. An exter- 
nal field applied perpendicular to the helix 
axis of a material having a positive suscep- 
tibility anisotropy will cause the helix to 
unwind and the pitch to increase. A treat- 
ment similar to that given for the twist 
Frkedericksz transition shows that the crit- 
ical field for divergence of the pitch to in- 
finity is: 

(83) 

This results contrasts with the threshold 
field for a nematic Frkedericksz transition, 
which is thickness dependent: also F,  marks 
the end of the deformation rather than the 
beginning which defines the normal thresh- 
old fields. 

5.4.5 FrCedericksz Transitions 
for Smectic Phases 

The simplest elasticity theory for SmA 
phases includes two elastic contants, one 
for splay and one for layer compressibility. 
It might therefore be expected that a 
FrCedericksz transition for splay deforma- 
tion should be observed corresponding to an 
initial deformation of layers in a planar to 
homeotropic transition. This is not ob- 
served, and field induced deformations in 
smectic A phases are accompanied by de- 
fect formation. The Helfrich-Hurault 
mechanism for the homeotropic to planar 
transition via the formation of undulations 

predicts a threshold field which is inverse- 
ly proportional to the square-root of the 
sample thickness [37] e.g. for a magnetic 
field: 

where ~ d is the cell thickness and I =  
k, I l B  (see Fig. 14). 
External field distortions in SmC and chi- 

ral SmC phases have been investigated [38], 
but the large number of elastic terms in the 
free-energy, and the coupling between the 
permanent polarization and electric fields 
for chiral phases considerably complicates 
the description. In the chiral smectic C 
phase a simple helix unwinding FrCede- 
ricksz transition can be detected for the c 
director. This is similar to the chiral nemat- 
ic-nematic transition described by Eq. (83), 
and the result is identical for the SmC* 
phase. Indeed it appears that at least in inter- 
actions with magnetic fields in the plane of 
the layers, SmC and SmC* phases behave 
as two dimensional nematics [39]. 

1 

A X > O  B=O 

I 

BrO 

Figure 14. Helfrich -Hurault mechanism for field 
deformation of smectic layers. 
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5.5 Molecular Aspects 
of Torsional Elasticity 

5.5.1 van der Waals Theory 

Torsional elasticity is of special interest 
from a microscopic viewpoint since it is a 
property characteristic of liquid crystals, 
which distinguishes them from ordinary 
liquids. The elastic properties contribute 
to many physical phenomena observed for 
liquid crystals, and a molecular theory of 
torsional elasticity should enable the iden- 
tification of particular molecular properties 
responsible for many aspects of liquid crys- 
talline behavior. 

The principal elastic constants for a ne- 
matic liquid crystal have already been de- 
fined in Sec. 5.1 as splay(k, ,), t w i ~ t ( k ~ ~ )  
and bend ( k 3 3 ) .  In this section we shall out- 
line the statistical theory of elastic con- 
stants, and show how they depend on mo- 
lecular properties. The approach follows 
that of the generalised van der Waals theo- 
ry developed by Gelbart and Ben-Shaul 
[40] ,  which itself embraces a number of ear- 
lier models for the elasticity of nematic liq- 
uid crystals. Corresponding theories for 
smectic, columnar and biaxial phases have 
yet to be developed. 

Elastic constants are defined in terms of 
the deformation free energy of a liquid crys- 
tal subjected to torsional strain. Statistical 
models for liquid crystals result in equations 
for the free energy in an undistorted state: 
thus to calculate elastic constants it is nec- 
essary to obtain a statistical expression for 
the free energy of a strained liquid crystal. 
In developing a statistical theory it is easi- 
er to use the Helmholtz free energy to cal- 
culate elastic constants, although Frank 
originally defined them in terms of the 
Gibbs free energy, corresponding to strain 
at constant external pressure. We shall be 

considering torsional strain at constant vol- 
ume, for which changes in both the internal 
energy and entropy of a liquid crystal will 
contribute to the elastic constants. 

The most widely used statistical model 
for fluids is that due to van der Waals, which 
includes a mean attractive potential with a 
hard particle excluded volume. For such a 
model the Helmholtz free energy can be 
written as [41, 421: 

where f (Q,,  R , )  is a single particle distri- 
bution function for molecule 1, u I 2 ( R l 2 ,  
Q,, Q,) is the attractive part of the pair po- 
tential and g,,(R, 2, Q,, Q2) is the pair dis- 
tribution function for the hard particle inter- 
actions in the isotropic state. 

To proceed we need to know how the 
functionalA [f(Q,, Q2, R , ,  R2)]  varies when 
the equilibrium state of the liquid crystal is 
elastically distorted. A macroscopic strain 
will not influence u ,  or ghp, since these are 
dependent only on molecular parameters of 
the model: the free energy changes because 
the single particle distribution functions 
change. We assume that for the small dis- 
tortions described by the Frank elastic con- 
stants, the single particle orientational dis- 
tribution function, defined with respect to a 
local director axis, is also independent of 
strain i. e. elastic torques do not change the 
molecular order parameters. The product of 
distribution functions f ( Q , ,  R , ) f ( Q 2 ,  R 2 )  
will change with strain because the director 
orientations at R and R2 will differ, and the 
evaluation of the strain dependence of the 
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Helmholtz free energy has reduced to deter- 
mining the strain derivatives of the single 
particle distribution functions. Both the 
terms in Eq. (85) will contribute to the elas- 
tic free energy, but the first term, which de- 
scribes hard particle contributions to the 
Helmholtz free energy will only appear in 
the entropy of the system, since the internal 
energy of a hard particle fluid is zero. Fur- 
thermore it can be shown [40] that the rota- 
tional hard particle entropy is independent 
of strain, provided that the single particle 
orientational distribution defined with re- 
spect to the local director does not depend 
on strain. Thus the hard particle repulsion 
contributes to the elastic strain energy in two 
ways: firstly through the orientation-depen- 
dent excluded volume, which affects the 
transitional entropy, and secondly because 
the integration over the pair attractive po- 
tential energy is convoluted with the hard 
particle distribution function. A particular- 
ly convenient form for the hard particle 
translational entropy is provided by the ‘y-  
expansion’ [41], and using this the Helm- 
holtz free energy becomes: 

A [ f ( Q l ,  Q29RI9 R2)] (86) 

where gLo,’= exp - u,,/k, T is the pair corre- 
lation function for the hard particles, v,, is 
the particle volume, uhp is the hard particle 
potential, and S.,.d is the hard particle rota- 
tional entropy. In order to obtain the elastic- 
distortion-free energy from Eq. (86), we as- 
sume that molecule 1 is located at some ar- 
bitary origin in the fluid. The orientational 
distribution function for molecule 2 at po- 
sition R ,  only depends on the orientation 
of the director at R ,  with respect to the di- 
rector at the origin. Thus in the undeformed 
state the director at R, , is parallel to that at 
the origin (at least for non-chiral liquid crys- 
tals), but in the deformed state the director 
at R,, makes an angle of 8(R12) to that at 
the origin; see Fig. 15. 

The distortion free energy density is then 
the difference in free energies given by 
Eq. (86) between the distorted and undis- 
torted states, that is: 

. d Qi, dQ2, dRi 2 

The change in the single particle orienta- 
tional distribution function for small defor- 

Figure 15. Molecular distributions in a deformed ne- 
matic liquid crystal. 
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mations can be obtained from a Taylor ex- 
pansion, such that: 

w , e ( R ) )  - f ( ~ m  

The way in which 8(R) varies with position 
depends on the form of the torsional defor- 
mation applied to the liquid crystal, and in 
order to calculate the principal elastic con- 
stants, it makes sense to calculate the free 
energy density for 'normal mode' deforma- 
tions, i. e. those which correspond to splay, 
twist and bend. These can be achieved eas- 
ily by confining the director to a plane, and 
assuming the undisturbed director at the or- 
igin to be along the z-axis. q is the wave- 
vector of the deformation, and for q con- 
strained to the x, z plane, the components of 
the director as a function of position be- 
come: 

n, = sin q . R; ny = 0; n, = cos q . R 

Director configurations corresponding to 
pure splay, twist and bend are illustrated in 
Fig. 16 and to the lowest order of approxi- 
mation can be described in terms of long 

wavelength deformations parallel to the x- 
axis for splay, parallel to the y-axis for twist 
and parallel to the z-axis for bend. Under 
these circumstances, the angle between the 
director at the origin and that at position R 
becomes: 

(89) 
qz bend 

Gelbart and Ben Shaul have shown that a 
more consistent director distribution giving 
rise to normal mode elastic deformations is: 

qx(l+ qz1-l splay 
tan8(R)= qy twist 

qz (1 - qx)-' bend 

q x u -  42) splay 
twist (90) 

'I 
qz (1 + qx) bend 

Substituting these results into Eq. (88) 
gives: 

2 

A 

The macroscopic expression for the elastic 
free energy density (Eq. 25) is: 

Figure 16. Deformations of director for splay, twist, 
bend. 

Using the expressions for O(R) correspond- 
ing to pure splay, twist and bend deforma- 
tions gives the result: 
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1 2  

1 
g - g o  = - k2 q2 twist 

2 
1 

k3 3 q2 bend 

p 1 1 9  splay 

(93) I 
Combining Eqs. (91) and (87) and equating 
the result for the free energy density to the 
macroscopic expression Eq. (93) gives: 

r _I 

The two terms in the square brackets of 
Eq. (94) can be identified as a temperature 
independent internal energy term, and a 
temperature dependent entropy term result- 
ing from the hard particle pair distribution 
function. From this equation it can be seen 
that the calculation of the principal elastic 
constants of a nematic liquid crystal de- 
pends on the first and second derivatives 
with respect to the angle 8 of the single par- 
ticle orientational distribution function. 
Any appropriate angular function may be 
used forf(O1, 8(R)), but the usual approach 
is to use an expansion in terms of spherical 
harmonics. The necessary mathematical 
manipulations are complicated, but give 
relatively compact results. Thus the ingre- 
dients of a molecular calculation of torsion- 
al elastic constants within the van der Waals 

theory, are a single particle angular distri- 
bution function, an attractive intermolecu- 
lar potential and a hard particle pair distri- 
bution function. An immediate result of the 
above theory is that since the elastic con- 
stants depend on the product of single par- 
ticle orientational distribution functions, 
they will depend on the product of order pa- 
rameters. 

5.5.2 Results from 
Lattice Models 

For the simplest distribution function, only 
the term involving the second derivative in 
Eq. (94) is nonzero, and the torsional elas- 
tic constants are given by an average over 
the square of the intermolecular distances x, 
y and z .  Since macroscopic uniaxiality is as- 
sumed, the averages over x and y, perpen- 
dicular to the undisturbed director, will be 
equal, with the result [43]: 

k ,  = k, ,  =constant p2S2b(x2)  and 

k,, = constant p2S2b(z2) (95) 

where b is an energy parameter. If a lattice 
model is assumed, then the averages over x 
and z will relate to the unit cell dimensions, 
or the dimensions of an 'interaction vol- 
ume'. The result, Eq. (95), fails to account 
for the observed difference between splay 
and twist elastic constants, and it fails to pro- 
vide a useful basis for investigating the ef- 
fects of molecular structure on elastic prop- 
erties. 

5.5.3 Mean Field and 
Hard Particle Theories 

The first attempt at a molecular theory of 
elastic constants due to Saupe and Nehring 
[44] assumed an attractive pair potential of 
the form u , ~ = - ~ Y - ~ P ~ ( c o s ~ , ~ ) ,  and set 
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g$$) equal to that for hard spheres of diam- 
eter 0, with the result that: 

k33 

This suggests that the elastic constants 
for splay and bend should be equal. The 
difference between k ,  I and k 3 ,  has been 
identified as due to a term in (P2(cosO)) 
(P,(cos O ) ) ,  and while this usually leads to 
k,  > k ,  particular choices of intermolecu- 
lar potential can result in k3 < k ,  or indeed 

a change in sign of the quantity ~ - 

a function of temperature [45]. 
Various authors [46, 471 have reported 

calculations of torsional elastic constants 
for hard spherocylinders. These neglect any 
attractive interactions, and so only give en- 
tropic contributions to the elastic free ener- 
gy; their results can be summarized as: 

(2: 1) as 

where k = - ( k , , + k z 2 + k 3 3 ) ,  1 and A and A‘ 

depend on the details of the potential. For 
hard spherocylinders, the parameters A and 
A’ are: 

3 

9(3R2 - 8) 

16( 7 R2 + 20) 
and A’= - (98) 

2R2-2 
7R2+20 

A =  

where R +  1 =(Zlw); Z is the length and w is 
the width of the spherocylinder. Calcula- 
tions of the principal elastic constants for 
various molecular models, with both attrac- 
tive and repulsive interactions have been re- 
ported by various authors [48-521. 

5.5.4 Computer Simulations 

Some progress has been made in computer 
simulation of torsional elastic properties 
[53, 541. A variety of methods is available 
for modelling elastic distortions, but the 
most used technique is based on the direct 
calculation of the amplitude of director fluc- 
tuations. In Sec. 5.2.2 of this Chapter the 
background to long range director fluctua- 
tions was outlined, and it was found that the 
mean square amplitude of the director com- 
ponent along z could be expressed in terms 
of the splay and bend elastic constants and 
the wave vector for a particular deformation 
mode (it is assumed that for the undistorted 
liquid crystal, the director lies along the z 
axis). In order to allow for the influence of 
local molecular disorder, the fluctuations in 
the director order parameter are calculated, 
assuming that for long wavelength fluctua- 
tions, the molecular order parameter simply 
scales the director order parameter. Thus the 
Fourier components of the order parameter 
are written as: 

Q.p ( 4 )  

= (p2 (COSO)) ($3.. ( 4 h p  ( q ) - S . p ) )  (99) 

Using the results Eqs. (38) and (39) give 
expressions for the fluctuation in the order 
parameter as [53]: 



5.6 Experimental Aspects of Elastic Constants and Comparison 279 

2.0 

1.5 

1.0 

0.5 

I I I I I I 0.0 
375 380 385 390 395 400 405 

Temperature (K) 

Figure 17. Comparison of calculated and theoretical 
elastic constants for p-azoxyanisole [53]  (units are 
lo-" N). 

where q,, and q1 are the components of the 
distortion mode wave vector parallel and 
perpendicular to the undisturbed director. 
Comparisons between theory and experi- 
ment are encouraging (see Fig. 17), al- 
though sometimes at the expense of assum- 
ing rather high values for the local molecu- 
lar order parameters; this is attributed to a 
weakness in the theory which neglects long- 
range correlations [53] .  

5.6 Experimental Aspects 
of Elastic Constants and 
Comparison with 
Theoretical Predictions 

The statistical theories of elasticity have 
shown that the principal elastic constants 
depend on the single particle distribution 
functions and the intermolecular forces. The 
former can be accounted for in terms of or- 
der parameters, but intermolecular parame- 
ters are more difficult to interpret in terms 
of molecular properties. Results for hard 
particle potentials relate the elastic con- 
stants to particle dimensions, but the depen- 

dence of elastic properties on details of mo- 
lecular structure is more obscure. Measured 
values for the torsional elastic constants 
of nematics are of the order of lo-', N, cor- 
responding to k T ( 4  x lo-,' J)/Z( lop9 m), 
where T = 300 K and I is a molecular dimen- 
sion. The effect of elastic distortions on mo- 
lecular interactions is very small, so that the 
assumption of strain-independent distribu- 
tion functions is justified. For example 
the elastic energy in a 1 pm liquid crystal 
film in a n/2 twisted nematic cell is only 
= J/molecule, which compares with 
an intermolecular energy of about lo-,' J/ 
molecule. The angular displacement per 
molecule in such a cell is lo-, rad, and the 
small energies associated with such torsion- 
al strain mean that direct mechanical mea- 
surement of elastic constants in liquid crys- 
tals is difficult. 

Indirect experimental measurements of 
torsional elastic constants indicate that for 
many materials k , , > k ,  > k 2 , .  It is usual 
to consider ratios of elastic constants, and 
most measured values lie in the ranges 
0.5 < k , , / k ,  < 3.0 and 0.5 < k , , / k ,  , < 0.8. 
Simple mean field theory predicted that 
k , ,=k ,  I <k , , ,  which is clearly in error. For 
rigid molecules increasing the molecular 
length increases k3 , / k l  I ,  while increasing 
the width decreases k3, /k l  1, in qualitative 
agreement with the results of hard particle 
theories. However within a homologous se- 
ries, increasing the length of an alkyl chain 
causes the ratio k33lkl to decrease, which 
is likely to be a result of increased flexibil- 
ity rather than any change in effective shape. 
For SmA phases the torsional elastic con- 
stants for twist and bend are expected to be 
very large, and it is observed that k, ,  and 
sometimes k22 measured for a nematic phase 
increase dramatically with decreasing tem- 
perature as an underlying smectic phase is 
approached. Short-range smectic-like or- 
dering will influence the measured elastic 
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constants; long alkyl chains promote smec- 
tic phase formation, and as a result k33/kl 
may increase in a homologous series with 
increasing chain length. 

The main temperature dependence of 
elastic constants is due to the order param- 
eter. Following the predictions of mean field 
theory Eq. (96), reduced elastic constants ci 
have been introduced, which should be in- 
dependent of temperature, defined by: 

Experimentally the cis do change with tem- 
perature, and this can be attributed to the in- 
fluence of repulsive interactions on the elas- 
tic properties. 
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Phase Transitions 

6.1 Phase Transition Theories 

Philippe Barois 

6.1.1 Introduction 

The understanding of continuous phase 
transitions and critical phenomena has been 
one of the important breakthrough in con- 
densed matter physics in the early seventies. 
The concepts of scaling behavior and uni- 
versality introduced by Kadanoff and Wi- 
dom and the calculation of non-gaussian ex- 
ponents by Wilson and Fisher are undeni- 
ably brilliant successes of statistical phys- 
ics in the study of low temperature phase 
transitions (normal to superconductor, nor- 
mal to superfluid helium) and liquid-gas 
critical points. 

But no other field in condensed matter 
physics has shown such a rich variety of 
continuous or weakly first-order phase tran- 
sitions than liquid crystals: order parame- 
ters of various symrnetrics, anisotropic scal- 
ing behaviors, coupled order parameters, 
multicritical points, wide critical domains, 
defect mediated transitions, spaces of low 
dimensionality, multiply reentrant topolo- 
gies are currently found in liquid crystals, 
at easily accessible temperatures. Beside 
their famous technical applications in optics 

and electronic displays, liquid crystals can 
certainly be regarded as a paradise of the 
physics of phase transitions. 

The main features of the most general 
phase transitions encountered in liquid crys- 
tals are presented in this chapter. 

6.1.2 The Isotropic-Nematic 
Transition 

6.1.2.1 Mean Field Approach 
(Landau-de Gennes) 

The nematic phase being the liquid crystal 
of highest symmetry, its condensation from 
the isotropic liquid should be the simplest 
to describe. Indeed, molecular theories con- 
vincingly explain the natural onset of ne- 
matic ordering in a population of anisotrop- 
ic molecules with excluded volume inter- 
action (Onsager) or in mean field theory 
(Maier-Saupe). Regarding the effect of 
symmetry on the isotropic to nematic (I-N) 
phase transition, the phenomenological ap- 
proach is useful too. 

It was explained in Chapter I11 of this vol- 
ume that the order parameter of the nemat- 

0 
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ic phase is a symmetric traceless tensor Q,  
that can be constructed from any macro- 
scopic tensor property such as the magnet- 
ic susceptibility xu. For a uniaxial nematic 
for instance, the order parameter can be de- 
fined as [ 11: 

in which x,, and x1 are susceptibilities par- 
allel and perpendicular to the director re- 
spectively and 6, is the Kronecker unity 
tensor. The normalization constant G is 
generally chosen to ensure Q,, = 1 for a per- 
fectly ordered nematic. Such normalization 
suggests that Qz, is similar to the scalar 
order parameter S defined in microscopic 
theories from the statistical distribution of 
molecular axes (see Chap. 111, Sec. 1 of this 
volume). This is not exactly true, however, 
since macroscopic quantities X, may not be 
a simple sum of uncorrelated microscopic 
susceptibilities (think of dielectric polariz- 
ability). Consequently, macroscopic nemat- 
ic order parameters Q,, defined from differ- 
ent macroscopic tensor properties (such as 
magnetic susceptibilities and refractive in- 
dices) may not show the same temperature 
behaviour. Experimental differences are, 
however, very weak [2]. 

In the eigenframe, the Q, matrix reads [ 11: -- 2 O I  

The phenomenological scalar order param- 
eter q=Q,, is non-zero in nematic phases 
and vanishes in the isotropic phase. 77 is 
non-zero in biaxial nematics only and re- 
ferred to as the biaxial order parameter. The 
symmetric invariants of Q, may be written 
as [ I ,  31: 

03 = 4Qij Qjk Qki = d q 2  - q2 ) ( 3 )  

The second and third order invariants can 
be regarded as independent in the biaxial 
phase with the constraint o: < 0;. Equality 
a: = a; is reached in the uniaxial nematic. 

A Landau-de Gennes free energy may 
now be expanded in powers of the two in- 
variants 0, and 0, [ I ,  3-51: 

AF = FN - &,, ( 4 )  
1 1 2  = ao2 + bog + -cog + d o2 o3 + -eo3 
2 2 

Uniaxial Nematic 

The most common case of uniaxial nemat- 
ics can be treated first: the free energy ex- 
pansion reduces then to [ 11: 

( 5 )  +qcq4  1 + 0 ( q 5 )  

As usual with Landau theories, the phase 
transition is governed by the coefficient of 
the quadratic term A(T) =a(T- T"). Other 
coefficients B and C are supposed to have 
weak temperature dependance. The pres- 
ence of a third order term, imposed by the 
symmetry, drives the transition first order 
[ 1, 61 at a Landau temperature TN-I deter- 
mined by 2B2=9aC(TNPI-T*). It must be 
emphasized that such third order term re- 
flects the physical relevance of the sign of 
q: think about a nematic arrangement of long 
rods with director n parallel to reference ax- 
is z ,̂ q > 0 corresponds to long axes lining up 
along 2 whereas q < O  corresponds to rods 
parallel to the (x, y )  plane with no angular 
order in this plane. If the first case is, of 
course, physical for rods, the second is more 
appropriate for discs. Corresponding uni- 
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axial nematic phases are often called cylin- 
dric and discotic respectively [4, 51. 

Below TNPI, the order parameter varies as: 

in which T** is the absolute limit of super- 
heating of the nematic phase. The order pa- 
rameter at the transition is: 

(7 )  

Experiments do confirm the first order 
character of the I-N transition: discontinu- 
ities are observed but are weak enough to 
justify the relevance of the Landau expan- 
sion. 

3a 
B qc =--&I - T*) 

Biaxial Nematic 

The stability of biaxial nematics is calculat- 
ed by minimizing the free energy (Eq. 4). 
The stability of the model requires c>O, 
e > 0 and ce > d2 (higher order terms have to 
be considered in the expansion otherwise). 
The absolute minimum of AF is straightfor- 
wardly obtained at [ 1, 3,5]: 

The phase diagram is calculated in the 
(a, b )  plane, as usual with Landau theories. 
The various possible transition lines are ob- 
tained as follows: 

- The first order isotropic-uniaxial nemat- 
ic corresponds to the set of constraints 
AF=O and oil2= 0:I3=q. At first order 
in b,  its equation is: 

(9) 

- The isotropic-biaxial nematic line is de- 
termined by AF=O and independent 0, 
and 0, which leads to the trivial equation: 

- Finally, the transition lines from uniaxial 
nematic to biaxial are determined Eq. (8) 
with the constraint 6;l2= Oil3. At lowest 
order in b, the slope of the two lines at 
their meeting point a = b = 0 is given by: 

The complete phase diagram is obtained 
with the selection rule 6; 2 6.32 and repro- 
duced in Fig. 1 [l]. Note that a direct tran- 
sition I-Nb occurs at a single point a = b = 0 
on the line (Eq. 10) [ 7 ] .  The biaxial nemat- 
ic region separates two uniaxial nematics 
N, and N- of opposite sign. N,-Nb transi- 
tions are second order since the condition 
(Ti1, = (Tii3 can be approached continuously 
from the biaxial phase. 

Experiments on lyotropic systems [4, 51 
do confirm the existence of a biaxial nemat- 
ic phase separating two uniaxial nematics of 
opposite birefringence. Experimental fea- 
tures are in good agreement with the Lan- 
dau-de Gennes mean field approach. 

If the condition c e > d2 is not satisfied, the 
minimum energy is clearly obtained with 
0, as large as possible within the limit 

1 a 

I 

Figure 1. Phase diagram in the a, b plane resulting 
from minimization of Eq. (4) with biaxiality in the 
case ce < d 2 .  N, and N- are uniaxial nematics with pos- 
itive and negative order parameter respectively. N, is 
a biaxial nematic. Solid lines are first-order transfor- 
mations, dashed lines are second-order transforma- 
tions. 
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6.23 2 6:. ~7~ = e3 is then the physical limit in 
this case and the biaxial domain is replaced 
by a direct first order transition from a pos- 
itive to negative nematic [ I ] .  

6.1.2.2 Fluctuations 

Like for any weakly first order phase tran- 
sition, the mean field approach is expected 
to fail close to the temperature of transition 
TN-I when fluctuations of the order param- 
eter reach correlation lengths much larger 
than molecular sizes. Spatial variations of 
the order parameter are classically account- 
ed for by adding a gradient term !4 L (Vq)2 
to the expansion (Eq. 5 )  and taking the new 
expression as a local Hamiltonian ( L  is a 
positive Landau coefficient). Up to second 
order in q,  the model is exactly soluble 
(Gaussian model) but has no condensed 
phase (it becomes unstable for A ( T )  < 0). In 
the isotropic phase, the Gaussian correlation 
length is then tG= (a/L(T-T*))-'I2 for 

The first step beyond mean field and 
Gaussian approximations is to expand the 
partition function in powers of the interac- 
tion (i.e. terms of order higher than 2 in q)  
and integrate over Gaussian fluctuations. It 
is a standard result that such perturbation 
expansion presents infrared divergences 
(i.e. for wavenumber k + 0 )  in three dimen- 
sions [8]. It can be used, however, to esti- 
mate the critical domain TGina- T*, TGinz be- 
ing the Ginzburg temperature at which the 
lowest order contribution of the interaction 
is of order the mean field value [ l ,  9, 101: 

T>TN_,>T*. 

Experimental estimates of B lead to a no- 
ticeable critical domain ( TGinz - T* of order 
1 to 10 K [l]). Significant deviations from 
mean field predictions are indeed common- 
ly observed [ 111. For instance, the differ- 

ence (T**-T,-,) is smaller than its mean 
field value B2/36aC which shows that fluc- 
tuations decrease the effective value of B. 
Note that this leads to underestimate the crit- 
ical domain by setting the experimental val- 
ue of B in Eq. (12). 

The divergences of the perturbation ex- 
pansion can be overcome by length scale 
transformations of the renormalization 
group method [ 121. Each step of the process 
consists in integrating out fluctuations of 
large wavenumber k close to the upper cut- 
off A, say Alb < k <  A with 0 < b < 1 and re- 
scaling all lengths ( k +  bk) to restore origi- 
nal momentum space. High k integrations 
are safe with respect to infrared divergenc- 
es whereas length rescaling decreases the 
correlation length and thus brings the sys- 
tem away from the critical point towards 
'safer' (i.e. less diverging) regions. Itera- 
tions of this process lead to recursion rela- 
tions which define trajectories of the Landau- 
Ginzburg coefficients B(b) and C(b). Stable 
fixed points of these trajectories are linked 
to second order phase transitions whereas 
unstable flows denote first order transitions. 
Given that the Landau rule predicts a first 
order N-I transition, the renormalization 
flow is expected to hit such unstable domain 
for large enough correlation length. It is inter- 
esting to notice that besides this first order 
behavior, the existence of an unexpected 
stable fixed point has been reported [ 131. This 
fixed point should be physically accessible 
for small values of the ratio B2/C, i.e. close 
to the biaxial nematic. Although conjectu- 
ral though, this result suggests the possibil- 
ity of a second order isotropic to nematic 
transition, despite the third order invariant! 

6.1.2.3 Isotropic-Nematic Transition 
in Restricted Geometries 

The size or shape of the liquid crystal sam- 
ple has not been specified so far: phase tran- 



6.1.3 The Nematic-Smectic A Transition 285 

sition theories implicitely deal with infinite 
samples, that is samples of macroscopic size 
D much larger than any relevant physical 
length such as the correlation length 6 of the 
order parameter. Liquid crystals, however, 
are commonly used in restricted geometries 
such as thin films or dispersions in a poly- 
mer matrix (PDLC) or a solid labyrinth 
(aerogels). There are cases where the re- 
striction of the available space plays a role 
on the phase transition. We will discuss, as 
an example, the influence of a solid inter- 
face that develops different microscopic 
interactions with molecules in the isotropic 
and the nematic phase. A macroscopic way 
of considering this difference is to assume 
different wetting of the solid by the two 
phases. This problem was addressed by Po- 
niewiersky and Sluckin [ 141 who showed 
that the isotropic to nematic transition is 
shifted towards lower temperatures if the 
isotropic phase wets the solid surface more 
than the nematic phase. The slope of the 
coexistence curve is given by a generalized 
Clausius-Clapeyron equation: 

in which D is the thickness of the liquid crys- 
tal film, '/N and '~f the surface tension of the 
nematic and isotropic phase relative to the 
substrate and L the latent heat of the N-I 
transition. 

It could happen, on the contrary, that a 
solid substrate promotes local nematic or- 
dering in the isotropic phase which amounts 
to setting ( y ~  - '~f) < 0 in Eq. (1 3 )  (this was 
experimentally observed for mica surfaces 
in lyotropic nematics [15]). The nematic 
phase may then form above TN-I for thin 
enough liquid crystal films. This is the so- 
called capillary condensation. 

Geometrical constraints may affect the 
N-I transition in different ways: strong an- 
choring conditions at the boundaries of lim- 

ited volumes (PDLC or aerogels) produce 
topological defects in the nematic phase. 
The N-I transition may then be decreased to 
compensate for the extra energetical cost of 
the defects. 

6.1.3 The Nematic-Smectic A 
Transition 

6.1.3.1 Definition of an Order 
Parameter 

After the isotropic to nematic transition, the 
next step towards more ordered mesophas- 
es is the condensation of SmA order when 
the continuous translational symmetry is 
broken along the director. The theoretical 
description of the N-SmA transition begins 
with the identification of an order parame- 
ter. Following de Gennes and McMillan [ 1, 
161, we notice that the layered structures of 
a SmA phase is characterized by a periodic 
modulation of all the microscopic proper- 
ties along the direction ? perpendicular to 
the layers. The electron density for instance, 
commonly detected by X-ray scattering can 
be expanded in Fourier series: 

ca 

p(r) = + c yn eiqsm.r +y; e-iqsm.r (14) 
n=l 

in which qsm is the smectic wavenumber of 
modules 2 d d .  The smectic period d (com- 
monly referred to as layer thickness) is of 
the order of a molecular length in most ther- 
motropic smectics and varies essentially as 
the inverse fraction di-' of the material con- 
stituting the lamellae in lyotropic smectics. 
The average electron density po is about the 
same in the nematic and smectic A phases. 
The fundamental term Y, of the Fourier ex- 
pansion is obviously zero in the nematic 
phase. It is a natural choice for the N-SmA 
order parameter. As a complex, it has two 
independent components: 

Y, (r) = p, (r)ei@l(r) (15) 
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The modulus pl(r) is a measure of the 
strength of the local SmA ordering: the more 
the molecules are segregated into well de- 
fined layers, the higher pl. Note that unlike 
the nematic scalar order parameter S, p1 can- 
not be defined on an absolute scale that 
would assign 1 to perfect SmA ordering for 
instance. The amplitude of the electron den- 
sity wave depends on each particular 
system. Variations of the phase d2, (r) are re- 
lated to the local displacements of the layers 
commonly denoted as u (r) with: 

@1(r) = -i%m 4 r )  (16) 

The basic elastic distortions of the layers, 
namely compression and curvature corre- 
spond to VIIu and Alu respectively (sub- 
scripts I (  and I denote directions parallel 
and perpendicular to the director respec- 
tively). 

6.1.3.2 Mean Field Description 
(McMillan, de Gennes) 

Mean field approximation neglects all spa- 
tial inhomogeneities. The order parameter 
is thus considered as constant all over the 
sample. In the vicinity of the N-SmA phase 
transition, a Landau free energy density may 
be expanded in invariant combinations of 
the order parameter Y (the subscript 1 re- 
ferring to the first term of the Fourier ex- 
pansion will be omitted in the following). 
Translational invariance requires that the 
phase @ does not enter the free energy. The 
Landau expansion thus reduces to: 

A& =L/Yl2 +... 
2 4 

With r = u (T-TN-A) and uo > 0, the 
N-SmA transition is second order at the 
mean field temperature TN-A. The modu- 
lus IY( grows as below TN-A. 
The critical exponent p of the order pa- 
rameter is thus 1/2 as usual with mean field 
theories. 

This picture is slightly more complicated 
if the coupling with the nematic order pa- 
rameter So(T)=  1/2(3 cos2 & l )  is includ- 
ed (Oj denotes the angle between the long 
axis of the ith molecule and the director n = i 
and the brackets (. . .) represent an average 
over the volume of the sample). 

If 6s measures the deviation of the micro- 
scopic alignment from its equilibrium Val- 
ue So in the nematic phase (calculated from 
the Maier-Saupe theory [ 171 for instance), 
the free energy density reads: 

x ( T )  is a response function (susceptibility) 
and C is a generally positive constant (the 
onset of the smectic order usually increases 
the average attraction between the mole- 
cules and hence reinforces the alignment). 

Minimization with respect to 6s yields 
6s = x C I Y I (>O) and the new coefficient of 
the fourth order term is now: 

u = uo - 2 c 2 x  (19) 

If the nematic susceptibility x i s  low (i.e. 
far enough from TN-r, temperature of the 
isotropic-nematic transition), u is positive 
and the N-SmA transition is second order 
at TN-A again. 

If x is larger (i.e. TN-A close to TNPr, u is 
negative. A sixth order term v/6 I 'PI6 must 
be added to Eq. (1  8) and the N-SmA tran- 
sition is first order at a temperature 

x= u0/2 C2 (i.e. u =0) defines a tricritical 
point on the N-SmA line. 

McMillan estimated that the tricritical 
point corresponds to a value 0.87 of the ra- 
tio TN-1ITN-A [ 181 which agrees reasonably 
well with many experimental data. 

T N - A + ~  U2/16UV>T~-~. 

6.1.3.3 Analogy with Superconductors 

Because the smectic order is one dimension- 
al, the fluctuations of the layers described 
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by the local displacement field u(r) are 
known to play an important role, even far 
away from any phase transition: the square 
amplitude (u2 (r)) diverges like the loga- 
rithm of the size of the sample (this is 
the well known Landau-Peierls instability 
[19, 201) hence killing a true long range 
order. 

Close to the N-SmA transition, the van- 
ishing of the elastic constant of compression 
of the layers amplifies the fluctuations of the 
phase whereas critical fluctuations of the 
amplitude I Y(r)l are expected to be impor- 
tant too. 

Fluctuations are accounted for in a Lan- 
dau-Ginzburg expansion of a local Hamil- 
tonian. Once again even powers of (yI only 
are permitted. Including gradient terms 
and fluctuations of the nematic director 
6nl= n (r) -no (no = i) yields the following 
Landau-Ginzburg functional: 

Fs = 2 p  1 3  r(rlyl2 +; Iyl4 

2 +c,,jvzw~ +C_Ll(Vl - i q s m 6 n l ) ~ 1 2  

+ K3 <Vz 6 n i  12] 

+Kl(div6nl)2 + K2(2.curl 

(20) 

The first two terms are the Landau part, 
Eq. (17). Because of the nematic anisotro- 
py, the gradient terms exhibit anisotropic 
coefficients (Cl,# C,) along directions par- 
allel and perpendicular to the director n. 
With the notation V z =  a/& and V,= 
(&ax, a/dy) and at lowest relevant order 
in (6nl), these gradients have the form 
Eq. (20). The last three terms are the usual 
Frank-Oseen elastic energy of the nematic 

If one forgets about the fluctuations of the 
director (i.e. set 6n,=0 in (20)) the N-SmA 
problem becomes equivalent to the conden- 
sation of superfluid helium ( X Y  model, 
d = 3) since the smectic order parameter has 
two independent components (the anisotro- 

v11. 

py of the elastic coefficients CII and C, can 
be removed by a simple anisotropic rescal- 
ing). 

With non-zero 6n,, expression (Eq. (20)) 
is very similar to the Landau-Ginzburg 
functional describing the normal-supercon- 
ductor transition [ l ,  22, 231: 

F~~ = T j d 3 r { n ~ ~ r  1 + ; I w ~  

4m 

Here, y is the superconductor gap order pa- 
rameter. It corresponds to the wave function 
of the superconducting pair in BCS theory 
and has the X Y symmetry of the smectic or- 
der parameter. The magnetic vector poten- 
tial A comes analogous to the director n (m 
and e are the mass and charge of a single 
electron, A Planck’s constant, c the velocity 
of light and p the magnetic permittivity). 

In liquid crystals, curl n is then analo- 
gous to the magnetic field B =curl A.  Twist 
(n - curl n) and bend (n x curl n) are com- 
ponents parallel and perpendicular to the 
director respectively (they correspond to 
components of B parallel and perpendicular 
to A in superconductors). The anisotropy of 
the field curl n follows from K2 # K3.  

Interesting behaviors of the smectic state 
can be deduced from this analogy. 

Just as superconductors expell magnetic 
fields curl A (Meisner effect [24]) smectics 
expell bend and twist. The bend and twist 
moduli K2 and K3 should therefore diverge 
upon approaching the smectic state from the 
nematic. 

Two important lengths characterize the 
superconductors: the order parameter co- 
herence length 5 = (m/lrl)1’2 over which y 
can vary and the London penetration depth 
of a magnetic field A=(m ~ ~ / 2 p e ~ l y l ~ ) ” ~ .  
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For smectics, two order parameter coher- 
ence lengths 

and four penetration lengths associated with 
twist and bend: 

can be identified, which precludes a simple 
classification. 

The superconductor analogy suggests, 
however, two distinct behaviors: 

- Type I (A*> 6). The superconducting 
state is observed with perfect Meisner ef- 
fect below a critical field H,. 

- Type I1 (A*<e). Two critical values 
of the field are found. Vortices bearing 
a quantum flux q&=h/q penetrate the 
system for H<H,, whereas the nor- 
mal-type I superconductor transition oc- 
curs at HC2>Hc1. 

The analog of the magnetic intensity H 
(produced by external currents) would be an 
external field coupled to the two compo- 
nents of curl n. A local microscopic source 
of bend 1231 is not easy to imagine. On the 
other hand, chirality is naturally coupled to 
twist: chiral mesogens develop a spontane- 
ous twist in the nematic phase. The choles- 
teric is thus analogous to a normal metal in 
a magnetic field. 

The smectic analog of a vortex is a dislo- 
cation. Type I1 smectics would therefore de- 
velop dislocations when submitted to a 
bending or twisting stress whereas type I 
would resist until a critical stress eventual- 
ly induces the nematic state. 

The observation of edge dislocation 
arrays in a wedge (i.e. bending stress) 1251 
and of screw dislocation arrays in chiral 
compounds [26] (the so-called twist grain 

boundary (TGB) phase anologous to the 
Abrikosov flux phase in superconductors) 
suggests that type I1 smectics do exist, but 
type I behaviors have also been reported 
1271. The N-SmA transition in chiral smec- 
tics and the ability of TGB phases will be 
discussed in Sec. 6.1.5 of this chapter. 

Finally, the bare smectic coherence 
length at 0 temperature to = (C,/a 7'N-A)1'2 

with r = u  (T-7"-A) is significantly short- 
er than its superconductor equivalent 
(10-20 A instead of 5000 A) because of the 
higher value of 7'N-A. An interesting conse- 
quence is that the critical domain is expect- 
ed to be much larger (i.e. more easily ac- 
cessible) in the smectic case. 

Important differences exist, however, 
about gauge invariance and the absence of 
true smectic long range order. How severe 
these differences are is not fully understood 
yet. 

The superconductor Hamiltonian (Eq. 
21) is invariant under the following gauge 
transformation: 

(A' = A - V L  
(24) 

so that any gauge choice is physically ac- 
ceptable. The Coulomb gauge divA=O is 
generally used. 

In the smectic case, a gauge transforma- 
tion reads: 

6n' = 6n - V L  
w' = w exp(-iqsIn L )  

but the Frank-Oseen energy is not gauge in- 
variant because of the splay term K , .  The 
lack of gauge invariance reflects the fact that 
the director field n is a physical observable 
in liquid crystals (unlike its magnetic ana- 
log A). There is in fact only one physical 
gauge, namely 6n,=O (remember that the 
condition n2= 1 implies that 6n lies in the 
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sition since the melting is described by a 
'disorder' parameter y~ (density of disloca- 
tions). I lyJ f 0 corresponds to the nematic 
phase. The universal ratio of the amplitudes 
A+ and A- of the heat capacity singularity 
for instance (Xp=A*ft-") is the inverse of 
the superfluid helium value. 

6.1.4 The Smectic A-Smectic C 
Transition 

6.1.4.1 The Superfluid Helium Analogy 

The SmC state differs from the SmA by a 
tilt 8of the director n with respect to the di- 
rection z  ̂normal to the layers. The director n 
is totally specified by 8 and the azimuthal 
angle cp. The SmC order can thus be de- 
scribed by two real angles 8 and cp or equiv- 
alently by the complex order parameter: 

yI(r> = e(r) eiq@) (39) 

A modulus 8=0 corresponds to the SmA 
state. A Landau-Ginzburg functional simi- 
lar to Eq. (20) with 6n=0, and therefore to 
the superfluid-normal helium problem, can 
be constructed to describe the SmA-SmC 
transition. 

The straightforward consequence of 
this analogy is that the SmA-SmC transi- 
tion may be continuous at a temperature 
TSmCpsmA with X Y critical exponents. Be- 
low TSmCPSmA the tilt angle 8 for instance 
should vary as 8=$lt lP with p=0.35. 
Above TsmC-SmA an external magnetic field 
can induce a tilt 8 proportional to the sus- 
ceptibility x= t-Y with y= 1.33. 

Experiments (heat capacity measure- 
ments in particular [36]) rather show a mean 
field behavior which may be due to the nar- 
rowness of the critical domain or to the in- 
fluence of a close by tricritical point. 

The width of the X Y  critical domain can 
be estimated from the usual Ginzburg cri- 

terion: equating the mean field heat capac- 
ity discontinuity and the contribution of the 
fluctuations in the Gaussian approximation 
leads to a Ginzburg temperature TGinz [ 1, 
371: 

TG,nz - TSmC-SmA TSmC-SmA/642 (40) 

so that the critical regime extends over a 
fraction of a degree. It may easily switch 
from observable to non-observable with a 
slight change of the roughly estimated nu- 
merical constant that lead to Eq. (40). Fur- 
thermore, the crossover regime may be dif- 
ferent from one observable to another. Re- 
cent estimates of the Ginzburg criterion, for 
instance, indicate that elastic constants 
measurements are one hundred times more 
sensitive to fluctuations than heat capacity 
ones [37]. Experiments tend to confirm this 
point: a mean field behavior of the heat ca- 
pacity has been reported [36] whereas fluc- 
tuations seem to be important in some tilt, 
susceptibility or bulk modulus measure- 
ments [38, 391. 

Finally, afirst order SmA-SmC transition 
is always possible. 

6.1.4.2 The N-SmA-SmC Point 

The existence of a N-SmA-SmC multicrit- 
ical point (i.e. a point where the N-SmA, 
SmA-SmC and N-SmC lines meet) was 
demonstrated in the late seventies [40, 411. 
Various theories have been proposed to de- 
scribe the N-SmA-SmC diagram [42-451. 
The phenomenological model of Chen 
and Lubensky [46] (referred to as the 
N-SmA-SmC model) captures most of the 
experimental features. The starting point is 
the observation that the X-ray scattering in 
the nematic phase in the vicinity of the 
N-SmA transition shows strong peaks at 
wavenumber qA = +qo n. Near the N-SmC 
transition, these two peaks spread out into 
two rings at q,=(&gl1, qlcoscp, qlsincp). 
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Once again, the order parameter is defined 
from the mass density wave p(r). In the 
smectic phases, p(r) becomes periodic with 
fundamental wave number go= (+qll, ql) 
(ql= 0 in the SmA phase). Chen and Luben- 
sky defined a covariant Landau-Ginzburg 
Hamiltonian including fluctuations of the 
director through the Frank free energy. A 
mean field description of the N-SmA-SmC 
model is given here. The director is chosen 
along z :  n=no (O,O, 1). Like in the SmA 
phase, the order parameter Y is chosen as 
the part of p with wave numbers in the vi- 

(41) 
cinity of go: 

Y(r) = v exp i(qo. r> = w exp i(qll z + a. xl) 
x1 and z1 are two dimensional vectors in the 
plane (x, y )  and (q,, q,) respectively. The 
mean field free energy density reads: 

AFN-SmA-SmC 

with CII, Dll, DL, and u > 0 and a = 

- TN-SmA "( TN-SmA )' 
In Fourier space, AFN-SrnA-SrnC reads: 

@N-SmA-SmC 

x w2 + u w 4  (43) 

where Qi= Cl1/2Dll. 

usual way : 

- For C1>O, the minimum is reached 
for q L = O  and qzOkqlr. A second order 
N-SmA transition occurs at the mean 
field temperature T= TN-SrnA. 

The free energy (Eq. 43) is minimized the 

- For C,<O, @N-SmA-SrnC can be rewrit- 
ten as: 

hFN-SmA-SmC 

= 1 { ii + D~~ (4: - Q; r + D~ (9: - Q: r } 2 

x ly2 + u y 4  (44) 

with Ql= ICLI/2D1 and 

a" = a'(T-7'N-SmC)/TN-SmA, 
TN-SmC=TN-SrnA+ C : T N - S ~ A / ~ D ~ ~ ' .  

The minimum corresponds to ql= k Q,, 
qz = k Q, and a N-SmC transition occurs at 
the mean field temperature TNPSmC. The 
mean field N-SmA-SmC diagram is shown 
in Fig. 2. 

The scattered X-ray intensity Z(q) can 
be estimated in the nematic phase from 
Gaussian fluctuations about the mean field 
solution w= 0: 

I ( q )  = ( p ( q M - 4 ) )  (45) 

For CL>O, Z(q) has peaks at qll=k Qll corre- 
sponding to fluctuations into the SmA 

Figure 2. N-SmA-SmC phase diagram from Chen 
and Lubensky [46]. All transitions are second order in 
mean field but fluctuations lead to a first order N-SmC 
transition [47]. The line C,=O separates two regions 
in the nematic phase with diffuse X-ray scattering cen- 
tered about q,=O (C,>O) and q l # O  (C,<O). The 
point C,=O, r=O is a Lifschitz point. 
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phase. When C, is negative (see Eq. 44) 
Z(q) is maximum on two rings (kq, , ,  
qlcos q, q, sin q) as observed. 

The N-SmA-SmC problem bears 
strong similarities with the transition from 
paramagnetic to helimagnetic states [47]. 
Fluctuations are maximum at a finite m- 
dimensional vector q1 in a &dimensional 
space. Mean field N-SmA-SmC theory pre- 
dicts a second oder N-SmC transition as 
shown. Fluctuations, however, are believed 
to lead to a first-order transition when m = d 
or d- 1. The N-SmC transition with d = 3 
and m=2 is therefore expected to be first 
order. 

Finally, we notice that the N-SmA-SmC 
point is an example of Lifschitz point de- 
fined as the place where some of the coef- 
ficients of the gradient terms (C, here) van- 
ish [48,49]. 

Complications arise from the vanishing 
of the N-SmC latent heat at the 
N-SmA-SmC point and from the difficul- 
ties connected to the smectic state (Lan- 
dau-Peierls instability) the N-SmA transi- 
tion (lack of gauge invariance) and the 
SmA-SmC transition (proximity of a tricrit- 
ical point). 

The description of the Chen-Lubensky 
model is reasonably well borne out by ex- 
periment [ 5 0 , 5  I]: the universal topology of 
the phase diagram and the existence of a 
C,= 0 line in particular are well established. 
An interesting possibility pointed out by 
Grinstein and Toner [52] with a model of 
dislocation unbinding is the existence of a 
biaxial nematic phase: if the N-SmA and 
SmA-SmC lines are second order with X Y 
critical exponents, the N-SmA-SmC point 
should be tetracritical [53] and a mixed 
phase (i.e. a biaxial nematic) should show 
up. It has however not been observed so 
far. 

6.1.5 The Smectic A-Hexatic 
Smectic B Transition 

The crystalline smectic B differs from the 
SmA phase by the existence of a regular 
hexagonal packing of the molecules in the 
plane of the layers. The B-SmA transition 
corresponds to the melting of a two-dimen- 
sional crystalline order in a three-dimen- 
sional material whereas the layered struc- 
ture along the third direction switches from 
true to quasi-long range order. In two dimen- 
sions (i.e. in a hypothetic isolated single 
layer) a Kosterlitz-Thouless [54] mecha- 
nism of dislocations unbinding may happen 
to make the transition continuous with no 
singularities. In three dimensions, a direct 
transition B-SmA is expected to be first or- 
der. 

An intermediate layered structure SmB, 
however, exists in which the two-dimen- 
sional ordering of the molecules within a 
layer is organized as follows: the correla- 
tions of the position of the center of mass of 
the molecules decay exponentially (like in 
a liquid) but the direction of the bonds link- 
ing two adjacent molecules exhibit a long 
range order with six-fold symmetry. Halpe- 
rin, Nelson and Young [55, 561 have point- 
ed out that dislocations can create such a two 
dimensional hexatic order. The existence of 
this hexatic order in smectics is a beautiful 
success of the Halperin-Nelson-Young 
concept of bond ordering. 

Accounting for the six-fold symmetry of 
the B and SmB phases, the modulation of 
the mass density within the (x, y )  plane of 
the layers can be expanded in a Fourier se- 
ries: 

p( r>  - P = po ( r )  + P ~ ( Y )  cos 6(0 - 4) 

r is a 2-d vector of Cartesian coordinates 
x = r cos 0 and y = r sin 8. The correlation 
function of the radial distribution po ( r )  falls 

+ higher harmonics (46) 
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off exponentially in the SmB and SmA 
phases. The amplitude p6 ( r )  describing the 
six-fold order vanishes in the SmA phase 
only. A possible order parameter of the 
SmA-SmB transition is therefore: 

v6 = p6 e6'@ (47) 

The phase @accounts for spatial fluctuations 
of the orientation of the local six-fold axes. 

The order parameter v6 has two compo- 
nents and the SmA-SmB transition is ex- 
pected to belong to the X Y universality 
class. 

Experiments do confirm the second order 
nature of the transition but high resolution 
a.c. calorimetry gives values of the specific 
heat exponent a about 0.6 [57] inconsistent 
wih the X Y class (a = -0.06). High sensitiv- 
ity heat capacity measurements on freely 
suspended thin films (down to four layer) 
show a crossover from bulk (a=0.59) to a 
two dimensional cusp-like behavior with 
a = -0.26 [58]. 

6.1.6 Phase Transitions 
in Chiral Liquid Crystals 

6.1.6.1 Chirality in Nematic 
and Smectic Liquid Crystals 

Experiments show that the introduction of 
chirality (chiral mesogen or chiral dopant) 
in a nematic phase generates a spontane- 
ous twist of the director, n = (cos 2 .nzlP, 
sin 2 zz lP, 0) for instance for a helical twist 
of pitch P along the direction z.  The higher 
the chirality (i.e. fraction of chiral dopant 
for instance), the higher the twist (i.e. the 
shorter the pitch). It is thus clear that twist 
is a structural response coupled to the mi- 
croscopic constraint chirality. How can 
these two physical quantities be linked in a 
quantitative way? The covariant expression 
of the local twist, commonly used in the 

Frank energy, is n . curl n (= - 2 ZIP in the 
example of a simple cholesteric helix). A 
natural extension of the Frank energy den- 
sity to chiral nematics is [l,  591: 

+-(nxcurln)2 K3 -hn.curln 

(48) 

in which the field h coupled with the twist 
is a measure of the chirality. In the super- 
conductor analogy, h is analogous to the 
magnetic field H imposed by external cur- 
rents (or more exactly, to the component of 
H along A; other components are coupled 
to bend). 

In cholesterics, no other energy de- 
pends on twist and Eq. (48) is minimum 
(=-h2/2K,) for the helical solution of 
pitch P=2zK21h=2zlko: n=(sin2zzlP, 
cos 2 zz lP, 0) which satisfies V . n = 0, 
n x curl n = 0 and n curl n = hIK,. Note that 
the pitch then gives a measure of the chiral- 
ity. The sign of h reflects the handedness of 
the helix. 

In defect-free smectic phases of constant 
layer thickness d, twisted arrangement of 
the layers are forbidden as can be shown 
easily: let A and B be two points in a smec- 
tic phase and N (r) the (oriented) layer nor- 
mal at position r. The (algebraic) number of 
layers crossed along a path going from A to 

B is Id'. (5) independent of the path A B. 

This property implies that there exists a po- 
tential @such as Nld= V@which in turn leads 
to curl (Nld)  = 0. 

In a SmA phase, the layer normal N 
identifies with the director field n so that 
curl n = 0: twist and bend cannot develop on 
a macroscopic scale. The penetration of 
twist requires either non-uniform layer 
thickness d(r) (which can be achieved on 
a limited scale: the twist penetration 

2 

B 

A 
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depth &, Eq. (23) )  or defects such as dislo- 
cations which make path-dependent the in- 

tegral dl . ( f ). In mean field, n * curl n = 0 

everywhere in the SmA phase with no de- 
fect and Eq. (48) implies that the free ener- 
gy density of the cholesteric phase is de- 
creased by the twist term - h2/2 K2 with re- 
spect to the untwisted SmA. The cholester- 
ic to SmA transition becomes first order at a 
temperature TN*-A = TN-A - I h J la  
lower than TN-A (uo and a are defined from 
Eq. (17)). 

In a SmC phase, the layer normal N no 
longer coincides with the director field n. 
Non-zero twist and bend (i.e. curl n#O) are 
permitted. The well known structure of the 
director helix is n (r) = (sin 8 cos 2 nz lP ,  
sin 8 sin 2 7cz/P, cos 8) for a layer normal 
along z and a SmC tilt 8 (N.n=cos 8). The 
twist and bend terms of the Frank energy are: 

B 

A 

27c ' 2 
P 

27c 
P 

In. curl nl = -sin 8 

(49) In x curl nl =  sin 8 cos 8 

Note that the gain in twist energy associat- 
ed with the SmC* helix is coupled to a loss 
in bend energy. Phase transitions between 
chiral phases will be described below in the 
frame of the mean field approximation. 

6.1.6.2 Mean Field Chiral 
N-SmA-SmC model 

The chiral version of the N-SmA-SmC 
model of Chen and Lubensky was investi- 
gated by Lubensky and Renn [59] .  The mean 
field free energy density is: (50) 

C h i d  
A F N - S ~ A - S ~ C *  = hFN-SrnA-SmC + mFrank 

in which AFN-SmA-SmC is the smectic part 
of the N-SmA-SmC model and AF'Fc,h,;t' is 
given by Eq. (48). In the simplified version 
of the mean field model (Eq. 41) of the 

smectic order parameter, AFN-Sm,,-SmC re- 
duces to Eq. (42). It is more convenient to 
define the z axis along the layer normal in 
the smectic phases: 

(51) 
Y(r) = yo e - yo elkz with k = (0, 0, k) 

and the director n as: 

1k.r-  

n = (sin8 cos@, sin8 sin@, cos8) (52)  
yo, k, 8, and @ are then treated as variation- 
al parameters. The important parameter is 
cos 8= n k/k independent of the choice of 
the coordinate system. The three phases of 
interest are thus characterized by: 

w o = O ,  8=z, V,@=ko 
2 

for the N* phase 
yo#0, 8=0 ,  k=qo 

for the SmA phase 

yo#O, 8#0 ,z ,  k # q o  2 
for the SmC* phase (53 )  

where ko= hlK2 = 2 7cIP and qo is the wave- 
number of the SmA phase. Using Eqs. (5  1 )  
and (52) in the free energy density, Renn and 
Lubensky obtain: 

AFN*-SmA-SmC* (54) 
- 2 1  
- a ~ W o ~  + 2 u ~ y o ~ 4  

+ c,, (kcos8 - 40 1 wo12 

+ (CLk2sin2 8+Dlk4s in48)~yo~2  

+ ? K ( 8 )  1 sin2 8(Vz @)* + hsin2 O(V, @) 

where a = a ' (T-  TN-smA) and 

K ( 8 )  = K ,  cos28 + K2 sin28 ( 5 5 )  

Equation (54) forms the basis for the deriva- 
tion of the N*-SmA-SmC* phase diagram. 
Rather than using k and 8as independent pa- 
rameters, it is convenient to use k,, = k cos 8 
and k,= k sin 8. Straightforward minimiza- 
tion with respect to k and V, @ yields: 
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N* 

and the free energy density is finally a func- 
tion of only two variational parameters tan 6 
and yo: 

AFN*-SrnA-SrnC* 

2 1  4 
= alvol + y  ulwol 

+ (C, qi tan2 6 + Dl 904 tan4 8)lyof 

2 

1 h2 tan2 8 
2 K3 1+(K21K3)tan26 (57) 

The final minimization is somewhat tedious 
but presents no difficulties [59]. The equa- 
tions for the phase boundaries are 

The N*-SmA-SmC* phase diagram 
is shown in Fig. 3 .  The N*-SmA and 
N*-SmC* lines are first order whereas the 

Figure 3. Chiral N*-SmA-SmC* phase diagram 
from Lubensky and Renn [59] .  Solid lines are first or- 
der and dashed lines second order. 

SmA-CmC* line is second order: the direc- 
tor tilt 8 grows continuously at finite twist 
V, @ = 2  z/P=-h/K, across the SmA-SmC* 
transition (Eq. 56 with 8=0). 

It is interesting to calculate the value of 
the Ginzburg parameter K = & I ~  that con- 
trols the transition from type I to type I1 be- 
havior. With the coherence length < and the 
twist penetration depth & given by Eqs. (22) 
and (23) ,  one gets: 

(59) 

K diverges in the vicinity of the N-SmA- 
SmC point where C, vanishes. The type I1 
condition is thus expected to be fulfilled 
close to the N-SmA-SmC point. In pres- 
ence of chirality, this is precisely the place 
where a liquid crystal analog of the Abriko- 
sov flux phase should show up. The struc- 
ture of this new liquid crystalline state will 
be described in subsequent section. 

6.1.6.3 Twist Grain Boundary Phases 

Structural Properties 

The most spectacular outcome of the anal- 
ogy with superconductors is undoubtedly 
the identification of twist grain boundary 
smectic phases (TGB for short) as liquid 
crystal analogs of the Abrikosov flux phase 
in type I1 superconductors. The existence 
and structural properties of the TGB phas- 
es were first predicted theoretically by Renn 
and Lubensky [60] (RL) in 1988 and dis- 
covered and characterized experimentally 
by Goodby and coworkers shortly after [26, 
611. 

The highly dislocated structure of a TGB 
phase is shown in Fig. 4. Slabs of SmA ma- 
terials of thickness lb are regularly stacked 
in a helical fashion along an axis 2 parallel 
to the smectic layers. Adjacent slabs are 
continuously connected via a grain boun- 
dary constituted of a grid of parallel equi- 
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Figure 4. Structure of the TGB phase (from [60,62]). 

spaced screw dislocation lines analogous to 
magnetic vortices. The finite twist angle of 
each grain boundary is A 8 =  2 sin-' (dl2 Id) 
where d is the smectic period and Id the dis- 
tance between parallel screw dislocations 
within a grain boundary. Twist penetrates 
the smectic structure just as magnetic induc- 
tion penetrates the type I1 superconducting 
phase via the Abrikosov lattice of magnet- 
ic vortices. The difference lies in the lattice 
structure: two dimensional hexagonal pack- 
ing of parallel lines for superconductors, 
twisted array of rows in TGBs. 

RL pointed out that the crystallographic 
nature of a TGB stack depends on the ratio 
of the slab thickness to the helical pitch 1blP 
(or equivalently A812 n). If the ratio 1b/P is 
rational (=p/q with p ,  q mutually prime in- 
tegers) the structure is periodic of period 
pP = q lb, with q-fold symmetry about the 2 
axis. Such TGB stack is referred to as com- 
mensurate. Reciprocal space is formed of q 
equispaced Bragg spots distributed on rings 
of radius 2nld in planes qy, qz. If q differs 
from crystallographic values 2 ,3 ,4  or 6, the 
commensurate TGB structure is quasi-crys- 
talline rather than crystalline. If on the oth- 
er hand 1,lP is irrational, the TGB stack is 
non-periodic (or incommensurate). The 
scattering is dense on a ring of radius 2 n/d 
and axis qx.  Reciprocal spaces of the com- 
mensurate and incommensurate TGB phas- 
es are consequently qualitatively different. 

On the experimental point of view, a TGB 
structure is characterized by five parameters 
(d, P,  I,, I, and A8) linked by two structural 
relations: 

(60) 
A8=2Sin-'(d/21d) and P = A 8 / 2 n  

Full experimental characterization requires 
measurement of three independent parame- 
ters. The layer spacing d (of the order of 3 
to 4 nm) and the helical pitch P (a few pm) 
are easily deduced from X-ray and optical 
measurements. The third parameter can be 
the twist boundary angle A 8  which can be 
measured in the case of commensurate TGB 
only. For incommensurate TGB [61], other 
parameters are inferred from the RL theo- 
retical estimate I,= 1, which yields 1, and 1, 
of the order of a few tens of nm and A8about 
15". 

P 

Critical Fields h,, and h,, 

The thermodynamic critical field h, above 
with the SmA phase becomes globally un- 
stable to the N* phase at some temperature 
TN*-SmA lower than To follows from Eq. 
( 5 t h ) :  

The critical fields h,, and h,, of the 
SmA-TGB and TGB-N* transitions were 
calculated by RL from the superconductor 
model. 

The lower critical field h,, is reached 
when the SmA phase becomes unstable to 
the formation of TGB, that is when the gain 
in twist energy compensates the cost in the 
formation of grain boundaries. On the oth- 
er hand, the upper critical field h,, corre- 
sponds to the stable growth of a non-zero 
smectic order parameter in the N* phase, 
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that is the inverse susceptibility of the smec- 
tic order parameter changes sign. 

The result is 1601: 

For large enough K(i.e. type I1 condition K > 
1 / f i ) ,  hCl < h,< hc2 and a stable TGB do- 
main opens up in between the SmA and N* 
phases. 

Experimental Situation 

Most features of the RL model were con- 
firmed by experiment. The expected Gaus- 
sian shape of the scattering along the pitch 
direction was confirmed [61]. Networks of 
screw dislocations were observed by freeze 
fracture experiments [62]. The link between 
the existence of TGB phases and the prox- 
imity of the N*-SmA-SmC* region was 
demonstrated by Nguyen and coworkers 
[63] with the discovery of a TGB phase with 
local SmC order (so called TGBc also pre- 
dicted by RL). Quasi-crystalline (i.e. com- 
mensurate) TGB structures are commonly 
observed in TGBc systems [64]. Further- 
more, a supercritical transformation within 
the cholesteric domain above the TGB 
phase was detected by high resolution cal- 
orimetry [65]. The low temperature choles- 
teric may be identified with the vortex liq- 
uid phase appearing in high T, superconduc- 
tors [66]. 

Although a number of experimental ques- 
tion remain, like the origin of commensur- 
ability of TGBc, the analogy of smectic liq- 
uid crystals with type I1 superconductors is 
now clearly established. 

6.1.7 Frustrated Smectics 

6.1.7.1 Polar Smectics 

Liquid crystal molecules with long aromat- 
ic cores and strongly polar head groups like 
-CN or NO2 exhibit a rich SmA (and SmC) 
polymorphism. Since the discovery of the 
first SmA-SmA transition by Sigaud, Har- 
douin and Achard in 1979 [67], seven dif- 
ferent smectic phases have been identified 
in pure compounds or in binary mixtures of 
polar molecule. 

Extensive experimental studies have 
been carried out about the structures, phase 
diagrams and physical properties of these 
thermotropic liquid crystals [68, 691. 

The variety of structures arises from the 
asymmetry of the molecules: in addition to 
the classical N-SmA-SmC polymorphism, 
the long range organization of the position 
of the polar heads generates new phases. An 
antiferroelectric stacking of polarized 
layers for instance generates the bilayer 
SmA called SmA,. If the dipoles are ran- 
domly oriented, the asymmetry can be for- 
gotten and a monolayer SmA, phase is ob- 
tained. X-ray diffraction patterns clearly 
show the doubling of the lattice spacing at 
the SmAl-SmA, transition. 

Another experimental characteristic of 
polar mesogens is the intrinsic incommen- 
surability of their structures. Nematic phas- 
es of polar compounds often exhibit diffuse 
X-ray scattering corresponding to a short 
range smectic order. Two sets of diffuse 
spots centered around incommensurate 
wavevectors kq l  and +q2 with q ,  <q2<2q1 
are usually found. The wavevector q2 asso- 
ciated with the classical monolayer order is 
clearly of order 2 dl where I is the length of 
a molecule in its most extended configura- 
tion. The wavevector q1 associated with the 
head to tail association of the polar mole- 
cules reveals the existence of another natu- 
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ral length 1' such as 1 < I f <  2 1. I' is common- 
ly identified with the length of a pair of anti- 
parallel partially overlapping molecules, al- 
though microscopic approaches suggest that 
the emergence of 1' involves more than just 
two molecules [70,7 11. Condensed smectic 
phases also exhibit incommensurate beha- 
viours: the so-called partially bilayer smec- 
tic phase SmA, with a lattice period d.1 
(1 < d < 2) is commonly observed. 

More rarely encountered, but definitely 
revealing of the incommensurate nature of 
polar smectics, are the incommensurate 
SmA phases SmAinc in which the phase of 
the bilayer modulation shifts periodically 
(with a period 2) with respect to the mono- 
layer order [72, 731. The structure is truly 
incommensurate if the ratio Z over the peri- 
od of the underlying smectic lattice (ZIZ) is 
irrational. If it is rational (ZIl = m/n),  the 
structure is rather modulated and has a pe- 
riod n 2. 

uniaxial since all their modulations have 
collinear wavevectors but polar mesogens 
can form biaxial structures too. 

The smectic antiphase SmA, first discov- 
ered by Sigaud et al. [74] exhibits a period- 
ic modulation of the antiferroelectric order 
along a direction x parallel to the plane of 
the layers. The incommensurate wavevec- 
tors tilt over to lock in in two dimensions 
(Fig. 5) .  

The four structures described above are ~ 

..... _.--_ .____: ..... : 0 

........... 0 :-.-.~ -.--- : 0 0  ....... 
" u 
A I\ A ,7 

N SmA, SmA, SmA, SmA,,, Sm.& SmC SmA,, 

Figure 5. Sketches of the X-ray scattering patterns for 
various phases appearing in polar smectics. Axes qx 
and qz are horizontal and vertical respectively. Note 
incommensurate diffuse spots in the nematic phase at 
natural wavenumbers q ,  and q 2 .  

The tilted antiphase (or ribbon phase) 
s m c  [75] arises from an asymmetric 2-d 
lock in of the wavevectors. The denomina- 
tion C emphasizes the fact that both the 
layers and the antiferroelectric modulations 
are tilted with respect to the director n. 

At last, careful studies of the SmA,-SmA 
and SmA,-SmC transitions have revealed 
the existence of the so-called crenelated 
SmAcre phase over a very narrow range of 
temperature [76, 771. SmAcre exhibits the 
basic transverse modulation of SmA but 
with non-equal up and down domains in the 
plane of the layers. 

The experimental phase diagrams of po- 
lar compounds are usually represented in 
axes temperature-pressure or temperature- 
concentration in binary mixtures. Although 
the whole set of structures described above 
is not found in one single system, most phase 
diagrams fit in a common topology: N, 
SmA,, SmA, and SmA, form the generic 
phase diagram of polar systems [67, 781 
(Fig. 6). If biaxial phases (SmA and Sme)  
are present, their domain opens up between 
SmA, and SmA, [77, 791. Tricritical points 
are observed on the N-SmA, and N-SmA, 
lines [78] whereas re-entrant behavior is 
often associated with the triple (or multi- 
critical) point N-SmA,-SmA, [SO]. The 
SrnA,-SmA, line may end up on a critical 
point beyond which no transition is detect- 
ed [Sl]. 

6.1.7.2 The Model of Frustrated 
Smectics (Prost) 

Prost showed that the properties and struc- 
tures of frustrated smectics can be described 
by two order parameters [72, 821. The first 
p (r) measures mass density modulation fa- 
miliar in SmA phases [ l l .  The second P, (r), 
often referred to as a polarization wave, de- 
scribes long range head-to-tail correlations 
of asymmetric molecules along the z axis 



300 6.1 Phase Transition Theories 

Y1 

020. 

OD0 

- Q 2 0 .  

-Ox0 

SmA, 

,,* 
N 

,' P 

* - R  

Q 

SmA, 

t 2 = 0 . 2 5  6uq:b. 6u :-0.857 

0.20 - - - - 
0.1 0 

W O  
SmA, SmAd 

-0.1 0 

- 0.2 0 I A J  
- M 8  -a ROO 0.04 V> 

J 
-0.15 -a05 0.05 y2 

0 

(normal to the smectic layers). Although 
emphasized by the notation P,, the antifer- 
roelectric nature of this modulation is not a 
necessary input of the model. 

In the absence of coupling between p and 
P,, p would develop spatial modulation 
along the z axis at wavevector q2= 2 nll 
where 1 is of the order of a molecular length 
whereas P, would develop modulations at 
wavevector q1 = 2 rill' where 1' is identified 
with the length of a pair of antiparallel par- 
tially overlapping molecules as discussed in 
the previous section. 

To describe the appearance of modulated 
order, two complex fields vl and v2 are in- 
troduced: 

and (vl(r) = Iv1l e'(QI-'+vl) 
p ,  (r) = Re( v1(r)) 

P(r) = Re(v2(r)) 
and (v2(r) = 11y,/21 ei(Q2'r+@ (63) 

Figure 6.  Mean field phase dia- 
gram obtained from the model of 
frustrated smectics for different 
values of the incommensurability 
parameter c. (a) Very weak incom- 
mensurability: N, SmA, and SmA2 
form the generic phase diagram of 
frustrated smectics. First calculated 
by Prost [X2] this diagram is similar 
to the experimental one observed 
on the mixture DBS-TBBA 1671. 
(b) For slightly larger incomensur- 
ability, a SmA, domain appears in 
between the N and SmA, phases. 
The SmA,-SmA, line terminates at 
an isolated critical point C. This di- 
agram reproduces well the behavior 
of DB6-TBBA mixtures 17x1 in- 
cluding the order of the transition 
and the tricritical point R, but not 
C. (c) For large incommensurabil- 
ity, a new SmAI-SmAd line and a 
mean field bicritical point B appear. 
The critical point C was discovered 
in this topology by Hardouin et al. 
1931. 

In terms of these fields, the Landau free 
energy of the model reads: 

(64) 
where Vis the volume, A ,  = a I  (T-T,,) and 
A2 = a2 (T-  Tc2) measure the temperatures 
from the non-interacting mean field transi- 
tion temperatures T,, and T,, of the fields 
vl and v2. V, is a derivative in the plane 
perpendicular to the director n. The terms 
in D ,  and D, favor Q:=q: and Q,'=q2 2 
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respectively whereas the coupling term w 
Re (ty: I&) favors lock-in conditions 
2 Q ,  = Q2 in the case of a weak overlap 
(1' close to 21). A linear coupling term 
w'Re ( I,Y, v,*) would be more appropriate in 
the strong overlapping limit l'- 1 [72]. 

Frustration arises from the impossibility 
to satisfy simultaneously all these tenden- 
cies. 

Note that the fluctuations of the director 
and the coupling with the nematic order are 
not included. 

6.1.7.3 The Mean Field Model 

To study the different structures and the 
phase diagrams in mean field, the free ener- 
gy (Eq. 64) has to be minimized with respect 
to the smectic amplitudes I v, I and I tp21 and 
the wavevectors Q1 and Q2. The following 
phases are expected: 

The nematic phase (N) with Iwll= 
Iv21 = O .  The director n defines the z 
axis. 
Uniaxial layered structures with Q1 and 
Q2 along z. I v, I = 0, I v21 20 and Q2 = q 2  
defines the monolayer smectic phase 
SmA,.I~l(#0,1~21fOandQ2=2Ql de- 
fines the bilayer antiferroelectric smec- 
tic phase SmA,. 
Biaxial layered structures: I yll #O, 
I v21 $0 and at least Q I non collinear with 

Q2. 
Uniaxial modulated structures: II,v~~#O, 
Iv21 # O  and modulated phases 9, ( z )  and 
(P2 (4. 

with complex order parameters: 

The phase diagrams are classically calcu- 
lated in the plane y1,y2. 

The difference <= kz- k;/4 of the reduced 
wavevectors k,  and k2 turns out to be an im- 
portant parameter. The physical signifi- 
cance of {is clear with the original param- 
eters < (qy- q;/4)w measures incommen- 
surability over coupling strength. The frus- 
tration is thus essentially controlled by <, re- 
ferred to as the incommensurability param- 
eter. Incommensurate structures for in- 
stance are expected at high values of <. 

The elastic coefficients of tilt '/I and '/2 
control the appearance of the biaxial phas- 
es SmA and Smc. 

The last two coefficients 6ul and 6u2 ac- 
count for anisotropic fourth order terms. Al- 
though they can have a significant effect on 
the shape of the phases diagrams in the plane 
y,,y2 they do not change the qualitative fea- 
tures of their topology. 

The most significant phase diagrams cal- 
culated from this model are given in Figs. 6 
and 7. 

Uniaxial Structures 

For a small incommensurability parameter < and symmetric fourth order coefficients 
(6ul = 6u2) the phase diagram shown in 
Fig. 6a is similar to the very first diagram 
calculated by Prost in which incommensur- 

The number of Landau parameters in ability was not considered [82]. A second 
Eq. (64) can be reduced by an apropriate order N-SmA1 line terminates at a mean 
straightforward rescaling of variables: 

= 1 I d3x (yI 10, l 2  + I(A + k:)  O1 1, + y1 IV, O1 l 2  +6ul I O1 l4 + y2 I O2 l 2  + I (A + k; ) 0 2  l 2  

(65) 
"" 

+y2 I v, e2 i2 +du2 I e2 l 4  + ( I 8, i2 + I o2 i2 l2 - (e:e,* + e:*e2 ) 
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Figure7. Mean field phase diagrams with biaxiak 
phases. (a) For weak incommensurability, the anti- 
phase SmA shows up in between the SmA, and SmA, 
phases. The SmA,-SmA transition is second order in 
mean field but first order with fluctuations [47]. 
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field critical end point Q where the N, SmA, 
and SmA, phases meet. A second order 
N-SmA, line terminates at a tricritjcal point 
P. The N-SmA, line QP is first order and 
continues into the smectic region as a first 
order SmA,-SmA2 line. Beyond a tricriti- 
cal point R, the SmA,-SmA, line is second 
order. Because of the coupling term w, the 
phase of the bilayer order parameter I,V~ is 
locked in the monolayer smectic SmA, so 
that the amplitude x1 only is critical at the 
SmA,-SmA, transition. It is therefore ex- 
pected to be in the Ising universality class 
[82, 831. 

For higher incommensurability parame- 
ter <(and/or asymmetric fourth order terms 
6ul > 624,) [84] a new phase boundary sep- 
arating two SmA, phases appears (Fig. 6 b). 
The two SmA, phases are distinguished by 
different values of the amplitudes of the 
order parameters x1 and x, and therefore 
of the wavevector k,. For x1 >xz, k ,  is of or- 
der k ,  (i.e. the smectic period is close to 
Z’=dxZ<21) and the modulus x1 is much 

(b) For larger incommensurability, the tilted ribbon 
phase S m e  is stable instead of SmA close to SmA,. 
These topologies again compare well with experimen- 
tal situations [74, 75, 77, 931. 

larger than x2.  The SmA, phase is identified 
with the partially bilayer SmA, phase. 

The new SmA,-SmAd phase boundary 
terminates at a critical point C where the 
jump in wavevector goes to zero. Although 
the fluctuating parameter is a scalar (layer 
thickness) it will be shown in this chapter, 
Sec. 6.1.7.4 that the new critical point C is 
not expected to belong to the Ising univer- 
sality class [85] .  

When the incommensurability parameter < is further increased, a new SmA,-SmA, 
line appears (Fig. 6 c) terminating at a mean 
field bicritical point B where the N, SmA, 
and SmA, phases meet, and a triple point T 
where the SmA,, SmA,, and SmA, phases 
coexist. 

Biaxial Structures 

Two different structures will be investigated: 

el = x1 exp [ i ( koz + k, x)] 

6, = x2 exp[2ikoz] 
+ x1 exp [i ( k ,  z - k,  x)l (67) 
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describes the smectic antiphase SmA [86] 
and 

61 = X I  exp[i ( ( k ,  + 

6 2  = x2 exp[i(2koz-k:x)] (68) 

) z  + k,x)l 
+x;exp[i((ko - 6 k o ) z - ( k l  -k,)x)] 

Note that the name smectic is improper- 
the tilted antiphase S m c  [87]. 

ly but commonly used to denote these two 
dimensionally ordered phases. 

Figure 7 a shows the phase diagram in the 
case of weawmedium incommensurability 
parameter. A biaxial domains opens up for 
y, < 2 <. The SmA2-SmA transition is al- 
ways first order since the free energies 
cannot link up continuously when k, goes to 
zero. The SmA,-Sma line is found second 
or first order in mean field with a tricritical 
point R. It meets the first order SmA,-SmA, 
line at a triple point ?. If variations of the 
elastic coefficient y, with temperature are 
allowed for, the second order SmA,-SmA 
line may meet the second order SmA,- 
SmA, line at a SmA,-SmA,-SmA Lifshitz 
point [88]. Because of the continuous de- 
generacy of the fluctuations of the SmA 
order parameter in reciprocal space, the 
SrnA,-SmA transition (like N-SmC) is, 
however, expected to be always first order 
1471. 

At higher incommensurability parameter, 
the biaxial domain reaches the SmA, region. 
The tilted antiphase S m c  is stable in 
between SmA, and SmA so that two new 
lines are found: a first order SmC-SmA, 
and a second order SmA-Smc (Fig. 7 b). 

I 

Uniaxial Modulated Structures 

Incommensurate smectics with modulated 
phases a, ( z )  and a, ( z )  were among the first 
to be predicted by Prost [72]. An exact func- 
tional minimization of Eq. (65) with respect 
to the phases a, ( z )  and a, ( z )  is possible in 
terms of elliptic integrals [72, 89, 901. The 

problem is in fact isomorphous to the chol- 
esteric-nematic transition induced by a 
magnetic field [91]. In the modulated smec- 
tic, the phase difference a, (2)- a, ( z )  under- 
goes njumps (discommensurations or soli- 
tons) with a period 2. Such modulated struc- 
tures (or SmA,,,) are found to be stable 
in the vicinity of the SmA,-SmA,-SmA, 
point [90, 921. The SmA,-SmA,,, and 
SmA,-SmA,,, lines are first order, where- 
as the SmA,-SmAinc line is second order. 
The period Z of the discommensurations 
does not diverge except at the SmA,- 
SmA,-SmAinc mean field bicritical point. 
Further away from this point, 2 is not much 
larger than the layer thickness so that the 
phase difference a, ( z )  - a, ( z )  is close to a 
linear function of z (weak coupling limit) 
[90]. An unfortunate consequence of this re- 
mark is that X-ray diffraction experiments 
may not easily distinguish SmAinc from a 
simple coexistence of SmA, and SmA,. 

Conclusion 

Experimental phase diagrams turn out to 
compare remarkably well to the calculated 
ones. Actually most of the experimental to- 
pologies exhibiting uniaxial phases only fall 
in one of the theoretical schemes of Figs. 6 
and 7. 

Binary mixtures of TBBA (terephthal bis 
butyl aniline) and homologous compounds 
of the DBn (alkylphenyl cyanobenzoyloxy 
benzoate) series for instance illustrate well 
cases in Fig. 6 a  and b. The DB6-TBBA 
system in particular [78] exhibits the SmA, 
phase, the tricritical SmA,-SmA, point and 
the order of all the phase transitions agrees 
well with Fig. 6 b. 

The DBn-C, stilbene binary mixtures 
[77] and the nOPCBOB (alkoxyphenyl cya- 
nobenzyloxy benzoate) series [93] repro- 
duce well the theoretical diagram of Fig. 7 a 
and b respectively. 
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The SmA,-SmA, critical point was first 
unambiguously identified by Shashidar 
et al. [81]. 

The existence of coexisting incommen- 
surate smectic modulations was reported by 
Brownsey and Leadbetter [94] and demon- 
strated by Mang et al. [73]. 

The critical properties of the various tran- 
sitions were also investigated by high reso- 
lution X-ray diffraction or a x .  calorimetry. 
3-d X Y critical exponents with non-invert- 
ed temperatures are measured for the 
N-SmA, transition [95]. 

The Ising nature of the SmA1-SmA, tran- 
sition is confirmed [78,96,97] with Fisher- 
renormalized exponents [98]. 

The SmA,-SmA transition is found to be 
weakly first order with unusually large pre- 
transitional fluctuations [99]. 

The stability of the crenelated phase in 
the general theoretical diagram has not been 
discussed yet. SmAcre can be roughly de- 
scribed by the following order parameter: 

el = (x” + x1 exp[ik, x ]  + x1 exp[-ik, x]) 

e2 = x2 exp[ 2i ko z ]  
x exp[ i ko z] 

(69) 

If the structure of Eq. (69) is inserted in 
the free energy density Eq. (65) ,  SmAcre is 
found to be always unstable with respect to 
both SmA, and Sma .  If a more realistic pro- 
file of the polarization wave along the layers 
is considered (i.e. include higher harmonics 
or compute the profile of lowest energy) 
SmAcre is found to be only marginably 
stable at the SmA,-SmA transition: it has 
exactly the same free energy as SmA, and 
S m a  right on the SmA2-SmA line [loo]. 
Whether the experimental stability is due to 
higher order terms in the free energy den- 
sity [ loll  or to fluctuations is still an open 
question. The mean field result suggests 
anyway that the SmAcre domain should be 
narrow, as indeed observed [76, 771. 

1 

The mean field analysis of the Prost’s 
model of frustrated smectics describes most 
of the reported experimental observations 
on polar smectics. Situations where fluctu- 
ations are important are however not cor- 
rectly described: the understanding of mul- 
tiply re-entrant behavior, the appearance of 
nematic bubbles and the scaling properties 
of the SmA,-SmA, critical point for in- 
stance require more elaborate analysis. 
Some of these points will be discussed in the 
following sections. 

6.1.7.4 Critical Properties of the 
Isolated SmA-SmA Critical Point 

The behavior of the smectic wavevector qo 
in the vicinity of the SmA2-SmA, critical 
point C [61,8 11 clearly suggests a close sim- 
ilarity with a liquid-gas critical point. 

In order to describe the fluctuations around 
C, it is convenient to express the smectic or- 
der parameter denoted m (r) as follows: 

m(r) = [sol + al ~ ( r ) ]  eieeiqo[z+u(r)l 

(70) 

where Sol and So, are the amplitudes of vl 
and y2 at the critical point. The equilibrium 
wavevector is qo=qoc(l +(V,u)). S(r) 
measures the deviation of the amplitudes 
from the critical values. 

The part HAm [S(r’)] of the Landau-Ginz- 
burg Hamiltonian depending on the ampli- 
tude of order parameter S (r) has the liquid- 
gas form: 

e2ie 2iqo[z+u(r)] + [ So2 - a2 w] e 

+-S ws +-s ” 4} (71) 3! 4! 

where r=as (T-  T,). In absence of coupling, 
HAm is critical when r vanishes. 

The energy of elastic deformations in 
SmA phases Hsm[u(r)] depends on the 
phase u(r) only. It can be developed like- 
wise with the constraint that it must be in- 
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variant with respect to both rigid transla- 
tions and rigid rotations. The former invar- 
iance is assured if H,, is a function only of 
the gradients of u (r), the latter by requiring 
that the compressional term appears only 
in the rotationally invariant combination 
E [ u ( r ) ] = V , u + 1 / 2 ( V ~ ) ~  [102]. Theelastic 
Hamiltonian is thus: 

Hsm[u]  = jddr{l@(u)+BoE2(u) 

+% E3(u) + !'a E4(u) 
3! 4! 

2 
+-[K1 l o 2 2  (V,u) +K$(v,2u)2 

+ K M z  v, N)*]) (72) 

The classical physics of SmA phases is 
recovered by expanding Eq. (72) in powers 
of the gradients of u ( r ) .  The quadratic terms 
in (V ,U)~  and ( V ~ U ) ~  are responsible for the 
Landau-Peierls instability [ 1, 61. The non- 
harmonic terms in (V, u )  (VLu)2 and (V,U)~ 
lead to a break-down of conventional 
elasticity: B (q )  and K ,  (9) respectively van- 
ishes and diverges as powers of ln(q) at 
small wavevectors q [102]. Other anhar- 
monic terms are irrelevant in the renormal- 
ization group sense in the smectic phase. 

The Hamiltonian coupling S to u is: 

H ~ ~ ~ ~ ~ .  = j ddr{ SE + al s2 E 

+A2 SE2 + A2 S2E2) (73) 

The final Hamiltonian is H [S, u ]  = H A ,  + 
Hsm +Hcompl,. The physics of the critical 
point can be understood from the Gaussian 
truncation of H in reciprocal space: 

The linear coupling of S and u in Eq. (74) 
can be removed via the transformation: 

(75) 

The Gaussian correlation functions of the 
new variables are: 

with ~ , = j l ? ~ > O .  The layer compression is 
controlled by an effective elastic constant 

Beff (9)  

(77) 

which goes to zero for a positive value of Y .  

GFJ is therefore not critical at C and a 
Gaussian integration of the fluctuations of 
o is acceptable. u ( r )  is the critical variable 
and the critical point is reached when Be, 
vanishes. This behavior is to be compared 
to the divergence of the compressibility in 
the liquid-vapor problem: 1/B is analogous 
to a smectic compressibility along the direc- 
tion z.  

The critical Landau-Ginzburg Hamilton- 
ian is then: 

+ q K , ( v z u ) 2  2 +K2(v_Lu)2 

+2K12(Vz v, u I 2 ]  

+"'(V, u)3 + Zqv, u)(V, u)2 
3! 3! 

21 v, u)4 + "(V, u)4 +z' 4! 

with B ,  =Bo+ho. 
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In the absence of external field, h = B2 = 0. 
In mean field theory, (V,u) is zero, the or- 
der parameter is (V, u)  and the critical point 
is found for B ,  = w1 = O .  

When fluctuations are included, (V,u) 
cannot be ignored. In the liquid-gas Ha- 
miltonian, there is only one third-order in- 
variant which can be removed by shift- 
ing $. This implies that the liquid-gas tran- 
sition belongs to the same universality as the 
Ising model with additional higher order ir- 
relevant potentials. In the SmA-SmA 
Hamiltonian (Eq. 78) there are two dis- 
tinct third order potentials (V,u>, and 
V,U(V,U)~.  They cannot be removed by 
shifting the order parameter (V,u). A re- 
normalized theory should therefore take 
them into account explicitely. The general 
$3-field theory suggests that the critical di- 
mension is d, = 6. 

The complete perturbation theory of the 
Hamiltonian (Eq. 78) has been developed 
by Park et al. [85]. The inverse susceptibil- 
ity B is found to be related to the coefficients 
of Eq. (78) as follows: 

(79) 
B 1 -  B 1c-B - - (  1-w2c 2 B d I 2 - 3  + v B d / 2 - 2  +...) 

since w2c #0, the expansion (Eq. 79) breaks 
down for spatial dimensions d lower than 6. 

For 4 < d< 6, fourth order terms are irrel- 
evant in Eq. (78). An anisotropic $3-renor- 
malized theory was constructed [85]. The 
Gaussian and Ising fixed point are unstable, 
as expected. A stable non-trivial fixed point 
exists and anisotropic critical exponents 
were calculated in 6 - E dimensions. 

Although a number of theoretical ques- 
tions remain (unknown equation of state, 
non analytic corrections to the third order 
vertex for 6<d<8)  the main result is that 
the SmA-SmA critical point is expected to 
belong to a new universality class. Experi- 
ments confirm this point: a high resolution 
calorimetric study on a binary mixture gives 

a critical exponent y/A of 0.6*0.2 [lo31 
whereas elastic constant measurements 
show a vanishing of B with a value 0.450.2 
of the same exponent y/A [ 1041. These num- 
bers are only marginally consistent with one 
another but definitely different from the Is- 
ing value 0.79. On the other hand, a mean- 
field behavior ( y/A = 0.67) would not ex- 
plain the asymmetry of the calorimetric and 
X-ray data. 

The mean field theory of frustrated smec- 
tics in the limit of a strong overlap (l’= 1 )  al- 
so predicts several critical points [ 1051. All 
of them (including the present SmA,-SmA, 
point) are in fact of SmA,-SmA, type (with 
1 I d 5  2) and belong to the same universal- 
ity class. It is worth emphasizing the unusu- 
al possibility of going from SmA, to SmA, 
via a second-order transition, a first-order 
jump or without any phase transition at all 
by a continuous growth of the smectic wave- 
vector since all SmA phases have the same 
symmetry. Second order transitions may on- 
ly occur with exact doubling (or tripling) of 
the period by continuous condensation of a 
subharmonic modulation. 

6.1.7.5 The Re-entrant Phenomenon 

Although not specific of liquid crystals, the 
re-entrant phenomenon (i.e. re-appearance 
of the phase of higher symmetry upon cool- 
ing) is often observed in frustrated smectics 
[80, 1061. Theoretical analyses suggest that 
there is no universal explanation for re-en- 
trance in the N-SmA problem. 

Single re-entrance may occur in mean 
field: the coupling of two order parameters 
may generate a curved N-SmA phase 
boundary and thus produce a re-entrant 
phenomenon if the physical temperature 
axis is a suitable combination of the two 
Landau control parameters. 

Experiments suggest that double re-en- 
trance is associated with the bi- or tetracrit- 
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ical N-SrnA,-SmA, point. Prost and Lu- 
bensky [ 107, 1081 have argued that the cor- 
relation function of the smectic order pa- 
rameter in both SmA, and SmA, obeys a 
scaling relation such as: 

where t ,  p are the reduced temperature and 
pressure in the vicinity of the critical point 
(defined by t = p  = 0) i? andp” are linear com- 
binations of t and p .  Equation (80) implies 
that the phase boundaries obey a relation 

which gives a doubly re-entrant behavior 
with suitable rotation of the physical axes 
p ,  t with respect to ~3 and i?. 

Beside these phenomenological ap- 
proaches that say nothing about the micro- 
scopic origin of re-entrance, molecular the- 
ories have been proposed. The frustrated 
spin glass model of Indekeu and Berker [70, 
7 11 has been particularly successful. 

Re-entrance may also occur as closed ne- 
matic domains (or nematic ‘bubbles’) deep 
in the smectic region. Such bubbles seem to 
be closely related to the existence of a 
SmA2-SmA, or SmA,-SmAd critical point 
[105, 1091. 

As explained in Sec. 6.1.7.4 of this chap- 
ter, the compressional elastic constant B 
vanishes at the SmA-SmA critical point so 
that the system is very close to a nematic. 
An interesting consequence is that the ener- 
gy of dislocations becomes very weak and 
their proliferation may lead to a destruction 
of smectic order. Prost and Toner [ 1091 have 
shown that depending on bare parameters of 
a particular system, either the nematic bub- 
ble or the critical point could be observed. 

Beside this fluctuation corrected mean 
field theory, an exact model has been devel- 
oped by Pommier and Prost [lo51 in the 
limit of an infinite number of components rz 

of the order parameter (recall n = 2 for the 
smectic case). With the same physics of 
frustration, exact phase diagrams have been 
calculated that reproduce fairly well the 
continuous inclusion of the re-entrant ne- 
matic phase that leads to a closed island. 

6.1.8 Conclusions 

The study of phase transitions in thermo- 
tropic liquid crystals has made considerable 
progress since 1980. Strong theoretical ef- 
forts coupled with high resolution and high 
sensitivity experimental techniques have 
provided a good understanding of the phys- 
ics of the phase transformations that occur 
in mesophases. Clear experimental univer- 
sal behaviors have been identified and most 
exceptions have received a reasonable 
theoretical explanation (Ginzburg criterion 
for the SmA-SmC transition, crossover 
towards tricritical behavior, analogy with 
superconductors). 

A number of open questions remain: the 
N-SmA transition for instance is almost 
understood but not quite which suggests 
more efforts have to be done. 

Transitions involving disk-like mole- 
cules, mesogenic polymers or lyotropic mi- 
celles have certainly not received such a 
great deal of attention and still constitute an 
active field of research. 
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6.2 Experimental Methods and Typical Results 

6.2.1 Thermal Methods 

Jan Thoen 

6.2.1.1 Introduction 

Liquid crystals exhibit a rich variety of 
phases and phase transitions. The phase 
transitions can either be first-order or sec- 
ond-order and critical fluctuations often 
play an important role. In order to elucidate 
the nature of these phase transitions the ap- 
plication of high-resolution measuring tech- 
niques are essential. 

Calorimetric studies have played a signif- 
icant role in providing information on ener- 
gy effects near many liquid crystal phase 
transitions and complimented structural in- 
formation from X-ray investigations. The 
vast majority of thermal information con- 
cerns calorimetric data on the static thermal 
quantities enthalpy, H ,  or specific heat ca- 
pacity, C,. However, recently high-resolu- 
tion results for thermal transport properties 
have also been obtained. 

The rest of this section is divided in sub- 
sections: Section 6.2.1.2 gives some gener- 
al thermodynamic aspects of phase transi- 
tions as well as on the crucial role played 
by critical fluctuations. Section 6.2.1.3 de- 
scribes several high-resolution techniques 
and the way in which they allow to extract 
information on static and/or dynamic ther- 

mal quantities. Section 6.2.1.4 deals with 
calorimetric results obtained for a variety of 
phase transitions with the purpose of illus- 
trating the possibilities of several of the 
measuring techniques in arriving at infor- 
mation on static thermal quantities. In Sec- 
tion 6.2.1.5 the capability of photoacoustic 
and photopyroelectric methods to obtain 
static and dynamic thermal quantities is il- 
lustrated. 

6.2.1.2 Theoretical Background 

Thermal Characteristics of Phase Transition 

Phase transitions can be first-order or sec- 
ond-order (or continuous), and critical en- 
ergy fluctuations quite often have a signifi- 
cant impact on thermal parameters. First-or- 
der transitions are characterized by discon- 
tinuous jumps in the first derivatives of the 
free energy, resulting in finite density p and 
enthalpy H differences between two distinct 
coexisting phases at the transition tempera- 
ture Ttr. For a second-order transition there 
are no discontinuities in the density or the 
enthalpy but the specific heat capacity C, 
will exhibit either a discontinuous-jump (for 
mean-field regime) or a critical anomaly 
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(critical fluctuation regime). In the left hand 
part of Fig. 1 characteristic behavior for H 
as a function of temperature near T,, is 
shown schematically for first-order as well 
as for second-order transitions. The right 
hand part of Fig. 1 gives the corresponding 
temperature behavior of the specific heat ca- 
pacity Cp = (dH/dr),. 

Figure l(a) gives the temperature depen- 
dence of H near a strongly first-order tran- 
sition with a large latent AHL at T,,. The vari- 
ation of H with T is nearly linear above and 
below T,, resulting in almost temperature in- 
dependent Cp values in the low and high 
temperature phases. Figure l(b) represents 
the case of a weakly first-order transition 
with only a small latent heat A H L # O ,  but H 
shows substantial pretransitional tempera- 
ture variation, which show up as anomalous 
pretransitional increases in the correspond- 
ing C, behavior. The total enthalpy change 
associated with the phase transition can be 
written as the sum of two terms: 

( 1 )  

with ACp = Cp- CE the excess specific heat 
capacity (above the background CE) asso- 
ciated with changes in ordering. 

Figure 1 (c-e) schematically represent 
three commonly encountered cases for sec- 
ond-order phase transitions. At a second-or- 
der phase transition the latent heat AHL = 0 
and the specific heat capacity C, (the tem- 
perature derivative of H )  shows singular be- 
havior at the critical point (CP). Figure l(c) 
is the case of a mean-field second-order 
transition with a normal linear behavior 
above the critical temperature T, = T,, and a 
rapid variation of H below T, due to chang- 
es in long-range order with temperature. 
This is reflected in a rapid change of Cp be- 
low T, on approaching T, and a discontinu- 
ous jump at T,. Both cases given in Fig. l(d 
and e) are critical fluctuations dominated 
second-order phase transitions with pretran- 

AHL i- 6H = AHL i- jACpdT 
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Figure 1. Schematic variation of the enthalpy H and 
specific heat capacity Cp with temperature T for tran- 
sitions (at Ttr) that are: (a) strongly first-order, 
(b) weakly first-order with pretransitional fluctuation 
behavior, (c) mean-field second-order (CP indicates 
the critical point on the enthalpy curve for the Landau 
second-order transition temperature T, = TI,), (d) and 
(e) are critical fluctuation dominated second-order 
transitions with a diverging (d) or large but finite (e) 
specific heat capacity at the critical temperature 
T,= Ttr. For the first-order transitions the latent heats 
AHL correspond with the steps in H ( T )  at T=TI,. 6 H  
represent the fluctuation induced enthalpy change as- 
sociated with the phase transition. 

sitional enthalpy variations and anomalies 
in the specific heat capacity above and be- 
low T,. The main difference between the two 
cases in the difference is the slope (dH/dT),  
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at the critical point, resulting in a divergence 
of the specific heat capacity C, to infinity 
in Fig. l(d), or in a large finite value at T, 
(Fig. le). In all three of these second-order 
cases the total enthalpy change associated 
with the transition contains the 6 H  contri- 
bution, which is indicated in the figures. 

All these types of phase transitions have 
been encountered in the large amount of 
high-quality calorimetric studies during the 
last two decades. In Section 6.2.1.4 a series 
of typical cases will be considered in detail. 
More extensive overviews can be found in 
reviews that have appeared recently [l-61. 

The calorimetric measurements provide 
information only on the static thermal quan- 
tities H and C,. The dynamic thermal quan- 
tities such as the thermal diffusivity D and 
thermal conductivity K, which are linked to 
the dynamics of the fluctuations near phase 
transitions, are substantially more difficult 
to measure. Only recently have high-reso- 
lution techniques with sufficiently small 
thermal gradients been used for the study of 
liquid crystal phase transitions. 

Fluctuation Effects 
In order to be able to make, even qualita- 
tively, a determination that a transition is 
first-order or second-order one has to apply 
a measuring technique probing the temper- 
ature dependence of the enthalpy H. Very 
important is also the magnitude of the latent 
heat AHL relative to the pretransitional en- 
thalpy change 6 H  (see Fig. 1). Quite often 
it is also important to know how this ratio 
changes with some physical parameter like 
pressure or concentration (for mixtures). As 
a function of these parameters the order of 
the transition may, indeed, change at a tri- 
critical point or reach an isolated critical 
point (liquid-gas type transition in simple 
fluids). 

Accurate determination of the tempera- 
ture dependence of C, above and below the 

transition temperature is also very important 
because the direct link with critical energy 
fluctuations. This allows one to find out 
whether mean-field or critical fluctuation 
theories are relevant for the transition under 
investigation [7-91. 

If the intermolecular interactions respon- 
sible for ordening in the system are suffi- 
ciently long-range, the system can be de- 
scribed by a Landau mean-field model. 
Mean-field models are approximations in 
which only the long-range aspects of enthal- 
py fluctuations are taken into account and 
the short-range fluctuations in the order are 
ignored. The Landau model assumes the 
Gibbs free energy, G, to be analytic and a 
function of a long-range order parameter 6, 
given by 

(2) 

where Go is the free energy of the disordered 
phase and E =  (T, - T)/T, the reduced temper- 
ature with T, the critical temperature. The 
coefficients a and c are positive, but b can 
be positive (second-order), zero (tricritical), 
or negative (first-order). In Eq. (2) odd pow- 
ers of 6 are omitted under the symmetry as- 
sumption G (6) = G (-6). This assumption is, 
however, not always valid and a third-order 
term has to be included in some cases (see 
further the nematic-isotropic transition). 
The presence of a O3 term will always cause 
the transition to be (weakly) first-order [7, 

On the basis of Eq. (2) one arrives at 

G = Go + a&02 + b04 + c06 

91. 

C, =c:, for T >T, (3) 

for T < T ,  and b>O (4) 

1 /2  

for T < T ,  and b<O ( 5 )  
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where A = I a2/2 b T, I , T, = T, + (b2 T,/3 ac) 
and the background heat capacity arising 
from the regular part Go of the free energy. 
When b < 0, one has a first-order transition 
at Tl with a specific heat capacity jump giv- 
en by 2 A .  For a continuous transition, one 
must have b 2 0 and a, c > 0. One has an or- 
dinary second-order transition for b > 0 with 
a specific heat capacity jump (see Fig. Ic) 
given by A. If b=O, a tricritical point is ob- 
served at T,  = T, and below T, a divergent 
Cp is predicted with a critical exponent 
of 112. 

In liquid crystals intermolecular interac- 
tions are short-range and C, is dominantly 
related to short-range order fluctuations. 
Since fluctuations in local order occur above 
and below the transition, one expects, in 
contrast to the mean-field situation, anom- 
alous Cp behavior above as well as below 
T,. Unfortunately models taking short- 
range order parameter fluctuations into ac- 
count are much more difficult to handle and 
analytic solutions are only available for 
some special cases. However, sophisticated 
renormalization group (RG) analyses have 
been carried out for several types of n vec- 
tor order parameter models of which the 
three-dimensional cases are of particular 
relevance for liquid crystals [7, 1 0 ,  111 .  

In the renormalization group theory one 
obtains for the anomaly in the specific heat 
capacity an expression of the following 
form: 

C: = A ' / E ( - " ( ~ +  DTI&I"' +D;I&("')+B (6) 

The superscripts f indicate the quantities 
above and below the transition temperature. 
A+ and A- are the critical amplitudes. The 
constant term B contains a regular as well 
as a critical background contribution. Df 
and D,' are the coefficients of the first- and 
second-order correction-to-scaling terms, 
while A, and A2 are the correction exponents 
(typically A,  ~ 0 . 5  and A 2 = 2  A1).  The criti- 

cal exponent a has a unique theoretical val- 
ue for a given universality class (e.g. 
a=O. 1 1  for the three-dimensional n = 1 Is- 
ing model). Although the amplitudes in 
Eq. (6) are not universal, the ratios A-/AC 
and D;/Dt have fixed values for each uni- 
versality class. 

The fact that many liquid crystalline com- 
pounds exhibit several phase transitions of 
different types in a limited temperature 
range makes them very suitable for testing 
phase transition theories. However, in sev- 
eral cases the closeness of two phase tran- 
sitions may cause coupling between differ- 
ent order parameters and result in complex 
crossover between different kinds of criti- 
cal behavior. An important and complicat- 
ed example of crossover is the N-SmA tran- 
sition, where order parameter coupling re- 
sults in an evolution from second-order to 
first-order via a tricritical point by varying 
pressure or the composition of a binary mix- 
ture. In many experimental systems an inter- 
mediate crossover behavior with effective 
critical exponents which differ from the 
ones theoretically expected for the uncou- 
pled cases, is often encountered. Crossover 
from mean-field behavior at large reduced 
temperatures to critical fluctuation behav- 
ior close to T, is another important case. 
There are also situations where critical fluc- 
tuation results are expected but mean-field 
behavior is observed in the experimentally 
accessible reduced temperature range. This 
can be understood on the basis of the Ginz- 
burg criterion [ 121 relating the size of the 
critical region to the range of correlated 
fluctuations. 

In many cases one studies binary mix- 
tures of liquid crystals in order to change or 
avoid crossover effects or follow a given 
phase transition as it evolves from one type 
to another. In principle, however, one should 
then apply Eq. (6) to Cp$ as a function of 
&@= I ( T -  T J T ,  1 , where 4 designates a path 
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of constant chemical potential difference, 
and not to C,, as measured along a line of 
constant concentration. The distinction 
between measurements along paths of con- 
stant x or @ is not very important as long as 
dTJdx is not too large. Fisher [13] found 
that approaching a critical point via a con- 
stant-composition path results in exponent 
renormalization. For sufficiently large dTJ 
dx values one may experimentally observe 
this Fisher renormalization with, for ex- 
ample, a renormalized critical exponent 
a, = -cd( 1 - a), which results in a non-di- 
vergent specific heat capacity for a>O. 

6.2.1.3 Experimental Methods 

Differential Scanning Calorimetry 

Differential scanning calorimetry (DSC) is 
by far the most commonly used thermal 
technique for studying liquid crystals. It is 
a very useful and sensitive survey technique 
for discovering new phase transitions and 
for determining the qualitative magnitude of 
thermal features. However, DSC is not well 
suited for making detailed quantitative 
measurements near liquid crystal phase 
transitions. 

The reason for this can be understood by 
considering Fig. 2. In Fig. 2(a) representa- 
tive enthalpy curves for a first-order and 
second-order transition are given. In part (b) 
the corresponding DSC responses (for heat- 
ing runs) are compared. In a DSC measure- 
ment, a constant heating (or cooling) rate is 
imposed on a reference sample, which re- 
sults in a constant and rapid temperature 
ramp (see Fig. 2). A servosystem forces the 
sample temperature to follow that of the ref- 
erence by varying the power input to the 
sample. What is recorded then is the diffe- 
rential power dH/dt (between reference and 
sample), and the integral j(dH/dt)dt for 
a DSC peak approximates the enthalpy 
change associated with the corresponding 

SAMPLE 

/ 

Figure 2. (a) Schematic representation of the tem- 
perature dependence of the enthalpy Hof a liquid crys- 
tal sample near a first-order (solid curve) or second- 
order (dashed curve) phase transition at Ttr. The 
dashed-dotted line gives the enthalpy of a (DSC) ref- 
erence material with a nearly constant heat capacity 
and without a phase transition. (b) Corresponding 
DSC responses (from heating runs) for the first-order 
(solid curve) and second-order (dashed curve) cases 
of part (a). 

transition. However, as can be seen in 
Fig. 2(b) the DSC response is very similar 
for a first-order transition with latent heat 
AHL and a second-order transition with a 
comparable integrated enthalpy change 6H. 
The broadening of the DSC signal for the 
first-order case is due to the fact that the la- 
tent heat cannot be delivered to the sample 
instantaneously. The DSC response will be 
at a maximum for a temperature T, well 
above T,, for a heating run and well below 
T,, for a cooling run. The difference between 
T, and T,, depends on the scan rate that is 
chosen. The DSC response for a second-or- 
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der transition, given by the dashed curve in 
Fig. 2(b) is qualitatively the same. It is thus 
very difficult to distinguish between first- 
and second-order transitions and almost 
impossible to detect the difference between 
the latter ones and a weak first-order transi- 
tion with significant pretransitional specif- 
ic heat capacity variation. Furthermore, 
there is additionally a problem of thermo- 
dynamic equilibrium with DSC instru- 
ments. Although slow rates of the order of 
0.1 K min-' are possible, the best operation- 
al conditions of DSC machines are realized 
for fairly rapid scan rate (above 1 K min-'). 
However, many liquid crystal phase transi- 
tions require scan rates which are typically 
two to three orders of magnitude slower than 
slow DSC scans. 

Traditional Adiabatic Calorimetry 

The classical method for measuring the spe- 
cific heat capacity of a sample as a function 
of temperature is called adiabatic calorime- 
try and carried out by the stepwise addition 
of accurately measured small increments of 
electrically supplied heat [14, 151. The heat 
capacity (at constant pressure p ) ,  C,, of a 
sample can be obtained from the measured 
total heat capacity 

AQ AH c, =Cp+Ch =-=- 
AT AT (7) 

provided the heat capacity of the sample 
holder, Ch, has been independently deter- 
mined in a calibration experiment. In the ex- 
periment a known amount of heat AQ is thus 
applied and the corresponding temperature 
rise ATmeasured. This ATstep has of course 
to be sufficiently small compared to the cur- 
vature of the H ( T )  curve at a given (aver- 
age) temperature T, especially near a tran- 
sition, which makes the method somewhat 
tedious and slow. Anisimov and coworkers 
[2,16] have mainly used this method for the 
investigations of liquid crystals. 

Adiabatic Scanning Calorimetq 

Much of the intrinsic difficulties with DSC 
measurements and the tedious data collect- 
ing process of traditional adiabatic calorim- 
etry can be avoided by adiabatic scanning 
calorimetry. In this technique a measured 
heating power is continuously applied to (or 
extracted from) the sample and sample hold- 
er. It was used in the 1970s for the study of 
liquid-gas [ 171 and liquid-liquid critical 
points [ 181 and first applied to liquid crys- 
tals by us [19] and later also by Anisimov 
et al. [20]. In the dynamic modes the total 
heat capacity C, is now given by: 

In Eq. (8) the total heating power P ,  has 
been divided in two parts: Pq the power ap- 
plied electrically to a heater, heating the 
sample and sample holder, and PI represent- 
ing leaks with an (adiabatic) shield sur- 
rounding the sample holder. For cooling 
runs P: has to be given a controlled nega- 
tive value. By keeping P ,  or f, constant, 
combined with increasing or decreasing the 
sample temperature, four practical modes of 
operation are obtained [3,21]. These modes 
require different settings for the servo- 
systems controlling the temperature and 
maintaining adiabatic conditions, or a con- 
trolled heat transfer between sample holder 
and shielding. The most interesting operat- 
ing conditions are the ones with constant 
heating or cooling power ( P I  constant). As 
will be pointed out, this has distinct advan- 
tages at first-order transitions. On the other 
hand, in modes in which f, is kept constant, 
one runs basically into the same kind of 
problems as in case of the DSC technique, 
even if one uses substantially lower scan- 
ning rates. It is sufficient to consider here 
only the constant heating mode (the constant 
cooling mode is analogous). In this case P ,  = 
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PT and P: is kept negligibly small. In order 
to obtain the heat capacity of the sample one 
has to measure Pp, f, and Ch. Pp is easily 
obtainable from a measurement of the d.c. 
current through and the voltage drop across 
the heating resistor on the sample holder. 
The rate f, has to be obtained by numerical 
differentiation of the carefully measured 
time dependence of T with the sensor in 
close thermal contact with the sample. Val- 
ues of C,(T) can be derived from calibra- 
tion runs without the sample or with calibra- 
tion fluids in the sample holder. In fact, the 
numerical differentiation is not necessary 
because the time dependence of temperature 
can be easily converted into a more basic re- 
sult, namely, the enthalpy versus tempera- 
ture. Indeed, after subtracting the contribu- 
tion due to the sample holder, one gets 
H(T)-H(T,)=P(t- t , ) ,  the index s refers 
to the starting conditions of the run. 
P = P I  - P,, with Ph the power needed to heat 
the sample holder. Here, Tis the sample tem- 
perature at time t. In this manner, the latent 
heat can also be obtained. If a first-order 
transition occurs at a certain temperature Ttr, 
a step change will occur in H ( T )  in the inter- 
val AT= tf-ti until the necessary (latent) 
heat AHL has been supplied to cross the tran- 
sition. One then can write: 

H ( T ) - H ( T , ) =  P(t ,  - t s ) +  P(tf  - t i )  

+ P( t - tf  ) = J CpdT + AHL ( Tt, ) + J Cpdt (9) 
T r  T 

T, T,, 

From the above considerations, it should be 
clear that running an adiabatic scanning cal- 
orimeter in the constant heating (or cooling) 
modes makes it possible to determine latent 
heats when present and distinguish between 
first-order and second-order phase transi- 
tions. On the basis of C, = P / f ,  it is also pos- 
sible to obtain information on the pretransi- 
tional heat capacity behavior, provided one 
is able to collect sufficiently detailed and ac- 

curate information on the temperature evo- 
lution T ( t )  during a scan [19,21]. Details of 
the mechanical construction and alternative 
operating modes of previously used adiabat- 
ic scanning calorimeters, can be found else- 
where [3, 211. Figure 3 gives a schematic 
representation of a recently constructed 
wide temperature range version. 

A. C. Calorimetry 

The a.c. calorimetric technique is very well 
suited to measure pretransitional specific 
heat capacities. Indeed it measures Cp di- 
rectly and not the enthalpy H .  This method 
has been extensively used for the investiga- 
tion of liquid crystals by Johnson [22], 
Huang [23-251, Garland [4,26,27] and their 
coworkers. 

For a.c. calorimetry an oscillating heat- 
ing power Pa, = Po (1  + cos o t )  is supplied to 
a sample (in a sample holder), usually loose- 
ly coupled to a heat bath at a given temper- 
ature To, and from the amplitude ATac of 
the resulting temperature oscillation (see 
Fig. 4) the specific heat capacity of the sam- 
ple can be derived. From Fig. 4, it should al- 
so be clear that for a first-order transition 
one can not determine the latent heat AHL 
in this way. 

In a basic one-dimensional heat flow 
model [28,25] for aplanar sample with ther- 
mal conductivity K,, the sample is assumed 
to be thermally coupled to the bath at To with 
a finite thermal conductance Kb, but the 
coupling medium (gas) is assumed to have 
zero heat capacity. The following results are 
obtained: 
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Figure 3. Schematic diagram of an adiabatic scanning calorimeter. Electric heaters and thermistors are denot- 
ed by H and R. PTR is a platinum resistance thermometer. The whole calorimeter is placed in a hot air temper- 
ature controlled oven. Details on a sample holder with stirring capabilities have been given elsewhere [21]. 

H t  

Figure 4. Enthalpy H curve for a first-order transi- 
tion at T,, and schematic representation of the a x .  ca- 
lorimetric and standard adiabatic methods for deter- 
mining the heat capacity C,. AHac and ATac are, re- 
spectively the amplitude of the enthalpy variation 
and the corresponding temperature change. T, is giv- 
en by Eq. (11). In the standard adiabatic method, 
C,=(AH/AT),  is obtained from the temperature in- 
crease AT resulting from the heat input AH. 

In Eq. (1 1) T, is the average sample temper- 
ature (see Fig. 4) and ATdc is the offset be- 
tween bath and sample temperature. In Eq. 
(10) K, is the thermal conductance for heat 
flow perpendicular to the surface of the pla- 
nar sample. zI is the sample bath relaxation 
time and z, is a combined (internal) relaxa- 
tion time for the sample and addenda (heater, 
temperature sensor, and sample holder when 
present). z, and z, result, respectively, in a low 
and high frequency cut-off. In the normal a.c. 
calorimetric mode one chooses a frequency 
o so that wz,Q 1 in order to avoid tempera- 
ture gradients in the sample. In Eq. (10) the 
third term can then be neglected. If one fur- 
ther assume the thermal conductance of the 
sample K, to be much larger than Kb also the 
last term can be omitted. In addition to ATac 
one may also observe a phase shift ( c p -  d 2 )  
between T(t) and P( t ) ,  with cp given by [6]: 

tancp = (or1 I-' = K~ ( w  C, )-' (12) 
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Eliminating zl between Eqs. (12) and (10) 
(without the last two terms) results in: 

cp =- coscp 
W A G ,  

When wis well above the low frequency cut- 
off (uzl s l), which corresponds to the nor- 
mal operating conditions, one can set cos cp= 
1 as a good approximation in many cases. If 
necessary, one can correct for small non-ze- 
ro cp values [6]. 

Satisfying the above normal operating 
conditions ( w z1 s 1 s w z2) can be achieved 
by limiting the thermal coupling between 
the sample and bath and by using flat thin 
sample holders. Several designs for a.c. cal- 
orimeters have been described in the litera- 
ture [22-271. Figure 5 shows the mechani- 
cal and thermal design of a calorimeter 
capable of both a.c.-mode and relaxation- 
mode (see further) operation [6]. 
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In Huang's group a special purpose a.c. 
calorimeter was built with the aim of stud- 
ying free-standing liquid crystal films [25].  
This calorimeter contains a special con- 
stant-temperature oven that allows the ma- 
nipulations required for spreading smectic 
films, and a thermocouple detector placed 
very near (=10ym) but not touching the 
film. Periodic heating of the sample is 
achieved by utilizing a chopped laser beam. 
Thick smectic films (=lo0 layers) as well as 
films as thin as two smectic layers have been 
studied [25, 29, 301. 

Relaxation Calorimetry 

In conventional relaxation calorimetry the 
bath temperature is held constant at a value 
To and a step function d.c. power is supplied 
to the sample cell [31-331. For heating runs, 
P is switched from 0 at time t = O  to a con- 

room 

air 

t lead wires to the I 
bench t heater,  PRT. and thermistor 

'r 
pumping port  

Figure 5. Mechanical/thermal design 
of a computer-controlled calorimeter 
capable of operating in the a s .  mode 
or in relaxation modes including non- 
adiabatic scanning [34, 351. 
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stant value Po, while for cooling runs the 
power is switched from Po to 0. In the ab- 
sence of latent heat effects the cell temper- 
ature T(t) relaxes exponentially from T ( 0 )  
to T(m) .  For the heating regime one has: 

(14) T(t) = To + ATw [ 1 - exp(- t lq)] 

For the cooling case one has: 

T(t) = To + AT- exp(-t/q) (15) 

In both equations z1 = C/Kb and AT- = Po/ 
Kb, with C the heat capacity of the cell and 
Kb the thermal conductance between cell 
and bath. In deriving Eqs. (14) and (15) it is 
assumed that Kb and Care constant over the 
(narrow) range from T ( 0 )  to T(m) .  From a 
fit of the T(t) data with Eq. (14) or Eq. (15) 
both z, and AT- are obtained. Provided Po 
is known, this results in C= z1 K,,. 

If a first-order phase transition occurs 
between T(0) and T(m) ,  there will be a non- 
exponential T(t) variation due to latent heat 
effects. This situation can be handled [32, 
331 by defining a time-dependent heat ca- 
pacity c(t)=P/T, where P=PO-(T-To)Kb. 
In this procedure it is possible to obtain the 
latent heat using: 

w 

A H L  = J[C(t)- C(O)] T(t)dt (16) 
0 

Nonadiabatic Scanning Calorimetry 

Recently a new type of relaxation calorim- 
etry has been developed [34] in which the 
heater power is linearly ramped. This new 
method has been called nonadiabatic scan- 
ning calorimetry [6, 341. For a heating run, 
P=O for t<O, P=Pt for O s t l t ,  where 
P=dP/dt is a constant, and P=Po=Ptl for 
t > tl .  The initial (t 50)  sample temperature 
is equal to the bath temperature To and 
the final (t$t,) sample temperature is 
T ( m )  = To + Po K;'. For a cooling run a re- 
versed power profile is used: P = Po for t < 0, 

P = Po + Pt with P negative and constant for 
O l t s t , ,  and P=O for t>t , .  Now the initial 
temperature is T ( m )  and the final one To. For 
the heating run the time dependence of the 
temperature of the cell over the time regime 
O l t l t ,  is given by [6, 341: 

(17) 
T( t) = To + K;' P( t - 7,) + z, K;' P exp (- t/z, ) 

For a cooling run ( P  negative) a similar ex- 
pression is obtained: 

(18) 
T(t) = T(m) + K;'k(t- q) + z, K;lPexp(- tlq) 

The thermal conductance can be derived 
from: 

and the heat capacity in both cases is given 
by : 

Equation (20) is identical to Eq. (8) if one 
identifies P: with Kb(T0-T). In normal adi- 
abatic scanning calorimetry one imposes 
P:=O (or T= To) for heating runs or P: con- 
stant for a cooling run [3, 211. Here, how- 
ever, (T-  To) and P are time dependent, be- 
cause P(t') is the power at time t' corre- 
sponding to the cell temperature T(t') lying 
in the interval To to T(m) .  dTldt is obtained 
by fitting T(t) data over a short time inter- 
val centered at t'. In comparison with the 
conventional transient method, this method 
has the advantage of avoiding large transient 
disturbances (by step increases or decreas- 
es of P) and also an optimal nearly linear be- 
havior of dTldt, except for regions with very 
rapid H variation with T. 

This new method also allows a determi- 
nation of the latent heat of a first-order tran- 
sition with a two-phase region [35]. In the 
two-phase region Eq. (20) represents an ef- 
fective heat capacity C,. Outside the two- 
phase region C, is identical to C(7). One 
identifies a first-order transition by observ- 
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ing anomalous behavior of C, and the oc- 
currence of hysteresis. The latent heat can 
be derived from the following expression 
1351: 

t 2  

M L  = j[P-Kb(T-To)]dt-j[ch +C,)dt 
tl 7i 

where two-phase coexistence exists be- 
tween T ,  ( t l )  and T2(tz),  Ch is the heat 
capacity of the sample holder, and C, = X ,  C, 
+Xb Cb (with X the mole fraction) the heat 
capacity of the two coexisting phases that 
would be observed in the absence of phase 
conversion. 

By integrating Eq. (20) between T ,  (tl) 
and T( t ) ,  and assuming P,  Kb and To con- 
stant one also arrives at the following ex- 
pression for the temperature dependence of 
the enthalpy: 

(22) 
P 2  
2 

H ( t )  - H(t , )  = -(t - tl”) 
t 

-Kb T(t)dt + Kb To ( t  - tl ) 
tl 

The calorimeter developed at MIT [6, 351 
and shown in Fig. 5, can also be operated in 
the new relaxation mode. 

The Photoacoustic Method 

Photoacoustics is well established [36] for 
the investigation of optical and thermal 
properties of condensed matter, but it has 
only rather recently been applied to liquid 
crystals [37-411. The photoacoustic tech- 
nique is based on the periodic heating of a 
sample, induced by the absorption of mod- 
ulated or chopped (electromagnetic) radia- 
tion. In the gas microphone detection con- 
figuration the sample is contained in a gas- 
tight cell (Fig. 6). The thermal wave pro- 
duced in the sample by the absorbed radia- 
tion couples back to the gas above the sam- 
ple and periodically changes the tempera- 

Figure 6. Schematic representation of a photo- 
acoustic measuring cell with microphone detection: 
(a) copper cell body, (b) thermistor, (c) gold plated 
sample holder with sample, (d) quartz window, 
(e) condenser microphone, (0 Teflon microphone 
holder, solid dots are O-rings; heating elements for 
temperature control are not shown. 

ture of a thin gas layer (with a thickness de- 
termined by the thermal diffusion length pg) 
above the sample surface. This will result in 
a periodic pressure change in the gas cell 
which can be detected by a microphone. A 
general one-dimensional theoretical model 
has been developed by Rosencwaig and 
Gersho 1421. 

Assuming a sinusoidal variation, part 
Z=Z0/2 exp(i wt)  of the radiation intensity 
will give rise to a time-dependent har- 
monic surface temperature variation 
8= Ooexp (i wt). Starting with this tempera- 
ture variation one arrives at the following 
result for the corresponding pressure varia- 
tion in the gas [42]: 

Sp = [ yg  PO ,up/( hi2 To Zg)]8e-in’4 

(23) 
where 7, is the ratio of the specific heat ca- 
pacities at constant pressure and constant 
volume of the gas, Po and To the static pres- 
sure and temperature, pg the thermal diffu- 
sion length of the gas and 1, the gas length 
between the sample and the light window in 
the planar geometric configuration. Rosen- 
cwaig and Gersho [42] derived the follow- 

~ ee i (wt-n /4)  
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ing explicit relation for 8,(@ for a homo- 
geneous sample on top of a backing mate- 
rial: 

( r  - 1)(b + 1)eO' - ( r +  ~ ) ( b  - 1)e-O' + 2(b - r)eB .[ (g+l)(bFGe'' -(g-l)(b-l)e-O' 

In this equation p is the optical absorption 
coefficient of the sample, 1 is the sample 
thickness and o= (1 +i)a  with a= l / p  the 
thermal diffusion coefficient and p the ther- 
mal diffusion length of the sample. One 
further has: b= K b U b P  K-', g = Kg Ug,U K-', r= 
(l-i)pj.d2. Here, and also in Eq. (23), 
quantities without subscript refer to the 
sample and the subscripts g and b refer to 
the cell gas and the sample backing mate- 
rial. 

For measurements in liquid crystals, one 
usually works in the optically and thermal- 
ly thick regime (eO'+e-O', ePP'), resulting in 
substantially simplified expressions. This 
means that p' and ,U of the sample have to 
be much smaller than the sample thickness, 
1. The contribution of the backing material 
then disappears from the expressions. One 
then obtains for the photoacoustic micro- 
phone signal Q = q e-lW, with amplitude q 
and phase ty (with respect to the radiation 
modulation) [381: 

t a n t y = l + l / t  (26) 

with t = p p/2 and s = a K(  K~ ag)-'. 
The Eqs. (25) and (26) allow the simul- 

taneous determination of the heat capacity 
per unit volume ( p  Cp) and the thermal con- 
ductivity   of the sample by solving for t 
and s. This gives 

However, one should arrange the measuring 
conditions in such a way that l l t = 2 / ( p p )  is 
not too small compared to 1 in Eq. (26). This 
can to some extent be done by choosing the 
proper modulation frequency (changing p) 
and/or changing p by choosing an appropri- 
ate wavelength d for the modulated light 
source. In any case one also has to measure 
(in a separate experiment) p (a). Moreover, 
Eqs. (25) and (26) for q and tycontain sev- 
eral other quantities related to the cell char- 
acteristics, the cell gas and the light source, 
which have to be known in order to arrive 
at quantitative results for pCp and K. This 
problem is usually solved by simultaneous 
or separate calibration runs with a sample of 
known optical and thermal parameters [39, 
401. 

In photoacoustics, as in a.c. calorimetry, 
relatively small periodic temperature varia- 
tions (in the mK range) are used, and only 
small amounts of samples are needed. The 
small temperature variations allow mea- 
surements very close to phase transitions but 
latent heats of first-order phase transitions 
can also not be obtained in this way. 

One of the important advantages of pho- 
toacoustical techniques is the possibility of 
simultaneously measuring the heat capacity 
and the thermal conductivity in small sam- 
ples. These methods also offer the possibil- 
ity of investigating anisotropic thermal 
transport properties and to carry out depth 
profiling in thermally inhomogeneous sam- 
ples [40]. Studying the thermal conductiv- 
ity anisotropy requires homogeneous sam- 
ples with known director orientation. This 
can be achieved by placing the photoacous- 
tic cell and/or sample in an external mag- 
netic field. 

It should also be pointed out that with the 
extension of the standard a.c. calorimetric 
technique by Huang et al. [24], one can al- 
so measure simultaneously the heat capac- 
ity and the thermal conductivity. In this case 
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a.c. calorimetric measurements have to be 
extended to high frequencies into the re- 
gime where the thermal diffusion length 
p= [2 rd(p C,  w)] of the sample becomes 
comparable to the sample thickness in 
which case the second term in Eq. (10) can 
no longer be neglected. 

The Photopyroelectric Method 

If we consider a pyroelectric transducer, 
with thickness 1, and surface area A, in a 
one-dimensional configuration, a change of 
the temperature distribution O(x, t) relative 
to an initial reference situation Q(x, to) will 
cause a change of polarization. This in turn 
induces an electric charge given by: 

(29) 
q ( t ) = ~ l [ e ( x , t ) - e ( x , t o ) ] d x = - e ( t )  PA I' PA 

lP 0 LP 

with p the pyroelectric coefficient of the 
transducer. Consequently also a current is 
produced: 

Usually the electric signal from the pyro- 
electric transducer is detected by a lock-in 
amplifier. Thus only the a.c. component of 
the temperature variation gives rise to the 
detected signal. The signal depends, of 
course, on the impedance of the transducer 
and of the detecting electronics. The pyro- 
electric element can be represented by an 
ideal current source with a parallel leakage 
resistance and capacitance, while the detec- 
tion electronics can be described by an input 
capacitance and a parallel load resistance 
[43]. Circuit analysis results then in a gen- 
eral expression for the signal V ( w )  [44,45]. 

Under properly chosen experimental con- 
ditions [44], however, it is possible to arrive 
at a simultaneous determination of the spe- 
cific heat capacity and the thermal conduc- 
tivity of a sample in thermal contact with the 

pyroelectric detector. A suitable setup for 
liquid crystal samples is given in Fig. 7. The 
wavelength of the modulated light, the mod- 
ulation frequency, sample and detector 
thicknesses 1, and 1, are chosen in such a 
way that the sample and transducer are op- 
tically opaque, the detector thermally very 
thick (& +Z,) and the sample quasithermal- 
ly thick (p , I I , ) .  One then obtains for the 
signal amplitude and phase [46]: 

$(a) = tan-'(wr>-(w/2a,)-'121, (32) 

where subscripts s, p and m, respectively, 
refer to the sample, the pyroelectric trans- 
ducer and to the medium in contact with the 
sample front surface. Z, is the nonreflected 
light source intensity, q, is the nonradiative 
conversion efficiency, p is the density and 
e = (p  C K)~'* is the thermal effusivity. R and 
rare a circuit equivalent resistance and time 
constant. From Eq. (32) it is possible to de- 
termine the sample thermal diffusivity as. 
Inserting a, in Eq. (3 1) yields the sample ef- 
fusivity. The thermal conductivity and spe- 
cific heat capacity are then given by: 

C, = e, pi' a,112 and K, = e, a,"2 (33) 

incident light 

quortz cell 

o bsor bing 
layer 

somple I 

pyroelectric 
transducer signal out 

Figure 7. Schematic diagram of a photopyroelectric 
cell for liquid crystal samples [46]. 
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6.2.1.4 Calorimetric Results G-Go (34) 

High resolution calorimetry has been exten- 
sively used to study the many important and 
often puzzling phase transitions in thermo- 
tropic liquid crystals of rodlike molecules. 
Discotic liquid crystals seem to be, from the 
calorimetric point of view, less exciting be- 
cause most phase transitions are first order 
with little pretransitional fluctuation effects 
[47]. Although lyotropic liquid crystal 
systems show complex phase behavior, they 
have not been studied calorimetrically in 
great detail, because calorimetric signatures 
of phase transitions tend to turn out quite 
small [48]. No attempt will be made to give 
an exhaustive treatment of any of the tran- 
sitions discussed further. Thermal results 
will be presented to show what can be 
accomplished for typical cases with high- 
resolution calorimetric experiments, care- 
ful analysis and theoretical interpretation. 
More extensive overviews can be found 
elsewhere [l-61. A detailed account of ca- 
lorimetric studies of free standing liquid 
crystal films can be found in a review arti- 
cle by Huang 1491. 

The I-N Transition 

The only difference between the nematic 
phase and the isotropic phase is the orienta- 
tional order. A proper description of this or- 
ientational order requires the introduction of 
a tensor of the second rank [7, 81. This ten- 
sor can be diagonalized and for anisotropic 
liquids with uniaxial symmetry, the nemat- 
ic phase can be described by only one sca- 
lar order parameter. The thermodynamic be- 
havior in the vicinity of the N-I transition 
is usually described in terms of the mean- 
field Landau-de Gennes theory 171. For the 
uniaxial nematic phase one can obtain the 
expansion of the free energy G in terms of 
the modulus of an order parameter Q. 

=-AQ2--BQ3+-CQ4+-DQ6+ 1 1 1 1 ... 
2 3 4 6 

In the isotropic phase Q=O and in the ne- 
matic phase Q#O. In Eq. (34) one has 
A = a (T- T*)/TN-I and B > 0. The presence 
of the cubic term, which does not disappear 
at TNPI, leads to a first-order transition with 
a finite discontinuity in the order parameter 
(QN-I=2B/3 C). T* is the stability limit of 
the isotropic phase. For B = 0, a normal sec- 
ond-order transition at TN-, is expected. The 
excess heat capacity in the nematic phase is 
given by [ 161: 

C, = -aQ( g) 
P 

(35) 

with T** the stability limit of the nematic 
phase. One, thus, has an anomalous contri- 
bution with an exponent a= 1/2 in the ne- 
matic phase, resulting in ajump in C, at TN-I 
equal to AC,=~U~/CTN-~.  In the case of a 
mean field second-order (B=O and C>O) 
transition the singular contribution (see Fig. 
lc) follows from the mean-field behavior 
(with the critical exponent p= 1/2) of the or- 
der parameter [ 161. 

For the enthalpy discontinuity at TN-I one 
obtains H I -  H N  = 2 a B2/9 C2. When B = 0, 
there is no enthalpy jump or latent heat and 
one has a critical point (Landau point) on an 
otherwise first-order line. Because of the 
presence of this (small) cubic term in 
Eq. (34), the N-I transition should (normal- 
ly) be weakly first order. This is in agree- 
ment with experimental observations. In 
Fig. 8, part of the enthalpy curve near TN-I 
is shown for hexylcyanobiphenyl (6CB), a 
compound of the alkylcyanobiphenyl (nCB) 
homologous series [5]. The nearly vertical 
part of the enthalpy curve corresponds to the 
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Figure 8. Temperature dependence of the enthalpy 
near the nematic to isotropic transition for hexylcya- 
nobiphenyl (6CB) [ 5 ] .  

latent heat of the N-I transition. It is not 
perfectly vertical because of the small 
(=20 mK wide) impurity-induced two- 
phase region. AHL for the transitions in 6CB 
is (293 f 3) J/mol. This latent heat is indeed 
quite small, about two orders of magnitude 
smaller than the latent heat at the melting 
transitions in these cyanobiphenyl com- 
pounds [19, 501. 

Because the latent heat at the N-I transi- 
tion is very small and since the orientation- 
a1 interactions between liquid crystal mole- 
cules are short range, one might expect 
many physical properties to display critical- 
like behavior, described by power laws with 
the appropriate critical exponents. These 
fluctuation effects are, indeed, observed 
in many properties including the specific 
heat capacity. Figure 9 gives the tempera- 
ture dependence of Cp near the N-I tran- 
sition for the same substance as in Fig. 8. 
No data points are displayed in the coexis- 
tence region, whose width is indicated by 
the narrow box around the arrow marking 

TN-I. 

120, I I I I I 

Figure 9. Temperature dependence of the reduced 
heat capacity per mole (R is the gas constant) near the 
nematic to isotropic (N-I) transition for hexylcyano- 
biphenyl (6CB). The width of the arrow on the tem- 
perature axis represents the two-phase region [ 5 ] .  

Since the Landau-de Gennes theory is a 
mean-field theory, one can only expect a 
qualitative description of the specific heat 
capacity anomaly [2, 161. Attempts to de- 
termine a critical exponent a have been 
largely unsuccessful due to the first-order 
character of the N-I transition. Fits with 
Eq. (6) must be made separately for data 
above and below TN-I with different effec- 
tive critical temperatures (T* and T**), 
which both are different from the first-order 
transition temperature. For T <  TN-I, typical 
a,,, values lie in the range 0.3-0.4 but de- 
pend strongly on the fitting range. For 
T> TNPI, an even wider range of a,,, values 
between 0.1 and 0.5 is observed. Further- 
more (T* - TN-J and (T* * - TN-I) values ob- 
tained from Cp fits are consistently about 
one-tenth the magnitude of those from sev- 
eral other properties [2,16]. The experimen- 
tal behavior of the N-I transition is quite 
well characterized, but theoretical under- 
standing is still rather poor. 
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Blue Phase Transitions 600 I I I I 

In the case of optically active molecules one 
arrives at a special situation for the nemat- 
ic phase. In addition to the long range orien- 
tational order there is a spatial variation of 
the director leading to a helical structure. 
The local preferred direction of alignment 
of the molecules is slightly rotated in adja- 
cent planes perpendicular to the pitch axis. 
This phase is usually called chiral nematic 
(N*) or cholesteric phase. The helical pitch 
in the N* phase is substantially larger than 
molecular dimensions and varies with the 
type of molecules. For a long pitch one has 
a direct first-order transition between the 
isotropic phase and the chiral nematic phase 
with characteristics very similar to the nor- 
mal N-I transition in nonchiral compounds. 
For chiral nematics with short pitch (typi- 
cally less than 0.5 pm), a set of intermedi- 
ate blue phases (BP) are observed between 
the isotropic and the N* phase [51-531. In 
order of increasing temperature these phas- 
es are denoted BPI, BPI, and BPIII. The first 
two blue phases have three-dimensional cu- 
bic defect structures, whereas BPI,,, which 
is also called the fog phase appears to be 
amorphous [5 1-53]. 

Different phase transitions involving blue 
phases are expected theoretically to be first- 
order [54] except the BPI,, to isotropic tran- 
sition which could become second order 
[54] in an isolated critical point at the ter- 
mination of a first-order line [6, 551. Fig- 
ure 10 shows C, results of cholesteryl non- 
nanoate (CN) with adiabatic scanning calo- 
rimetry [56] .  From Fig. 10 it is clear that 
there are substantial pretransitional heat ca- 
pacity effects associated with the BP1II-I 
transition, which means that a large amount 
of energy is going into changing the local 
nematic order. The other transitions appear 
as small, narrow features on the BPI11-I tran- 
sition peak. From the inspection of the en- 

100 I I I I I 
89 5 90 0 90 5 91 0 91 5 

T “TI 

Figure 10. General overview for the reduced heat ca- 
pacity per mole C,IR for a temperature range cover- 
ing all phase transitions involving the blue phases in 
cholesteryl nonanoate (CN) [56]. 

thalpy behavior, it was found that these 
small features correspond to first-order tran- 
sitions with very small latent heats [56]. In 
CN the BPI11-I transition was also observed 
to be first order. This can be seen in Fig. 11 
where the enthalpy versus temperature is 
given for a T-range of 0.2 K below and 0.2 K 
above the transition. 

Further calorimetric studies by Voets and 
Van Dael [57, 581 have shown that the la- 
tent heat for BPII1-1 decreases as the chiral- 
ty of the molecule increases and that its mag- 
nitude varies considerably as a function of 
composition in binary mixtures of R- and S- 
enantiomers. Recently an a x .  and non-adi- 
abatic scanning calorimetry investigation of 
the chiral compound S,S-(+)-4”-(2-methyl- 
butylpheny1)-4’-( 2-methylbutyl)-4-biphen- 
yl-4-carboxylate (S,S-MBBPC), which has 
very short pitch, yielded the results given in 
Fig. 12 [55 ] .  By combining these two calo- 
rimetric techniques one can show that there 
are sharp first-order transitions with small 
latent heats at the N*-BPI and the BPI-BPIII 
transitions (the BPI, phase is absent in this 
compound). However, no thermodynamic 
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Figure 11. Detailed plot of the enthalpy near the 
phase transition from the blue phase I11 to the isotrop- 
ic phase in cholesteryl nonanoate (CN). Note that for 
clarity a large linear background 140 R (2"-T,) with 
Ts=90.73"C, has been subtracted from the direct data. 
The two vertical dashed lines indicate the width of the 
two-phase region [56]. 

BPIII-I transition occurs in this S,S-enan- 
tiomer of MBBPC. One only observes a 
supercritical evolution. As pointed out by 
Kutnyak et al. [55] an investigation of S,S- 
and R,R-enantiomers of MBBPC should al- 
low one to find the BPI,,-I critical point and 
determine its critical exponent. The ob- 
served continuous supercritical evolution 
implies that the BPm and I phases must have 
the same macroscopic symmetry allowing, 
as in the case of the liquid-gas transition of 
simple fluids, the first-order line to termi- 
nate in an isolated critical point. 

The N-SmA Transition 

This transition has been the most extensive- 
ly studied of all liquid crystal phase transi- 
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Figure 12. The specific heat capacity variation in the 
N*-BPI-BPI,,-I transition region for S,S-MBBPC. 
The sharp peaks from non-adiabatic scanning through 
the N*-BPI and BPI-BP,,, regions are due to latent 
heat effects at the first-order transitions. No such ef- 
fects are seen for the BPIII-I transition, because this 
is only a continuous supercritical evolution not a true 
phase transition in this material [55]. 

XlO 

Figure 13. Phase diagram of 8CB + 1OCB mixtures. 
Heavy solid and dashed lines are, respectively, sec- 
ond-order and first-order transitions. TCP is the N-A 
tricritical point. Vertical dashed lines indicate the 
measured mixtures [64]. 

tions. In spite of vigorous experimental and 
theoretical efforts, many aspects of the crit- 
ical behavior of this simple kind of one-di- 
mensional freezing, are not yet understood, 
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making this transition an intriging and chal- 
lenging problem in the statistical mechan- 
ics of condensed matter. 

The SmA liquid crystalline phase results 
from the development of a one-dimension- 
a1 density wave in the orientationally or- 
dered nematic phase. The smectic wave vec- 
tor q is parallel to the nematic director 
(along the z-axis) and the SmA order 
parameter y = 1 yI eiQ is introduced by 
p ( r )  = po [ 1 + Re yeiqz]. Thus the order pa- 
rameter has a magnitude and a phase. This 
led de Gennes to point out the analogy with 
superfluid helium and the normal-supercon- 
ductor transition in metals [7, 591. This 
would than place the N-SmA transition 
in the three-dimensional XY universality 
class. However, there are two important 
sources of deviations from isotropic 3D-XY 
behavior. The first one is crossover from 
second-order to first-order behavior via a 
tricritical point due to coupling between the 
smectic order parameter y and the nematic 
order parameter Q. The second source of de- 
viation from isotropic 3D-XY behavior aris- 
es from the coupling between director fluc- 
tuations and the smectic order parameter, 
which is intrinsically anisotropic [60-621. 

The first-order to second-order crossover 
can be qualitatively understood on the basis 
of a mean-field approximation for the ex- 
cess smectic free energy (above the nemat- 
ic one) as formulated by de Gennes [7]: 

AG=a I yI + bo I WI + (SQ)2/2x-C I WI SQ 
(36) 

where bo, 
C> 0; and SQ the change in the nematic or- 
der induced by the formation of the smectic 
layers, and x the temperature dependent 
nematic susceptibility [7] whose value at 
TN-A depends on the width of the nematic 
range. Minimization of AG with respect to 
SQ yields: 

a = a. (T - TN-A) /TN-A = a. E ;  

AG = aI + bI y14 + C I  y16 (37) 

with b = bo- C2x/2. For narrow nematic 
ranges x(TN-A) is large and b < 0, resulting 
in a first-order transition ( c  > 0 for stability 
reasons). For wide nematic ranges x(TNPA) 
is small and b>O, the transition is then 
second-order. In this mean-field approach 
the C, behavior would then be given in 
Fig. 1 (c). A tricritical point occurs for b =O. 
The specific heat capacity in the low tem- 
perature side then diverges with a critical 
exponent a= 112. In Fig. l(c) one then has 

The crossover from first- to second-order 
behavior and the disappearance of measur- 
able latent heats with increased widths of 
the nematic ranges has been shown on 
the basis of adiabatic scanning calorimetry 
of the 4’-n-alkyl-4-cyano-biphenyl (nCB) 
binary mixtures 9B+ lOCB [63] and 
XCB + lOCB [64]. The investigation of 
8CB + lOCB mixtures with nematic ranges 
from 7 K to zero (see the phase diagram in 
Fig. 13) resulted in a partly first- and part- 
ly second-order SmA line with a tricritical 
point at X,0,,=0.314. In Fig. 14 the enthal- 
py curves near TN-A are given for several 
mixtures of XCB + lOCB with first-order 
transitions. 

Along the second-order part of the tran- 
sition line one would expect 3D-XY critical 
behavior at least in the limit of the critical 
point. In real experiments, one observes 
crossover between XY critical and tricriti- 
cal behavior, resulting in a,, values where 
axu < aeff < because the temperature 
range for most experimental data is limited 
to In addition to that the 
coupling between director fluctuations and 
the smectic order parameter intervenes as a 
second source of deviation from isotropic 
behavior and influences the behavior of the 
smectic susceptibility and the correlation 
lengths (parallel and perpendicular to the di- 
rector) much more than the specific heat. 
Here also a broad crossover should be ob- 

,;ax = 00. 
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served from isotropic XY to a weakly an- 
isotropic regime to the strong coupling lim- 
it with highly anisotropic correlation behav- 
ior. Narrow nematic ranges would result in 
highly anisotropic behavior and (very) wide 
nematic ranges should show isotropic or 
weakly anisotropic behavior. Figure 15 
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Figure 15. Heat capacity of 80PCBOB near the ne- 
matic to smecticA I phase transition. The smooth curve 
represents a fit to the data with Eq. (6) based on crit- 
ical parameters in agreement with the three-dimen- 
sional XY model. The index 1 in SmA refers to the 
monolayer structure of this frustrated smectic com- 
pound [65] .  

Figure 14. Enthalpy versus tem- 
perature near TN-A for the tricritical 
mixture (no. 3) and several other 
8CB + lOCB mixtures with a first- 
order N-A-transition. A regular 
part 85 R (T-  T,) has been subtract- i 47 ed for display reasons [64]. 

T ( O C )  

shows a typical example of 3D-XY specif- 
ic heat capacity behavior for the com- 
pound 4-n-octyloxyphenyl-4-(4-cyanoben- 
zy1oxy)-benzoate (80PCBOB) with a large 
nematic range [65]. The evolution from 
second-order to tricritical to first-order is il- 
lustrated in Fig. 16 by the behavior of mix- 
tures of 40.8 and 60.8 (butyl- and hexyl- 
oxybenzylidene octylaniline) [66]. Pure 
40.8 has a nematic range of 14.72 IS and an 
aeff=0.13 is obtained. Pure 60.8 has a ne- 
matic range of only 0.87 K and the transi- 
tion is strongly first-order with a latent heat 
AHL=3700 J mol-'. Fits to the data in 
Fig. 16 yield the following a,,values: 0.13, 
0.22, 0.30, 0.45, 0.50 for X ,  to X ,  respec- 
tively. The mixtures with X ,  and X ,  are 
weakly first-order. 

More extensive general discussions of the 
N-SmAproblem can be found elsewhere [3 ,  
5 ,  7, 9, 671 and detailed theoretical treat- 
ments are also available [60-62, 681. 

The SmA-SmC Transition 

The SmC phase differs from the SmA phase 
by a tilt angle 8 of the director with respect 
to the layer normal. However, in order to ful- 
ly specify the director one also needs the az- 
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imuthal angle q. This results in an order pa- 
rameter q = 8 eicp with two components, and 
one would expect that the second-order AC 
transition should belong to the XY univer- 
sality class. However, AC transitions in 
nonpolar nonchiral materials are second-or- 
der transitions that are very well described 
by the Landau theory with a large sixth-or- 
der coefficient c in Eq. (2). An example of 
this kind of behavior in N-(4-n-heptyloxy- 
benzylidene)-4'-n-heptylaniline (70.7) is 
shown in Fig. 17 [69]. The explanation 
for this mean-field behavior is the fact 
that the Ginsburg [ 121 criterion indicates 
that the critical region is extremely small 

lop5). It should, however, also be 
noted that the magnitude and sharpness of 
the Landau heat capacity peak for the 
SrnA-SmC transition varies greatly from 
one material to another. In contrast to the 
monolayer SmA-SmC transitions (as e.g. in 
70.7) bilayer SmA2-SmC2 transitions show 
a steplike C,  Landau behavior with c=O 

If the constituent molecules are optically 
active, the chiral SmC* phase will be ob- 
served instead of the normal SmC phase. 
There will be a helical precession of the di- 

~701. 
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X6=0.40, and X,=0.50 [66] 

rection of the director tilt with respect to the 
layer normal. Chiral compounds can exhib- 
it strongly first-order SmA-SmC* transi- 
tions. By varying the composition of a bi- 

I I I I 

T ('0 
Io5' 7b 71 72 73 I4 

Figure 17. The temperature dependence of the re- 
duced heat capacity per mole for 70.7 near the 
SmA-SmC phase transition. The solid line represents 
a fit with Eq. (4)  combined with the background be- 
havior given by the dashed line. The curvature of the 
background is caused by the nearby SmC-B transition 
[691. 
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nary mixture the first-order can crossover 
via a tricritical point to a second-order tran- 
sition [71, 721. 

The N-SmA-SmC Multicritical Point 

calorimetrically [5]. The calorimetric data 
show essentially a similar behavior near the 
multicritical point for all materials investi- 
gated in detail. The N-SmC transitions are 
first-order with a latent heat becoming zero 

In some mixtures of liquid crystals exhibit- 
ing N, SmA and SmC phases, the N-SmA, 
SmC-SmC, and N-SmC transition lines 
meet at the N-SmA-SmC multicritical 
point. Fig. 18 gives the phase diagram 
with an N-SmA-SmC point for mixtures 
of 5 0 8  + 6 0 8  (4-n-alkyloxyphenyl-4'-n- 
alkyloxybenzoate) compounds [73]. The 
N-SmA-SmC point has been the subject of 
extensive theoretical and experimental 
studies during the past decade. The nature 
of the point is, however, still not clearly es- 
tablished. 

Since the first discovery [74, 751 of mul- 
ticritical points in 1977, several systems 
have been investigated experimentally, also 

_ - - -  

t- 1 

at or very near the multicritical point (see 
e.g. Fig. 19). SmA-SmC/N-SmA transi- 
tions are found to be second-order. The heat 
capacity anomalies along the SmA-SmC 
line as well as along the N-SmC line be- 
come larger and sharper on approaching the 
multicritical point, thus suggesting a mean- 
field tricritical character of the point. On the 
other hand, high resolution X-ray scattering 
results [76] are in general agreement with 
the point being a Lifshitz point [77]. The 
multicritical point seems to simultaneously 
exhibit the characteristics of a Lifshitz point 
and of a tricritical point. 

When chiral compounds are involved the 
phase diagram near the intersection of the 
N*-SmA, SmA-SmC and N*-(SmC*) 
transition lines is significantly more com- 
plicated. Several kinds of TGB phases have 

N 

:Ol 
7 I 

60 l I I I I 
0 0  0 2  0 4  0 6  0 8  10 

Figure 18. Phase diagram for the binary liquid crys- 
tal system 50.8 (left)-60.8 (right), with X the weight 
fraction of 60.8 in the mixture [73]. 

X 

0 1  I I I I 
62 70 6275 62 80 62 85 62 90 

T I Y J  

Figure 19. Temperature dependence of the enthalpy 
for several mixtures of 50.8+60.8 with direct 
N-SmC transitions. For clarity reasons a large linear 
background C:=aR has been subtracted from the di- 
rect experimental data. The curve with the smallest 
steplike increase is closest to the N-SmA-SmC point, 
and has a latent heat of (1.7 & 0.3) J/mol [73] .  
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been theoretically predicted [78,79] and ex- 
perimentally observed [35, SO]. 

6.2.1.5 Photoacoustic and 
Photopyroelectric Results 

As pointed out above the photoacoustic and 
photopyroelectric techniques permit the si- 
multaneous measurement of static as well as 
transport thermal properties. In comparison 
with the vast amount of high-quality calori- 
metric information on the static thermal 
quantities specific heat capacity and enthal- 
py, there is rather limited information on 
thermal transport properties of liquid crys- 
tals in general and near phase transitions in 
particular. In early studies of the 1970s, and 
later on conventional steady-state gradient 
and transient techniques have been used to 
detect the expected anisotropy (in oriented 
samples) of the thermal diffusivity or the 
thermal conductivity [81, 821. However, the 
techniques usually applied were not very ~ 

well suited for measurements very close to 
phase transitions, because large samples and 
sizable temperature gradients are usually 
needed. Although in the photoacoustic and 
photothermal method, one works with very 
small samples and small temperature gra- 
dients, only rather recently these methods 
have been applied for liquid crystal studies. 
In fact, high-resolution investigations of 
thermal transport near liquid crystal phase 
transitions were pioneered about ten years 
ago by Huang and coworkers [24] by a 
high-frequency extension of the standard 
a.c. calorimetric technique (see Section for 
a.c. calorimetry). Instead of using Eq. (10) 
for AT,, in a oregime such that or1 % 1 and 
wz, Q 1, one measures ATac as a function of 
o in the region or1 % 1 including the high 
frequency cutoff q, z, = 1. From this quan- 
tity the sample thermal diffusivity can be de- 
duced. By also simultaneously measuring 
the heat capacity in the normal low o, a.c. 

calorimetric regime, one can derive also the 
thermal conductivity K. A number of phase 
transitions have been studied in this way by 
Huang and coworkers. An overview and dis- 
cussion of the major results can be found 
elsewhere [5 ] .  

The first high-resolution photoacoustic 
investigations of phase transitions have 
been carried out by Zammit et al. [41] for a 
series of samples with N-SmA transitions. 
These investigations were carried out on 
samples of 9CB, 8CB and a mixture of 
8CB + 7CB with a mole fraction X =  0.76 of 
8CB. No effort was made to prepare homo- 
geneously aligned samples. It is, however, 
likely that at least a substantial part of the 
sample near the free surface is homeotrop- 
ically aligned, because these cyanobiphe- 
nyls strongly prefer homeotropic alignment 
at free surfaces [40]. The results showed a 
critical anomaly both in the specific heat ca- 
pacity Cp and the thermal conductivity K. 

The results for 9CB were subsequently also 
confirmed by measurements (also for non- 
aligned samples) in a photopyroelectric set- 
up [46]. The values of the heat capacity crit- 
ical exponents from fits to power laws of the 
type of Eq. (6), are fully consistent with pre- 
vious results obtained by Thoen et al. [19, 
631 by means of adiabatic scanning calorim- 
etry (see above). For the critical exponent 
values which have been obtained from pow- 
er law fits to the thermal conductivity, no 
agreement with theory or a systematic trend 
could be obtained [41]. However, in our 
photoacoustic measurements on homeo- 
tropically aligned 8CB samples [83] we did 
not see any evidence for a critical increase 
of the thermal conductivity at the N-SmA 
transition. 

Very recently M. Marinelli et al. [84] 
carefully remeasured photopyroelectrically 
properly homeotropically as well as planar 
aligned 8CB samples. In Fig. 20 the specif- 
ic heat capacity for both configurations is 
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T ( " C )  

Figure 20. The specific heat capacity of 8CB as a 
function of temperature for planar (gray dots) and ho- 
meotropic (black dots) aligned samples 1841. 

30 35 40 45 

T ( ' C )  

Figure 21. The thermal conductivity of 8CB as a 
function of temperature for planar (gray dots, lower 
curve) and homeotropic (black dots, upper curve) 
aligned samples 1841. 

given. Corresponding data for the thermal 
conductivity are given in Fig. 21. Contrary 
to their previous results [41, 461 a critical 
anomaly in  is virtually absent. Whether 
this difference has to do with the fact that in 
the new results aligned samples have been 
used is not entirely clear, because also re- 
cently no evidence for a thermal conductiv- 
ity anomaly at the N-SmA transition was 
found for nonaligned samples of octylcya- 
nothiolbenzoate by the same group [85 ] .  A 
possible explanation of the unusual K be- 
havior of the older results could be the pres- 
ence of thermal gradients [84, 851. 
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6.2.2 Density 

Wolfgang Wedler 

The publication of density and specific vol- 
ume studies on mesogens started soon after 
the discovery of liquid crystalline phases. In 
1898/99 and 1905 Schenck [ l ,  21 reported 
specific volume data for PAA and p-meth- 
oxycinnamic acid. Until 1958/1960, with 
the publication of the Maier-Saupe theory 
[3], specific volume and density data on 
mesophases were the topics of only a few 
publications, and were always combined 
with results of other measurements [4-151. 
A brief historical review of this aspect of 
liquid crystal research has been given by Ba- 
hadur [ 161. 

6.2.2.1 Instrumentation 

Density and specific volume of mesophas- 
es are measured under atmospheric pressure 
with pycnometers [ 17-22], dilatometers 
[ 16, 23-25] (e.g., differential scanning dil- 
atometers, DSD [26-31]), with a buoyancy 
method [32], and with a vibrating device, 
known as a digital precision density meter 
system, or densitometer (Anton Paar K.G.) 
[33-381. Devices for high-pressure mea- 
surements of specific volumes have been 
described by Kuss [39,40] and Dorrer et al. 
[41], but were also mentioned earlier [42]. 
More recently, a device for simultaneous 

[83] J. Thoen, E. Schoubs, V. Fagard in Physical 
Acoustics: Fundamentals and Applications 
(Eds. 0. Leroy, M. Breazeale), Plenum Press, 
New York 1992, p. 179-187. 

[84] M. Marinelli, F. Mercuri, S. Foglietta, U. Zam- 
mit, F. Scudieri, Phys. Rev. E 1996, 54, 1604- 
1609. 

[85] M. Marinelli, F. Mercuri, U. Zammit, F. Scudie- 
ri, Phys. Rev. E 1996, 53, 701-705. 

scans of heat capacities and in-plane den- 
sities of smectic free-standing films, using 
reflectivity measurements, was reported by 
Stoebe et al. [43]. 

6.2.2.2 General Conclusions 
from Density Studies on Liquid Crystals 

Specific volume and density are, as enthal- 
py changes, among the important parame- 
ters that indicate the order of a phase tran- 
sition [44-471. In fact, parallel development 
of enthalpy and relative volume changes, al- 
though not exactly proportional, is frequent- 
ly observed [48-5 11. The volume effects at 
mesophase-mesophase or mesophase-iso- 
tropic transitions are considerably smaller 
than those at melting into the mesophases, 
which have rarely been reported. For exam- 
ple, for the transition Cr/N in PAA, Baha- 
dur [45] found fractional volume changes 
of 7.74% and a smaller thermal expan- 
sion coefficient in the crystalline phase 
(4.1 1 x K-') than in the nematic phase 
( 9 . 2 6 ~  K-'). Similar results have been 
obtained for chiral substances [52-561. De- 
spite the small magnitude of the observed 
discontinuities, first-order (e.g., Is/A [57], 
N/A [46, 47, 58, 3011, A/B [57], and B/G 
[47]) weakly first-order (e.g., N/A [57, 591, 
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A/B [60], and B/F [61]), and second-order 
(e.g., N/A [62-651, A/C [47,66-681, I/F [69, 
701) phase transitions, as well as singu- 
larities in the critical behavior [71], have 
been inferred. Lists of selected values of 
density and specific volume changes at dif- 
ferent phase transitions are given in Tables 1 
and 2. Collections of data and reviews have 
been given by Bahadur [16], Beguin et al. 
[72], Pisipati et al. [73], and Tsykalo [74]. 

From the temperature dependence of vol- 
ume and density, the thermal expansion co- 
efficient a and the thermal expansivity p 

[34] can easily be obtained. These quantities 
make phase transitions more apparent than 
does the density [33 ,  481. Figures 1 and 2 
demonstrate this with two examples. Den- 
sities, molar volumes, and thermal expan- 
sion coefficients show systematic behavior 
in homologous series. It has been shown that 
the magnitude of density changes at N/Is 
transitions [51, 57, 75-80, 3011 and N/A 
transitions [75, 77-79, 3011, and the abso- 
lute values of densities [79-811, are subject 
to even-odd effects with respect to the 
length of longitudinally attached alkyl 

Table 1. Fractional volume changes (in %, upper right from diagonal, maximum and minimum reported val- 
ues), and related information (lower left from diagonal) for phase transitions in mesophases. 

Is N A C 

Is - 0.5 1 [301] 2.00 [117] 1.94 [I231 
(70.7) Diethyl (4,4’-azoxy- (OOAB) 
0.071 1 [ 1121 benzoate) 0.55 [691 
(NPOOB) 0.22 [731 (TBDA) 

(40.10) 

N First-order, AV= - 0.65 [301] 0.15 [2991 
0.95 kO.15 cm3 mol-’ (70.2) (HOAB) 
(8CB) 11461 0-0.08 [37] 0.01-0.023 [37] 

A First-order First-order [I381 - 

(Two-phase (70.4) 
coexistence [I  171) Weakly first-order 

(CBOOA) [44] 
Second-order 
(CBOOA) [31] 
AV=0.14 
t0.04 cm3 mol-’ 
W B )  [I461 

0.146 [481 
(DOBACA) 
0-0.005 1371 

C First-order First-order [299] Second-order - 

B No data available First-order First-order First-order 
Weakly first-order (Two phase 
[601 coexistence [ I  161) 

I No data available No data available No data available First-order [69, 701 

F First-order No data available First-order First-order 

G No data available First-order No data available First-order 

H No data available No data available No data available First-order 
AVIV=5.37% 
(DOBAMBC) [I621 
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Table 1. (continued) 

\\Phase I B I F G 

Phase I1 

Is No data available No data available 2.14 [302] No data available 
( 100.14) 

N 1.50 [223] No data available No data available 1.16 [I391 
(60.2) 

(50.2) 
1.36 t2851 0.38 [371 
(HBT) 

(PMMA) 

No data available 1.44 [308] No data available A 1.59 [73l 
(70.2) (90.4) 
0.05 [6Ol 1.42 W3I 
(70.1) (90.4) 

>0.7 1731 
0.14 [loll  

C 1.23 [123] 1.00 [3091 1.07 [731 
(OOAB) (TBAA9) (70.6) 
0.41 [791 0.29 [70] 0.39 [651 (70.4) 
(40.7) (TBAA12) (50.5) 

No data available 0.03 t651 0.06 11151 
(50.6) (80.4) 
0.02 [611 
(50.6) 

~ 

I No data available - 0.00 [69,70] No data available 

F Weakly first-order Second-order - 0.04 13021 
Second-order ~ 9 , 7 0 1  (100.14) 

0.03 [611 
(50.6) 

G First-order No data available First-order (50.6) 
[1201 
Weakly first-order 
(100.14) [302] 
Second-order 
(TBOA) [118] 

H First-order, measured, No data available No data available No  data available 
no data reported [46] 

chains in homologous series. The disconti- 
nuities in the absolute volume, like those in 
the enthalpy, increase with the length of the 
alkyl chains [ S O ,  51,82,301], as can be seen 
for the two homologous series of 4 0 . m  and 
50.m compounds in Table 3. This also was 
found for the Cr/N* transition [83]. The dis- 
continuities are directly proportional to the 
molar mass, as can be seen when different 
substances are compared [48]. Absolute 
densities tend to decrease, and specific and 
molar volumes to increase, with chain 

length in a series of crystalline, smectic, and 
nematic phases [5 1, 84-88]; see the exam- 
ple in Fig. 3. A predicted inverse relation 
between molecular flexibility (due mainly 
to aliphatic chains) and the magnitude of the 
fractional volume change at the N/I transi- 
tion [89] was verified by experiments in ho- 
mologous series [23, 90-931 for longitudi- 
nal and lateral chain attachment. Further- 
more, an increase in the thermal expansion 
coefficient with alkyl chain length has been 
found for N, A, and B phases [ S O ,  941. 
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0.978 - 

0.976 - 

0.974 - 

0.972 - 

0.970 - 

0.968 - 

Table 2. Fractional volume changes (in %, upper right) and related information (lower left) for phase transi- 
tions in mesophases of chiral compounds. 

Is Blue phase N* A* 

No data reported 0.17 [561 No data reported - 
(cholesteryl 
stearate) 

(cholesteryl 
nonanoate) 

Is 

0.10 ~ 7 1  

Blue phase AV=7.5x104 c M 3  g-' - 

(cholesteryl oleate) 
[281 

0.004 I271 No data reported 
(cholesteryl 
nonanoate) 

N* First-order 1281 - 

A V = 4 ~ 1 0 - ~  cm3 g-' 
(cholesteryl 
nonanoate) [28] 

0.14 [531 
(cholesteryl 
myristate) 
0.00 
(cholesteryl [ 1071 
linolenate) 

A* AV= 1 5 4 ~ 1 0 - ~  cm3 g-' - 
(cholesteryl 
myristate) [28] 

Based on density measurements, molar 
volume increments for methylene chain 
units, separated from the contribution of the 
aromatic part [95, 961, have been deter- 
mined. The literature mentions mostly in- 

crements for longitudinal chain position 
[50, 51, 57, 60, 75, 79, 85, 86, 90, 94-97]. 
They agree well with those found for later- 
al chain position [91] and columnar meso- 
phases [87]; see Table 4. On the basis of 
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Figure 1. Temperature 
dependence of specific 
volume V.p, and thermal 
expansion coefficient a 
for MBBA. Adapted from 
data set 2 of Gulari and 
Chu 1331. 
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these increments, conclusions have been 
drawn about the packing of the alkyl groups, 
locating the packing density in the nematic 
phase closely to that in the isotropic phase, 
with slightly higher values in the nematic 
phase [60]. An investigation of the influence 
of aromatic ring number on the packing den- 
sity in homologous series can be found else- 
where [51, 911. 

Table 3. Fractional volume and density changes (in 
%) in the homologous series n0.m: Is/N and N/A 
phase transitions. 

m n=4 n = 5  

- AV 9 9 9 
V P P P 

at Is/N at N/A at Is/N at N/A 

4 0.28 [79] 0.22 [88] 
5 0.298 [79] 0.34 [88] 
6 0.22 [79] 0.30 [88] 0.10 [88] 
7 0.35 [79] 0.33 [88] 
8 0.31 [79] 0.25 [88] 0.08 [88] 
9 0.39 [79] 

10 0.21 [144] 0.02 [88] 0.46 1881 
12 0.39 [881 0.02 [88] 0.32 [88] 0.06 [88] 

Figure 2. Temperature de- 
pendence of density, and 
thermal expansion coeffi- 
cient for n-amyl 4-(4-n- 
dodecyloxybenzylidene- 
amin0)cinnamate. Adapted 
from Demus and Rurainski 
[481. 

6.2.2.3 Studies of Calamitic 
Compounds 

Density and Order of Phase Transitions 

A systematic development of density and 
thermal expansion coefficients in calamitic 
compounds is frequently observed when 
neighboring mesophases are compared. At 
the N/Is transition, for example, the thermal 
expansion coefficient was found on average 
to be larger in the nematic than in the iso- 
tropic phase [45-47, 55, 57, 98-1041. This 
was also confirmed for the N*/Is transition 
[53, 1051 (with afew exceptions [106]). For 
example in PAA, Price and Wendorff [55] 
reported 9 . 4 ~ 1 0 ~  K-' in the nematic and 
8 . 4 ~ 1 0 ~  K-' in the isotropic phase. Simi- 
lar data were given by Bahadur [45] and by 
Rao and co-workers. These observations 
were attributed to the rapid development of 
high order in the nematic phase. It was fur- 
ther suggested that the discontinuities at the 
N*/Is transition are slightly lower than those 
at the N/Is transition [107, 1081 (compare 
Tables 1 and 2), and that the thermal expan- 
sion coefficient in N* phases is smaller than 
in N phases [ 1091. The temperature depen- 
dence of the thermal expansion coefficient 
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Figure 3. Molar volume develop- 
ment in the crystalline, smectic B, 
smectic A, and isotropic phases 
within the homologous series of 

t ' l ' l ' l . l . l . l . l  4-bromo-N-(4-n-alkyloxybenzyli- 
l8 dene)anilines. Adapted from Seurin 4 6 8 10 12 14 16 

Number of CH, groups in chain et al. 1941. 

Table 4. Selected molar volume increments for one methylene unit at different molecular positions in  the iso- 
tropic and nematic phases. 

A V ~ ~ ,  (cm3 mol-'1 Substance( s) Reference 

(a) Rod-shaped molecules, longitudinal position 
14.6-1 8.66 (isotropic phase) 

17.14k0.44 (isotropic phase, TN,+3 K) 

16.75k0.35 (nematic phase, TN,-3 K) 

4 0 . n ~  

no. 1 

no.  1 

(b) Rod-shaped molecules, lateral position 
18.7-22.3 1.4-bis[4-n-hexylbenzyloxy]-2- 

substituted benzenes 1911 

(C) Columnar phases 
16.9 k0.3 Copper(I1) alkanoates [871 

in the isotropic state was found to be linear 
[84, 100, 1 lo], and has been treated by lin- 
ear regression [19, 921. In mesophases like 
the nematic phase, mostly nonlinear behav- 
ior is observed [ 1 111. Consequently, some 
authors [ 19, 92, 1121 have used polynomi- 
als to describe the temperature dependence 
in the nematic and isotropic state outside the 
pretransitional zone. Regarding other phase 
transitions, N phases [ 101, 1131 and one 
blue phase [ 1 141 were shown to have high- 
er thermal expansion coefficients than the A 
phases, or the respective N* phase, into 
which they transform at lower temperatures. 

However, contrary reports are also found 
[57, 661. In a similar way, different results 
have been found for the Ads transition. For 
example, OBBA [115] or 70.8 and 80.8 
[ 1161 were shown to have higher thermal ex- 
pansion coefficients in the A phase, where- 
as the opposite was shown for diethyl4,4'- 
azoxybenzoate [ 1171. Further, it should be 
mentioned that the C phase reportedly has 
higher thermal expansion coefficients than 
the adjacent A [66, 68, 791 and B phases, 
which was attributed to higher flexibility 
and rotational freedom [ 1011. However, 
there are also reports of the opposite case 
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[ 1 181. Furthermore, in TBDA and TBAA12, 
it was found that the C phase has higher val- 
ues than the adjacent I phase, whereas the I 
phase in turn has higher values than the low- 
temperature F phase [69,70] with respect to 
the thermal expansion coefficient. Also, the 
F phase was found to have higher values 
than an adjacent A phase [308]. This was 
explained by chain stiffening and increas- 
ingly closer packing in the smectic layers 
during cooling. It is noteworthy here that the 
difficulty of density data acquisition by di- 
latometric/pycnometric methods due to 
high viscosity in the smectic phases with 
higher order in the layer structure is fre- 
quently mentioned [79]. 

Dilatometric investigations of materials 
with more complex polymorphisms re- 
vealed a second-order character for the F/I 
[69], C/A [68], C/N [37], and N*/blue phase 
[ 1141 transitions; the last result was con- 
firmed by dilatometric and ultrasonic ex- 
periments [ 1191. Uncertainties about the 
G/F transition [61, 73, 118, 120, 1291 are 
noted in Table 1. Further results on poly- 
morphous systems have been reported [48, 
121-1241. A measurable density change at 
the cybotactic nematidordinary nematic 
transition [125, 1261, occurring at 59.6"C in 
BBBA is doubtful [46]. Also, densitometric 
scanning in two mixtures showed a continu- 
ous change at the A,/A, transition, and a slight 
increase in density (less than 0.02%) at the 
A,/A, transition [127]. Only a slight change 
in slope of specific volume versus temper- 
ature was observed in an experiment scan- 
ning the hexatic Bkrystal B transition [ 1281. 

The order of the A/N transition was the 
subject of an extended theoretical discus- 
sion during the early 1970s [130-1351, 
which has been surveyed with respect to 
density measurements by Rao et al. [79, 
1031 and Potukuchi et al. [136]. Extensive 
density measurements on n0.m compounds 
[57,58,60,61,65,73,79,88,101-104,113, 

115, 136-145, 3011 were employed, along 
with other methods, to test these theories, 
and to find a predicted A/N transition order 
change within homologous series. The A/N 
transition occurs over a remarkable temper- 
ature interval, and the possible existence 
of a tricritical point was the subject of den- 
sity studies, also on other materials, for 
example 8CB [146], CBOOA [31, 441, 
NPOOB [112], nCBs [34], HOPDOP [1241, 
TBBA [66], side-group polysiloxanes 
[147], H,BPAA [148], 80CB, 8% [64], 
and 9CB/lOCB blends ([ 1491, successfully 
using a method described previously 
[150-1531). Based on the evidence of den- 
sity measurements and other data, influenc- 
es of molecular architecture (e.g., the dom- 
inant influence of the alkyloxy chains in 
n0.m compounds [88]) and polarity, forma- 
tion of cybotactic groups, and mono/bilay- 
er organization in the smectic phase on the 
A/N transition order were found [60,65,66, 
73,79,146, 1541. Several dilatometric stud- 
ies have indicated a change from first to sec- 
ond order of the N*/A transition in a mix- 
ture of 62 mol% cholesteryl oleyl carbonate 
and 38 mol% cholesteryl chloride [155, 
1561, and blends of cholesteryl myristate 
with cholesteryl propionate [119]. The op- 
posite influence of cholesterol was also 
studied [ 1571. Dilatometric testing in cho- 
lesteryl myristate revealed an untwisting of 
the cholesteric helix when the volume dis- 
continuity at the N*/A transition vanishes 
[36], after high-pressure studies [ 1581. 

Further specific volume measurements 
with chiral mesogens, cholesteric, and blue 
phases have been made [26-28, 159-1611. 
The influence of chiral dopants on C/A and 
C/N phase transitions has been studied [37, 
1621. Earlier studies, particularly on chol- 
esteric mesophases and their mixtures, have 
been published, for example, for choleste- 
ryl acetate [ 1631, cholesteryl myristate [53], 
cholesteryl nonanoate [54], cholesteryl 
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stearate [56], and a variety of other com- 
pounds [27, 106, 164-1661. In particular, 
Price et al. have published Avrami expo- 
nents from kinetic studies of density chang- 
es on two compounds, yielding values of 2 
for the cholesteric/smectic and isotropic/ 
cholesteric transitions [53, 561. 

Pretransition Behavior 

Precise measurements have shown that the 
density is subject to pronounced pretransi- 
tion behavior for a variety of phase transi- 
tions. This may depend upon purity, and al- 
so upon the cooling/heating rate [60]. The 
N/Is and N*/Is transitions exhibit such ef- 
fects only on the low-temperature side 
[53-551, which was theoretically explained 
and compared with enthalpy changes by 
Chandrasekhar and Sashidar [ 167, 1681. In 
contrast to mesophase/mesophase transi- 
tions, on the high-temperature side post- 
transitional behavior was detectable only 
with high-sensitivity testing [28, 671. Sev- 
eral workers pointed out that post-transi- 
tional effects vanish in accordance with the 
predictions of the Maier-Saupe theory [3] 
when the samples are carefully purified [5 1, 
53, 1121. The density jump at this specific 
phase transition was shown to occur in a 
temperature interval of 0.1-0.5 K, depend- 
ing upon the purity of the sample [19, 921. 
In the special case of ultra-high purity ma- 
terials, Dunmur and Miller [34] and Demus 
et al. [ 1121 found interval widths of less than 
0.1 and 0.02 K, respectively. Evidence of 
the influence of domain size on the discon- 
tinuity at the transition was found [44]. Pre- 
transitional effects pose a main problem for 
the exact evaluation of changes in molar 
volume, specific volume, and density at 
phase transitions. A precise method was de- 
vised for dilatometric and calorimetric stud- 
ies on PAA by Klement and Cohen [ 1691. It 
was further developed by Dunmur and Mil- 
ler [34] for nCBs, and used in other work 

[57, 1701. The method uses plots of llpver- 
sus I T-  Tt I 0.5, and linearily extrapolates to 
T= Tt (where Tt is the phase transition tem- 
perature) for the low- and high-temperature 
sides. Other functional forms for the mod- 
elling of density in the nematic/isotropic 
pretransitional region have been given 
[31, 79, 171-1731. Based on the Landau- 
de Gennes theory [174], the expansion 
AV=BAT+E[(AT+D)' -"-D'pa] ,  in terms 
of the critical exponent a, was applied for 
CBOOA [31], MBBA and PAA [29], and 
several cholesterol derivatives [28], and 
used to describe pretransition behavior for 
other transitions (e.g., N/C in HOAOB 
[30]). The influence of the order parameter 
was taken into account by an expansion giv- 
en by Chang [172]. Bendler [175, 1761, us- 
ing high-precision data on MBBA [33], at- 
tempted to model expansion coefficients in 
isotropic phases very close to the N/Is tran- 
sition in terms of order parameter fluctua- 
tions within the framework of the de Gennes 
theory. This was extended to the pretransi- 
tional behavior on the nematic side, and ap- 
plied to nematic mixtures [ 1771 with good 
coincidence between theory and experiment. 
Note finally that the equation given by Chang 
and Gyspers [178], a,= [e+f(TNr-nh] 
xlOP3, enjoys widespread popularity for 
data evaluation in the nematic state. 

Molecular Interaction, Order Parameter, 
and Density 

The influence of attractive and repulsive 
interactions between molecules on volumet- 
ric behavior, packing density, and the result- 
ing phase stability have been studied by sev- 
eral authors [19,20, 35,51,91-93, 11 11. In 
mixtures, strong attractive forces due to di- 
pole-dipole interactions or EDA complex 
formation [ 179-1831 result in the formation 
of induced phases [184-1861. Sadowska 
et al. [35] reported results of density mea- 
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surements for two blends, indicating a mea- 
surable shrinking effect. EDA complex for- 
mation was investigated by Demus et al. 
[20], who obtained complex stability con- 
stants, complex formation enthalpies, and 
complex concentrations as temperature 
functions by dilatometry and calorimetry. 
An interpretation was given using the theo- 
ries of Cotter and Gelbart [187, 1881. Fur- 
ther density investigations on blends with 
nematic reentrant phases [189, 1901 and in- 
duced smectic phases [191], were reported, 
and related to anomalies in pressure-tem- 
perature diagrams [ 192-1941. Aleksandriis- 
kii and coworkers [ 11 11 assessed the influ- 
ence of hydrogen bonds on phase transition 
characteristics. Enhanced values of frac- 
tional volume changes at the N/Is transition, 
compared with those for other polar com- 
pounds, were found, which is consistent 
with observations by Bahadur [16]. Obvi- 
ously, hydrogen bond formation and also 
polar interactions [ 1951 favor the formation 
of cybotactic groups, and lead to the nonlin- 
ear behavior that is also observed. Howev- 
er, differing results were found in a system- 
atic study of longitudinally polar and non- 
polar substituted liquid crystal blend 
systems [196], using a method described by 
Press and Arrott [32]. The dominant role of 
steric repulsion in the stabilization of the ne- 
matic phase was suggested on the basis of 
high-pressure experiments on PAA, BMAB, 
and EBBA by Stishov et al. [197] and Ka- 
chinskii et al. [198], and demonstrated by 
density studies [19, 91-93] under atmos- 
pheric pressure on laterally branched com- 
pounds [199]. The results are in qualitative 
agreement with molecular statistical theo- 
ries based on hard rod models [ 187, 200, 
2011 and with van der Waals theories [202]. 
There has been discussion of repulsive 
forces [203-2051. 

Density studies help to assess the influ- 
ence of molecular interaction, cybotactic 

groups, and the order parameter in nematic 
phases, in combination with refractive in- 
dex measurements and other methods for 
pure substances [51, 76, 206-2121 and bi- 
nary blends [2 13-2 161. This has been dem- 
onstrated, using different theoretical con- 
cepts for the inner field [217-2221, also for 
smectic phases [59, 223, 2241. There have 
been additional density studies of binary 
systems [81, 170,225-2281. 

Relation between Density and 
Other Properties in Calamitic Compounds 

Combination with calorimetric data, and use 
of the Clausius-Clapeyron equation or the 
Ehrenfest equations (e.g., for the A/C tran- 
sition [67]), yields slopes in the p-T phase 
diagram. These can be verified by high- 
pressure measurements of transition tem- 
peratures (e.g. [229], compared with density 
data [70]) or metabolemetric scans [230] 
(see Chap. VII, Sec. 6.2.3). On the other 
hand, direct measurements of densities or 
volumes at high pressures were also ob- 
tained [39-42,158,198,231-2401, yielding 
isothermal compressibilities and permitting 
conclusions about phase transition mecha- 
nisms. For example, using temperature as a 
parameter, Dorrer et al. [41] combined data 
gained from two blends with high-pressure 
data of the rotational viscosity x, and con- 
structed master curves, introducing reduced 
density coordinates. 

After initial tests with N(4-n-nonyloxy- 
benzylidene)-4-toluidine [241], it was dem- 
onstrated in a variety of work on azomethine 
compounds of the n0.m type [58 ,  98, 100, 

and other compounds [119, 148, 160, 1771 
that, with the ultrasonic velocity v, temper- 
ature T, and molar weight M ,  parameters 

like adiabatic compressibility Pad = 2, 

Rao number (molar sound velocity) [245] 

103,104,116,137,140-142,148,242-2441 

VSP 

V 
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R,=MVspv1'3, and Wada constant (molar 

compressibility) [246] B = 7 can be cal- 

culated from the specific volume Vsp and 
compared with theoretical concepts [3, 132, 
247, 2481. 

Vsp 

Pad 

6.2.2.4 Discotics 

Few density measurements on discotic 
phases have been reported. Data have been 
given for the Cr/D,, and D,,/Is transitions 
[249] and the D,,/Is [18], D,,/Is [21], and 
Cr/columnar [87] transitions. The last ref- 
erence mentions data in older publications 
[250, 25 11. Similar fractional volume 
changes and pretransitional effects, but 
higher transition enthalpies and entropies, 
compared with the nematic/isotropic transi- 
tion, were found [ 181 - in some disagree- 
ment with theory [252,253]. The transition 
from the high-viscosity D,, phase into the 
isotropic phase was reported to show an in- 
crease in density [21]. The density within 
homologous series decreases with increas- 
ing alkyl chain length [87]. Further data are 
available [254]. 

6.2.2.5 Lyotropics and Anhydrous Soaps 

Density behavior at phase transitions in lyo- 
tropic or micellar mesophases [ 110, 
255-2571 are found to be less pronounced 
than in thermotropic mesophases (for exam- 
ple, there is no discontinuity at the N/Is tran- 
sition in DACl/NH,Cl/H,O [257], and there 
is a 0.01 2% volume change at the N/Is tran- 
sition in CsPFO/H20 [ 1 lo]). Several publi- 
cations [38, 110, 258-2601 have discussed 
the system cesium pentadecafluoroocta- 
noate (CsPFO)/water, where decreases in 
volume were found at the lamelladnematic 
and nematic/isotropic transitions [258, 
2591. This was interpreted in terms of sig- 
nificant changes in the micellar structure 
during the transitions. Several explanations 

for this observation were attempted [38, 
2601. Effects of additional electrolytes on 
the density in these systems have been dis- 
cussed [ 1101. The older literature also refers 
to density studies in anhydrous surfactants 
[261-2701, for example, in alkali metal 
stearates, laurates, and palmitates. Finally, 
we mention reports of density measure- 
ments on mesophasic systems involving li- 
posomes and membranes [271, 2721. 

6.2.2.6 Polymeric Liquid Crystals 

Density measurements in liquid crystalline 
polymeric systems have rarely been report- 
ed. Density scans of A/N transitions in liq- 
uid crystalline side-chain polysiloxanes 
[147] and of N/Is transitions in side-chain 
polysiloxanes and polymethacrylates [273] 
have been published. Increased densities 
and lower expansion coefficients compared 
with corresponding low molecular weight 
model systems were found, and a van der 
Waals analysis has been given [273]. One 
main-chain polybenzoate was tested in so- 
lution [274]. 

6.2.2.7 Further Studies 

Density and its changes at phase transitions 
have been the subject of molecular theories 
[275-2801. It is also an important parame- 
ter in molecular dynamics (MD) studies. 
Two examples are an MD study of the den- 
sity dependence of diffusion coefficients in 
nematic phases [28 11 and simulations of the 
density dependence of orientational order 
in nematics using a Gay-Berne potential 
[282]. Further explanations and references 
are given in Chap. 111. 

Investigations of the density and expan- 
sion coefficients in mesogens, in connection 
with data from other experiments, and 
especially in the transition regions have 
been described [61, 82, 108, 129,234,235, 
283-3091. 
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relates two intensive properties. The authors 
were able to show that the only occurrence 
of intensive properties conveniently permits 
a significant miniaturization of the appara- 
tus. Furthermore, a theoretical estimate of 
the pressure changes in the chamber when 
heated or cooled beyond first-order phase 
transitions was carried out. This was com- 
bined with first experimental data from 
scans of MBBA, EBBA and Octylcyano- 
biphenyl, which indicated that the sensitiv- 
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ity of the method was sufficiently high to 
detect phase transitions which proceeded 
with only 0.06% fractional volume change. 
The authors suggested to name this appara- 
tus metabolemeter, from pczapokq (trans- 
formation) and ~ L E T P O V  (to measure). 

Several publications showed its useful- 
ness by describing phase transitions in meso- 
genic materials with a rich polymorphism 
[2-4]. Liquid-crystalline polymorphism of 
chiral compounds, having multicritical 
points [5, 61, as well as mesogens with dis- 
cotic or pyramidic molecular geometry, and 
re-entrant behaviour [7-111 were subject to 
thermobarometric analysis (TBA). Further- 
more, the metabolemeter proved its useful- 
ness in studies of binary mixtures of meso- 
gens [ 121, and in polymer research [ 13, 141. 

An overview of the construction is given 
in Fig. 1. Additionally, Fig. 2 shows a sche- 
matic representation of the sample cell. The 

/- 

following description bases on the informa- 
tions given by the authors [ l]. 

To verify simultaneous recording of sam- 
ple pressure and temperature, a rigid but di- 
latable cell is used. This cell can be heated 
and contains a pressure transducer and a 
thermometer. The pressure transducer used 
is a HEM 375-20000-Kulite International. It 
has a flushing sensible metallic membrane, 
a working temperature range between 
-55°C and 260"C, and a maximum sustain- 
able pressure of 1700 bar. The cell is com- 
posed of a crucible (3) in which is machined 
a cavity (4) giving a sample volume of 
5.97 mm3. The pressure transducer (1) cov- 
ers the upper part of the measurement cell. 
For successful measurements, sensor and 
crucible have to be aligned parallel to each 
other in order to tightly close the chamber 
for measurement. The hemispheric shape of 
the crucible together with its placement on 

8 

15 

8 

15 

17 

11 
9 

10 

16 

1 

Figure 1. Schematic representation of the metabolemeter (initial design). The following parts are indicated by 
numbers: (1) pressure transducer (Kulite International, HEM 375 20000), (2) flushing sensible membrane, 
(3) crucible (174-PH stainless steel), (4) chamber (6 mm3), ( 5 )  tin joint, (6) crowned insensible surface of 
the head transducer, (7) plane surface of the crucible, (8) pressure sensor support, (9, 10) horizontal translation 
movements, (1 1) steel balls, (12, 13) aluminium plates, (14) vertical translation movement, (15) centring cone, 
(16) screw, (17) temperature sensor. (Reproduced from [ 11 by permission of Gordon and Breach Science Pub- 
lishers, Inc) 
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ball bearings (1 1 ) and aluminium plates (1 2) 
and (13), is intended to solve this problem. 
When the lower part is moved towards the 
stationary upper part, the centring cone (15) 
moves the crucible into the right position, 
without sliding. Another essential point is 
to guarantee a homogenous deformation of 
the chamber during measurements. There- 
fore, the cell is constructed of the same ma- 
terial as the pressure sensor (17-4-PH 

Figure 2. Schematic 
representation of the 
scanning numerical me- 
tabolemeter metallic 
sample cell. (1) pressure 
transducer, (2) steel cru- 
cible, (3) cavity, (4) steel 
cover, ( 5 )  set screw, (6) 
annular joint, (7) heater 
(8) fan, (9) steel stand, 
(10) glass housing. (Re- 
produced from [lo] by 
permission of SociCtC 
Franpise  Physique). 

1 K min-' were achieved [3]. The signals 
which come from the thermometer and the 
pressure transducer, are respectively trans- 
mitted to the X- and Y-inputs of a recorder, 
or can be fed into a computer, giving the 
thermobarograms. 

The apparatus has been further developed 
into a scanning numerical metabolemeter 
[11, 15, 161. 

stainless steel). A tin joint (5) insures tight- 6.2.3.1 Thermobarograms 
ness when exposed to pressures. This mate- 
rial also introduces an upper limit to the 
available temperature, being at 230°C, be- 
yond which the tin melts. Later studies ex- 
tended the temperature range to 270°C, 
marking the maximum working temperature 
of the pressure transducer, by using a gold 
joint [3]. Also, attempts were made to ob- 
tain tightness of the cell up to 2500 bar [ 131. 
The apparatus is hermetically closed by ver- 
tical motion (14) of the lower part by means 
of a screw (16), located at the base of the 
apparatus. The cell then can be heated with 
an oven, and the temperature is measured 
with a platinum resistance thermometer 
(1 7). Configured in the described way, heat- 
ing rates of 5 K min-', and cooling rates of 

Plots which are produced by TBA, so-called 
thermobarograms, are similar and related to 
the pressure-temperature phase diagrams 
which are commonly used to express equi- 
librium between phases. However, the first 
and main difference between such a phase 
diagram and a thermobarogram is that the 
latter also shows out-of-equilibrium states. 
An estimate [ 11 from literature data leads to 
the result, that in between phase transitions, 
the slope is often less than 13 bar K-I, 
whereas it is higher than 26 bar K-' at first- 
order phase transitions for most cases. 
Hence, these phase transitions express them- 
selves in a thermobarogram by noticable 
slope changes. The second difference be- 
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tween a phase diagram and a thermobaro- 
gram is the choice of the pressure variable. 
Phase diagrams depict the absolute pressure 
at equilibrium as a function of phase transi- 
tion temperature. In contrast, thermobaro- 
grams show pressure differences evolving 
with the temperature, which is not necessar- 
ily the phase transition temperature at equi- 
librium. Therefore, experiments can be 
started at different temperatures: close to, or 
far from phase transitions. The zero pres- 
sure difference then always starts with am- 
bient pressure, but the trajectory in the phase 
diagram is different for every case. When 
crossing phase transitions in this way, one 
finally is able to piece together the phase di- 
agram from several different thermobaro- 
grams. Figure 3 illustrates this procedure 
for the example of HBPD [3]. 

J APlkbar 

I / e  

I .  

I I 
I 

147 150 153 170 188.3 
TemperatunPC 

Figure 3. Generation of a pressure-temperature 
phase diagram from thermobarograms of HBPD. Re- 
produced from [3] by permission of Gordon and 
Breach Science Publishers, Inc. Sequence of four ther- 
mobarograms (a-d) showing the K,-S,, and SH-SG 
phase transitions. The fifth curve indicates the triple 
point K,-K,-SG (HBPD was shown to have three dif- 
ferent solid phases) 

It was shown [ 11 that an assessment of the 
isothermal pressure increment (A&-, occur- 
ing at phase transitions in the thermobaro- 
grams, is possible. Assuming fractional 
volume changes AVlV,,, of 6%, 0.6%, and 
0.06%, which are realistic (see Sect. 6.2.2 
of this chapter), together with reasonable as- 
sumptions about the other parameters give 
pressure increments of 1600 bar maximum, 
and 12 bar minimum, which are well in the 
range of the sensitivity of the pressure trans- 
ducer. Furthermore, the influence of respi- 
ration (incurvation variation of the mem- 
brane) as a source of error has been dis- 
cussed [ 11. Respiration increases the cavity 
volume v,, and decreases the observed pres- 
sure increment, setting a lower limit to sam- 
ple cell minimization. It was found that for 
6% relative volume change, and a cavity 
volume of 6mm3, independence of (A& 
from v, occured. A drop in cavity size to 
0.4 mm3 leaves the pressure increment still 
higher than 90% of the maximum value for 
large cavity volumes. During data evalua- 
tion, the expression for the pressure incre- 
ment provides the possibility to calculate 
fractional volume changes and phase tran- 
sition enthalpies [2]. 

In blends, incompatibility between two 
mesogenic compounds A and B in the crys- 
talline state, decrease of the melting temper- 
ature and eutectic point formation cause 
more complexity in the thermobarograms. 
For the case of the perfect solution Buisine 
[17], and Buisine and Billard [12] derived 
mathematical relations which allow calcu- 
lation and understanding of thermobaro- 
grams of blends and estimation of the de- 
tectability of phase transition effects. Using 
these relations, pressure increments of 
238 bar and 768 bar were estimated, which 
are well in the range of detectability of the 
metabolemeter, for the eutectic melting and 
the dissolution of the majority component, 
respectively. According to [ 121, the eutec- 
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tic melting is reflected in the thermobaro- 
gram by a slope of approximately 40 bar K-' 
which is similar to the melting of the pure 
components. The subsequent dissolution 
starts with a drop of slope to 15 bar K-', and 
proceeds by increasing up to around 33 bar 
K-I. Further equations were given [12] 
which model pressure increments and 
slopes for fluid - fluid phase transitions in 
blends. It could be shown that, for example, 
the slope always has to be positive. For the 
simple case of horizontal curves of coexis- 
tence in the isobaric temperature-concen- 
tration phase diagram, the slope becomes 
definetely bigger than the out-of-transition 
slope. Also, its value stays always smaller 
than that of the corresponding transitions in 
the pure compounds. Deviations from the 
horizontal shape of the coexistence curve 
in the phase diagram, and a consequent 
widening of the spindle, decrease the slope 
value. Estimates for the pressure increments 
at several different fluid-fluid transitions 
are compiled from [12], and summarized in 
Table 1. In some cases, new phases were 
discovered and identified. Also, phase tran- 
sitions of weakly first order [3] or second 
order [6], and glass transitions [13] were de- 
tected. A general introduction into theory 
and practice of TBA has been given by Bui- 
sine [17, 181. 

Table 1. Estimated typical values for the thermo- 
barometric pressure increments at different fluid- 
fluid phase transitions (compiled from [ 121). 

Transition API (bar K-') 

Smectic- Ahematic 20 

Nematic/isotropic, 
or smectic-Chematic 30 

Highly organized mesophase/ 40 
smectic-A (C), or highly 
organized mesophasehematic 

highly organized mesophase 
Highly organized mesophasel 150 

As an example we mention the TBA re- 
sults for the binary system 4-methoxy-4'- 
nonyltolane (MNT)/4-methoxy-4'-ethylto- 
lane (MET). This system has only one ne- 
matic phase, and has been described previ- 
ously [19]. Figure 4 shows the thermobaro- 
gram, as obtained on heating from a blend, 
containing 11.9 wt% MET. The melting at 
32°C under atmospheric pressure, and 
TN.I at 63.5"C under 500 bar, are visible. 
The dissolution process of excess MNT 
crystals starts with a slope of 6.2 bar K-', 
and continously develops to a slope of 
13.6 bar K-'. The nematic dilatation begins 
with a faint change of slope at 60"C, under 
450 bar. 

Finally, we note that the further develop- 
ment of TBA was not restricted exclusive- 
ly to the phase characterization of liquid 
crystals. Since 1988, a more exended use in 

APlbar 

600. 

300. 

MNT + 11.9% MET I 
I , 
I mtotal= 1 mg 

/ 1 Liquid 
dilatation 

MNT crystals 
dissolution 
MNT crystals 
dissolution 

Nfls 
Transition 

30 50 70 90 
TemperaturePC 

Figure 4. Thermoharogram on heating for the mix- 
ture MET/MNT with 11.9 wt% MET. Sample weight 
was 1 mg. Sequence of phase transitions: eutectic 
melting, crystal dissolution of excess MNT, nematic/ 
isotropic phase transition. Reproduced from [ 121 by 
permission of Gordon and Breach Science Publishers, 
Inc. and OPA Ltd 
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polymer science, paraffin and bitumen re- 
search, and in the characterization of react- 
ing systems has been reported [20], under- 
lining the versatility of the apparatus. 
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(Fig. 1). Liquid crystalline phases can dis- 
appear with increasing pressure and appear 
again at still higher pressures. Thus there ex- 
ists a valuable tool for influencing the phase 
behavior of liquid crystals. 

6.2.4.1 Introduction 

By application of hydrostatic pressure the 
liquid crystalline range of existence can be 
varied: it can be increased, decreased (in the 
extreme case suppressed) or induced at all 
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Figure 1. Experimental pressure-temperature phase diagrams for 4-methoxybenzoic acid (a) and 4-ethoxyben- 
zoic acid (b) showing the solid-nematic-isotropic and solid-smectic-nematic triple points. (From [ 191, repro- 
duced by permission of Indian Academy of Sciences.) 

Pressure plays an important role in the 
field of critical phenomena in liquid crystal 
systems. Contrary to investigations at at- 
mospheric pressure where, for instance, the 
composition of a mixture must be varied, 
single compounds can be observed only by 
increasing the pressure. 

The measurement of the pressure depen- 
dence of a physical property of a liquid crys- 
talline phase at constant temperatures offers 
the advantage of studying only the influence 
of density without temperature effects. 

6.2.4.2 Phase transitions at High Pressures 

Phase transitions involving liquid crystal- 
line phases have been the subject of experi- 
mental work for many years. By 1899 Hu- 
lett [ 11 had already investigated 4,4’-bis- 
methoxy-azoxybenzene, 4,4’-bis-ethoxy- 
azoxybenzene and cholesteryl benzoate up 
to 30 MPa. After a long period of inactivity 

in this field, in 1926 Puschin and Greben- 
schtschikow [2] studied 4,4’-bis-methoxy- 
azoxybenzene up to 250 MPa, and in 1938 
Robberecht [3] studied cholesteryl pentano- 
ate and cholesteryl hexanoate up to 76 MPa. 

For an indication of a discontinuous 
phase transition each physical quantity can 
be used in principle which is changed sen- 
sitively enough by the phase transition also 
at higher pressures. The detection methods 
for a continuous phase transition are natu- 
rally restricted. 

Experimental Techniques 

Differential Thermal Analysis (DTA)/ 
Differential Scanning Calorimetry (DSC) 

DTA and DSC are often utilized for detect- 
ing liquid crystalline phase transitions, 
which are associated with low transition en- 
thalpies. 
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After the first measurements of Garn [4] 
up to 1 MPa, Reshamwala and Shashidhar 
[S] designed a DTA device with a coaxial 
cell working up to 750 MPa. The sample 
was enclosed in Teflon and thus totally sep- 
arated from the pressure-transmitting medi- 
um. 

Herrmann and coworkers [6] developed 
a DTA apparatus with a diamond anvil cell 
for measurements up to 300 MPa. For meas- 
uring the temperature difference between 
sample and reference cell the thermocou- 
ples are soldered into two blind plugs. The 
samples are encapsulated in lead, indium or 
nickel cells. 

Sandrock, Bartelt and Schneider [7, 81 
later on used a microcomputer-assisted 
apparatus with a pressure range up to 
1000 MPa. It consisted of a twin autoclave. 
The sample is encapsulated in a lead or in- 
dium cup. 

Investigations of phase transitions with 
DSC [9] are advantageous when, aside from 
the phase boundary lines, enthalpy changes 
of the transitions shall be determined. Us- 
ing the transition enthalpies and the slopes 
of the transition curves the volume changes 
accompanying the transitions can addition- 
ally be calculated by means of the Clau- 
sius-Clapeyron equation. 

Garland [ 101 developed an a.c. calorime- 
ter technique for the study of second-order 
phase transitions. The device works up to 
300 MPa and requires only a small sample 
(50-100 mg). In [lo] two versions of this 
calorimeter are described: a manually oper- 
ated calorimeter with a computerized data- 
acquisition system, and a fully computer- 
ized calorimeter which can work in a scan- 
ning mode. 

Optical Methods 

A simple method for detecting phase tran- 
sitions is the optical transmission technique 

[ 1 I]. The transition is indicated by a discon- 
tinuity in the intensity of transmitted light 
or a change in its pressure dependence. The 
measuring substance is contained in an op- 
tical high pressure cell which is usually 
sealed by two sapphire windows. In many 
cases the sample is filled into a special cu- 
vette which in the pressure chamber is sur- 
rounded by the pressure transmitting not 
light absorbing fluid [12, 131. The pressure 
then is transmitted to the contents of the cu- 
vette by a variety of devices (e.g. bellows, 
shrinking hose, thin-walled tube). 

A diamond anvil cell can also serve as 
an optical high pressure cell [14]. Transi- 
tions between liquid crystalline phases 
which exhibit optical activity can be indi- 
cated by jumps in the angle of optical rota- 
tion [ 151. 

The characteristic behavior of the selec- 
tive light reflection (e.g. of a cholesteric 
phase near a smectic A phase) can be used 
to observe the transition of phases. In some 
cases a distinction between a discontinuous 
and a continuous smectic A-cholesteric 
phase transition is possible [ 161. 

Often a phase transition between two liq- 
uid crystalline phases is associated with a 
change in texture, which is characteristic for 
a special phase. The observation of the sam- 
ple in the high pressure optical cell by a po- 
larizing microscope then offers the advan- 
tage not only of detecting the phase transi- 
tion but also of identifying the type of the 
involved liquid crystalline phases [ 13, 171. 

The apparatus described in [18] allows 
not only the observation of the sample with 
a polarizing microscope but also includes 
the application of optical spectroscopy elec- 
trooptic and electrical measurements. 

A multipurpose and a constant sample 
thickness cell can be used alternatively as 
specimen cells. In the first case the pressure 
transmitting medium is argon. Samples 
which are affected by argon then are con- 



358 6.2 Experimental Methods and Typical Results 

tained between two sheets of glass sealed 
with PTFE. The latter arrangement, howev- 
er, has the disadvantage of a layer thickness 
which varies with pressure. If the sample is 
not affected by argon, it can be placed in an 
open cell which consists of two panes of 
glass with 10 pm thick stainless steel spac- 
ers or even it can be observed as a free- 
standing film. 

The pressure transmitting medium in the 
case of the constant sample thickness cell is 
oil. The sample is contained in a small res- 
ervoir, the deformable bottom (copper 
membrane) of which transmits the pressure 
to the specimen. The observation is per- 
formed in such a way that the layer thick- 
ness is not influenced by the deformation of 
the copper membrane. 

Very special methods of detecting phase 
transitions include the following. 

Normal Behavior (including pressure- 
induced and suppressed behavior) 

For facilitating the survey of the numerous 
publications concerning phase transitions 
the latter are classified by the method of ex- 
amination. The letter after the reference 
gives the types of the liquid crystalline phas- 
es which are involved in the transitions in- 
vestigated. The different smectic phases are 
all listed under the symbol S; if only transi- 
tions between smectic phases were observed 
see letter k. In the cases of twisted-grain- 
boundary phases (TGB), cholesteric phases 
(N*) and blue phases (BP) their symbols are 
positioned beside the reference number 
of the literature and the referring letter. The 
letters mean the following combinations 
of phase transitions: (a) N-I; (b) S-I; 
(c) S-N-I; (d) Cr-N-I; (e) Cr-$1; 
(f) Cr-S-N-I; (g) S-N; (h) Cr-N; 
(i) Cr-S-N; (j) Cr-S; (k) S-S. 

Differential Thermal Analysis (DTA) 

[19] - c, f (N”): Whereas the nematic range 
of 4,4’-bis-n-(heptyloxy)-azoxybenzene is 
extended by increasing pressure, that of the 
SmC one disappears at a pressure of about 
668 MPa. 

The cholesteric range of cholesteryl oleyl 
carbonate increases with pressure. There is 
evidence of a tricritical point. In the case of 
methoxy- and ethoxybenzoic acid a pres- 
sure-induced nematic and a smectic phase 
are observed. 

[20] - f: The DTA measurements of 4-n- 
hexyloxyphenyl-4-n-decyloxybenzoate are 
combined with microscopic observations 
of the sample in a diamond anvil cell. A 
SmA-SmA phase transition is supposed to 
occur. Monotropic SmB and SmE phases are 
observed. 

[21] - e, f: The SmC phases of the three com- 
pounds di-(4’-n-octyloxyphenyl)-trans-cy- 
clohexane- 1,4’-dicarboxylate), 4-n-nonyl- 
oxybenzoic acid and n-pentyl-4(4’-n-de- 
cyloxybenzylideneamino) cinnamate ex- 
hibit a different temperature dependence of 
the tilt angle in all three cases but the same 
pressure behavior: the SmC phases are sup- 
pressed at higher pressures. 

[22] - d, f: The experimental values for the 
slopes of the nematic-isotropic phase 
boundary lines dTldp of the first six homo- 
logs of the 4,4’-di-n-alkoxyazoxybenzene 
are in good agreement with those calculat- 
ed from the Clausius-Clapeyron equation. 
The fifth and sixth homologs show in con- 
trast to the other ones additionally a smec- 
tic phase with an unusual pressure behavior. 

[23] - c (N”), d, f (N”): The monotropic ne- 
matic phase of 4-cyanophenyl-4-n-propyl- 
oxy-a-methyl cinnamate becomes enantio- 
tropic at 58 MPa and 86 “C. The cholester- 
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ic phase of cholesteryl nonanoate is sup- 
pressed at 285 MPa and 196 “C. All transi- 
tions of cholesteryl tetradecanoate remain 
enantiotropic up to 160 MPa. 4,4’-bis-n- 
butyl-azobenzene and 4-biphenyl-4-ethyl- 
benzoate exhibit a pressure-induced meso- 
phase. 

[24] - d, f: The pressure dependence of the 
phase transition temperatures of the pentyl 
to octyl homologs of the 4’-n-alkyl-4- 
cyanobiphenyls has been determined. The 
slopes of the nematic-isotropic phase 
boundary lines dTldp exhibit an alternation 
with the number of carbon atoms in the al- 
kyl chain. This is not the case for the Cr-N 
(or Cr-S)transition. The SmA-N transition 
of 4’-n-octyl-4-cyanobiphenyl becomes tri- 
critical at 268 MPa and 92.5 “C. 

[25] - d, e, f: 4-cyanophenyl-trans-4-n- 
butylcyclohexane- 1 -carboxylate, 4-n-pen- 
tylphenyl-trans-4-n-pentylcyclohexane- 1 - 
carboxylate, trans-4,4’-di-n-propyl- 1,l  -bi- 
cyclohexyl-cis-4-carbonitrile, trans-4-meth- 
oxy-4’-propyl- 1 , 1’-bicyclohexane, and trans- 
4-methoxy-4’-n-butyl- 1, 1’-bicyclohexane 
were investigated in the temperature range 
300-500 K up to 800 MPa. Some transi- 
tions of these compounds undergo a change 
from monotropic to enantiotropic behavior 
at higher pressures. An extended Simon 
equation reflects the influence of the chain 
length on the phase behavior of the homol- 
ogous series. 

[26] - c, d: The phase transitions of N-(4- 
methoxybenzylidene)-4-n-butylaniline, 
N-(4-ethoxybenzylidene)-4-n-butylaniline, 
N-(4-pentoxybenzylidene)-4-n-butylani- 
line, 4-ethoxybenzylidene-4-aminobenzo- 
nitrile, 4,4’-dimethoxyazoxybenzene, and 
4,4’-diethoxyazoxybenzene were followed 
to 300 MPa in the temperature range 
273 -550 K. From the experimentally deter- 

mined transition entropies at atmospheric 
pressure and the slopes of the obtained tran- 
sition curves the transition volumes were 
evaluated by means of the Clausius-Cla- 
peyron equation. 

[27] - d, f: The influence of saturation with 
helium, nitrogen, argon or argonhrbondi- 
oxid mixtures on the phase behavior of 4-n- 
hexyloxy- and 4-n-decyloxy-4’-cyanobi- 
phenyl was studied up to 270 MPa. The lat- 
ter compound exhibits a pressure-induced 
nematic phase above 35 MPa. 

The nematic and the smectic phases are 
destabilized by the saturation with the gases 
mentioned above. The pressure-induced ne- 
matic phase does not appear in the presence 
of the gases with the exception of helium. 

[28] - e, f: The phase transitions of tereph- 
thaldiylidene-bis-(4-n-octyl)aniline and 
terephthaldiylidene-bis-(4-n-dodecyl)aniline 
were observed in a diamond anvil cell up 
to 300 MPa in the temperature range 300- 
600 K. For identifying the different smectic 
phases (A, C, F, G, I) and detecting phase 
transitions of higher order a polarizing mi- 
croscope was used. For the SmA-SmC tran- 
sition line of the octyl member there seems 
to be a tricritical point at 110 MPa and 
5 12 K. At 23 MPa and 488 K a pressure-in- 
duced nematic phase appears. The dodecyl 
member shows a pressure-induced phase at 
80.5 MPa and 492 K, which is probably a 
SmA phase. For the butyl and pentyl mem- 
ber of this homologous series see [29] - f. 

[6] - d, f: The phase behavior of eight mem- 
bers of the homologous series of the 4,4’- 
bis-(n-alkoxybenzy1idene)- 1,4-phenylene- 
diamine (butoxy-, pentyloxy-, hexyl- 
oxy, heptyloxy, octyloxy, dodecyloxy-, tri- 
decyloxy-, tetradecyloxy-) are observed up 
to 300 MPa. The nematic phase of all mem- 
bers is stabilized by increasing pressure. 
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This is confirmed of a pressure-induced ne- 
matic phase in the case of the tri- and tetra- 
decyloxy members. The pressure behavior 
of the particular smectic ranges (C, G, H, I) 
is very complex. Some smectic phases van- 
ish at higher pressures. Two compounds in- 
vestigated additionally: 4-n-octyloxy-4’- 
cyanobiphenyl and 4-cyanobenzylidene-4’- 
n-octyloxy aniline and their mixtures show 
pressure-induced nematic re-entrant behav- 
ior. 

[30] - d: 4,4’-bis-methoxy-azoxybenzene 
was studied up to 200 MPa. The slopes of 
the phase boundaries obtained are compared 
with those calculated from the Clausius- 
Clapeyron equation. 

[31] - d: The clearing temperatures of nu- 
merous nematic 2-substituted hydroqui- 
none-bis-(4-substituted benzoates) could be 
measured up to 500 MPa. The N-I phase 
transition curves are strongly nonlinear and 
can be described by a modified Simon- 
Glatzel equation. A preferred orientation 
of the lateral substituents parallel to the 
molecular long axis was expected to be 
strengthened by increasing pressure. The 
latter effect should manifest itself in en- 
hanced values of the slopes of the transition 
lines. However, despite the strong deviation 
of the compounds from the ideal rod-like 
shape, the data are similar to those of clas- 
sical nematics. 

[32] - d: The DTA measurements were com- 
bined with a method which allows record- 
ing of dielectric losses. The pressure depen- 
dence of the clearing and melting tempera- 
tures of 4,4’-bis-methoxy-azoxybenzene 
and N-(4-methoxybenzylidene)-4-n-butyl- 
aniline could be determined up to 700 MPa. 

[33]: Pressure-temperature phase diagrams 
of the disc-like mesogens benzene-hexa-n- 

hexanoate and benzene-hexa-n-octanoate 
are presented up to 200 MPa and 110 “C. 
Both compounds exhibit one mesophase. 
The mesophase of the latter compound is 
bounded about 140 MPa. 

[34] - d: The phase diagram of 4-(trans-4- 
pentyl-cyclohexy1)-benzonitrile is present- 
ed up to 260 MPa and 97 “C. Dielectric stud- 
ies were performed in the nematic phase in 
the pressure range 0.1 - 140 MPa, the fre- 
quency range 1 kHz-13 MHz and the tem- 
perature range 38-77°C (in the isotropic 
phase up to 45 MPa). 

Differential Scanning Calorimetry (DSC) 

[35] - f (N*): In order to examine if there is 
a tricritical point on the SmA-N* transition 
line of cholesteryl tetradecanoate the corre- 
sponding phase transition enthalpy was 
measured up to 300 MPa in the temperature 
range 300-600 K. The pressure-tempera- 
ture phase diagram was obtained by DTA. 

[36] - d: Numerical data for the transition 
temperatures, enthalpies, entropies and vol- 
umes are presented for the N-I and two 
Cr-N phase transitions of N-(4’-ethoxy- 
benzylidene)-4-n-butylaniline. The mea- 
surements were performed up to 250 MPa. 

[37]: Simultaneous measurements of the 
rate of heat evolution and volume changes 
by phase transitions were carried out with a 
pressure-volume-temperature controlled 
scanning calorimeter up to 175 MPa. No 
pressure-temperature phase diagram for 
the compound under test 4-n-pentylphenyl- 
4-n-decyloxythiobenzoate, which has a ne- 
matic and three smectic phases, is given. 

Optical Transmission Technique 

[38] - i: The effect of pressure on the phase 
transitions in the seventh to tenth homologs 
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of 4-alkoxy-4-(4'-nitrobenzoyloxy)-benzo- 
ates (DB.LO.NO,) was investigated up to 
260 MPa and 200°C. The pressure does not 
cause any peculiarities for the k = 7  and 8 
homologs, which have a SmA and SmC 
phase. Only both SmC phases are suppressed 
at higher pressures. The k = 9 and 10 homo- 
logs, however, exhibit a very complex re- 
entrant phase behavior. 

[39] - i, f: The phase transitions of four pure 
compounds with strongly polar terminal 
groups (CN or NO,) and two binary mix- 
tures of components with these groups are 
observed up to 400 MPa and 190 "C. In all 
cases the partially bilayer SmA, is bounded, 
while the nematic phase is stabilized with 
higher pressures. Furthermore some com- 
pounds show re-entrant nematic behavior. 

[40] - f, g, i: The pressure-temperature 
phase diagrams of 4-n-pentylphenyl-4-n- 
heptyloxy-thiobenzoate and 4-n-pentylphe- 
nyl-4-n-octyloxy-thiobenzoate and their 
mixtures are given up to 350 MPa and 
130 "C. While in all cases the stability of the 
SmA phase is increased by increasing pres- 
sure, the SmC phase of the pure compounds 
gets bounded at higher pressures. 

[41] - b, e, k: The phase behavior of three 
ferroelectric compounds, the eighth and 
tenth homologs of 2-methylbutyl-N-(4-n- 
alkoxybenzylidene)-4-amino-cinnamate 
and 2-chloro-propyl-N-(4-n-hexyloxyben- 
zylidene)-4-amino-cinnamate was studied 
up to 400MPa and 175°C. All the three 
compounds possess three smectic phases: 
SmA, SmC* and SmI*. The chiral 
C phases of both homologs are suppressed 
at higher pressures. The pressures and tem- 
peratures where these phases disappear 
are 170 MPa, 115 "C and 380 MPa, 162 "C, 
respectively. They are quite different, al- 
though their transition temperatures at at- 

mospheric pressure are nearly the same. A 
suppression of the SmC* phase of the third 
compound is supposed only about 800 MPa. 

[ l l ]  -a  (N*), c, d: The pressure dependence 
of the melting and clearing temperatures of 
numerous 4.4' disubstituted azobenzenes, 
azoxybenzenes and benzylideneanilines are 
determined up to 250 MPa and 150°C. 
Only the clearing temperatures are given for 
cholesteryl oleyl carbonate and cholesteryl 
geranyl carbonate up to 300 MPa and 
150 "C. For the mathematical description of 
the pressure dependence of the phase tran- 
sition temperatures the melting point equa- 
tion of Simon-Glatzel in the modified form 
of Kraut and Kennedy is successfully ap- 
plied. 

[42] - c (N*): The effect of pressure on the 
phase transition temperatures of cholesteryl 
oleate, cholesteryl linoleate and cholesteryl 
linolenate was studied up to 100 MPa and 
80 "C. The transition volume of the Sm-N* 
transition increases with the number of the 
double bonds in the molecule, while that of 
the N*-I transition shows little effect. 

[20] - f (see DTA) 

[43] - a: Turbidity measurements in the 
isotropic phases of N(4-methoxybenzyli- 
dene)-4-n-butylaniline, N-(LF-ethoxybenzy- 
lidene)-4-n-butylaniline, and N-(4-cyano- 
benzylidene)-4-n-nonylaniline were per- 
formed up to 120 MPa and 1 10 "C. N-I tran- 
sition parameters for the three compounds 
as clearing pressure, temperature, and order 
parameter are presented in tabular form. 

[44] - d (N*): The N*-I and Cr-I tran- 
sitions of cholesteryl stearate are observed 
up to 80 MPa and 103 "C. The transitions 
are monotropic with respect to the solid 
phase. 



362 6.2 Experimental Methods and Typical Results 

[45] - a (N*, BP): The BPIII-I, BPI-BPII, 
and N*-BPI transitions of 4-(2-methylbu- 
tylphenyl)-4’-(2-methylbutyl)-4-biphenyl- 
carboxylate were recorded up to 120 MPa 
and 170°C. The phase boundaries in the 
pressure-temperature diagram are linear. 

Optical Microscopy 

[20] - f: The optical microscopy studies 
were combined with DTA measurements. 
Compounds and pressure-temperature 
range are therefore described in the DTA 
subsection. 

An opposed diamond anvil cell was used 
as a high pressure optical cell. For getting 
good textures a 0.1 mm thick gasket made 
of hardened steel was used. A Sm-N tran- 
sition is identified by a change from the 
Schlieren to the focal conic texture with 
ellipses. The monotropic SmB phase shows 
a mosaic texture. 

[14] - f: A diamond anvil cell was used as 
a high pressure optical cell. The pres- 
sure-temperature phase diagram of trans-4- 
n-propyl- 1 -(4-n-butoxyphenyl)cyclohex- 
ane is given up to 1600 MPa and 277 “C. The 
compound exhibits a pressure-induced N 
and SmB phase. The phases were identified 
by their textures. 

[46] - e, f: Pressure-temperature phase di- 
agrams of N-(4-n-butyloxybenzylidene)-4- 
n-octylaniline and n-hexyl-4-n-pentyloxy- 
biphenyl-4’-carboxylate are presented up 
to 300 MPa and 150 “C. Both compounds 
possess in addition to a SmA phase a SmB 
phase. One B phase is liquid (hexatic B) the 
other one crystalline in nature. The neigh- 
boring SmA phase of the latter one is bound- 
ed above 194 MPa, while the other A phase 
remains stable with increasing pressure. To 
explain this differing behavior a model is 
suggested. 

[47] - c: The phase transitions of a racem- 
ic composition of 4-(2’-methylbuty1)phe- 
nyl-4’-n-nonyloxybiphenyl-4-carboxylate 
were observed up to 220 MPa and 200 “C. 
The phase boundaries are extremely linear. 
The compound under test has five smectic 
phases: A, C, I, G and H. 

[48] - f: The phase diagrams of 4,4‘-bis-n- 
decyloxytolane and 3P-n-tetradecyl-(Sa)- 
cholestane are presented up to 400 MPa and 
160°C. While in the case of the former com- 
pound the SmA and nematic phase dis- 
appear at higher pressures, these phases are 
stabilized by increasing pressure in the case 
of the latter compound. This contrary effect 
of pressure is related to the different dipole 
moments of both compounds. 

[49] - f: The phase transitions of 4-n-octyl- 
4-cyanobiphenyl and 4-n-octyloxy-4-cya- 
nobiphenyl are observed up to 500 MPa and 
140°C. The SmA phase of the latter com- 
pound is a bilayer SmA and is destabilized 
by increasing pressure. 

[50] - d: The pressure-temperature phase 
diagrams of the 4-n-butyl-, 4-n-heptyl- and 
4-n-nonyl-4-methoxy-tolanes are presented 
up to 400 MPa and 140 “C. The compounds 
exhibit no peculiarities. 

[18] - a, b (TGB): For testing their appara- 
tus the pressure-temperature phase dia- 
grams of 4’-n-pentyl-4-cyanobiphenyl and 
1 -methylheptyl-4’-(4-n-tetradecyloxyphenyl- 
propioloyloxy)biphenyl-4-carboxylate are 
determined up to 60 MPa and 370 K. The 
latter compound exhibits a TGB, phase 
which is suppressed at 25 MPa. The TGB,-I 
phase boundary line shows a negative gra- 
dient. The measurements could be con- 
firmed on the free-standing film. 
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Barometric Method 

This method allows study of first- and sec- 
ond-order phase transitions of pure com- 
pounds. The mesogenic sample is enclosed 
in a rigid but dilatable metallic cell. The 
sample pressure and temperature are simul- 
taneously recorded. The thermobarograms 
obtained exhibit a clear change of slope at 
the phase transition. The measuring appara- 
tus is called a metabolmeter and requires on- 
ly a very small amount of mesogen. 

[51] - d, e: For testing the barometric meth- 
od the pressure dependence of the phase 
transition temperatures of 4-n-octyl-4’-cyano- 
biphenyl and methoxy- and N-(4-ethoxyben- 
zylidene)-4-n-butylaniline are determined. 

[52] - f: For further testing the barometric 
method the SmA-N transition of 4-n-octyl- 
4’-cyanobiphenyl is additionally observed. 
This transition, associated with a very small 
transition volume, is detected as well. 

[53] - e, j: The pressure-temperature phase 
diagrams of bis-(4-n-heptyloxybenzyli- 
dene)- 1,4-phenylenediamine and tereph- 
thalylidene-bis-(4-n-decylaniline) are pre- 
sented up to 120 MPa and 200°C. In the 
case of the former compound the SmI-SmG 
and SmI-SmC transitions can be individu- 
ally observed. The SmG-SmF, SmI-SmF, 
SmC-SmA and SmA-isotropic transitions 
of the latter compound are all detectable. 

[54] - d, f: The method is extended to phase 
transitions of binary mixtures of 4-meth- 
oxy-4’-ethyltolane and 4-methoxy-4’-n- 
nonyltolane as well as of terephthaldiyli- 
dene-N,N’-bis-( 1 -methyl-heptyl-4-amino- 
cinnamate) and N,N’-bis-(4-n-heptyloxy- 
benzy1idene)-pheny lene- I ,4-diamine. 

[55] - f (TGB, N*): The phase transitions 
of two homologs ( n  = 16 and n = 18) of the 

4-(3-fluoro-4(R)- or (S)-methylhepty1oxy)- 
4-(4-fluorobenzoyloxy)-tolanes were stud- 
ied up to 140 MPa and 125 “C. Both com- 
pounds have a TGB, phase which is stabi- 
lized by increasing pressure. The n = 18 ho- 
molog exhibits a pressure-induced choles- 
teric phase resulting in a TGBA-N*-I triple 
point. 

[56] - discotic: The pressure-temperature 
phase diagrams of two disc-like mesogens 
are presented up to 90 MPa and 170 “C. 
The compounds investigated are (-)-2.3.6. 
7.10.1 l-hexa-[S-(3-rnethyl)-n-nonanoyl- 
oxyl-triphenylene and 2.3.6.7.10.1 l-hexa- 
(n-dodecanoyloxy) triphenylene. The tran- 
sitions between both columnar mesophases 
of the first compound and between the Do, 
hexagonal and rectangular columnar meso- 
phases of the second one can be detected. 

Selective Light Reflection 

Chiral mesogens can reflect light within a 
narrow region of wavelength. The reflection 
is represented by the wavelength of maxi- 
mum light reflection, which shows a char- 
acteristic pressure and temperature behav- 
ior near and at a phase transition point. The 
light reflection causes a quasiabsorption and 
in the most cases therefore is measured by 
an absorption spectrophotometer. 

[57] - a (N*, BP): The measurements were 
performed with cholesteryl nonanoate up to 
115 MPa and 137 “ C .  The BP,,-BPI,, tran- 
sition is detected by a disappearance of the 
reflection band, the BPI-BPII and N*-BPI 
transitions by jumps in the wavelength of 
maximum reflection. 

[58] - g (N*): The SmA-N* phase transi- 
tions of four cholesteryl n-alkanoates, the 
cholesteryl decanoate, tridecanoate, penta- 
decanoate and heptadecanoate are observed 
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up to 260 MPa and 130 "C. Since the wave- 
length of maximum light reflection is direct- 
ly proportional to the pitch of the cholester- 
ic phase, the pressure behavior of the reflec- 
tion wavelength corresponds to that of the 
pitch. If the n-alkyl chain is not too short, 
the cholesteric phase transforms into the 
SmA phase with a finite pitch. With increas- 
ing transition pressure this transition pitch 
is shifted to higher values till at a definite 
transition pressure the pitch is infinite. For 
the tri-, penta- and heptadecanoate this pres- 
sure is about 100 MPa. 

[59] - d (N*): The pressure-temperature 
phase diagrams of cholesteryl n-pentanoate 
and n-hexanoate are presented up to 
190 MPa and 150 "C. The pressure-temper- 
ature behavior of the wavelength of maxi- 
mum light reflection of both compounds re- 
veals no indication of a pressure-induced 
SmA phase, which was supposed for the 
pentanoate by other authors. For both com- 
pounds separate crystallization and melting 
curves were found. 

[60] - g (N*): The SmC*-N* phase transi- 
tion of 4-n-hexyloxyphenyl-4'-(2-methyl- 
butyl)biphenyl-4-carboxylate was studied 
up to 200 MPa and I15 "C. For the SmC* 
phase also light reflection measurements 
were performed. Probably because of the 
high viscosity of this phase the reproducibil- 
ity was low. No crossing over of the phase 
transition from first- to second-order was 
observed at higher pressures. 

X-ray 

[61] - j: The high pressure X-ray investiga- 
tions were performed with a high pressure 
X-ray camera equipped with two cone 
shaped X-ray windows made of boron sin- 
gle crystals. The apparatus works up to 
500 MPa and 120°C. The pressure depen- 

dence of the crystalline-SmG* melting tem- 
perature of 4-(2'-methylbutyl)phenyl-4'-n- 
octylbiphenyl-4-carboxylate is given (see 
also [62]). 

[63] - k: The high pressure X-ray measure- 
ments were carried out with an X-ray dif- 
fraction system equipped with a rotating 
anode and a bent quartz crystal. The patterns 
are registered with a stable position-sensi- 
tive X-ray detector. The sample is contained 
in a quartz capillary, which is located in a 
beryllium cylinder. The pressure is trans- 
mitted to the sample by a flexible Teflon bel- 
lows, which is connected to the upper part 
of the cylinder (for details see [64]). The 
thickness of the smectic layers (SmA, 
SmC*, SmI*) is studied as a function of 
pressure at different temperatures. While 
the layer spacing of a SmC phase with a ne- 
matic phase as neighbor is independent of 
pressure, that of a chiral C phase with a SmA 
phase as neighbor changes strongly as the 
pressure increases from the SmC*-SmA 
transition pressure. The compounds inves- 
tigated are 4,4'-bis(hepty1oxy)azoxyben- 
zene (no SmA phase) and 2-methylbutyl-N- 
(4-n-decyloxybenzylidene)-4-aminocinna- 
mate (with SmA phase). 

[65] - f (TGB, N*): The phase behavior of 
N-[4-((6-cholesteryloxycarbonyl)pentyl- 
oxy)benzylidene]-4-n-butylaniline was in- 
vestigated by a wide-angle X-ray scattering 
apparatus up to 100 MPa and 200 "C. The 
compound exhibits a complex phase se- 
quence with a TGB phase at atmospheric 
pressure. Only a few phase transitions 
(without TGB phase) can be observed at 
higher pressures. For details of the appara- 
tus see [66]. 

Nuclear Magnetic Resonance (NMR) 

[67] - d: The high pressure vessel was 
machined of nonmagnetic Cu-Be and 
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Cu-Ni alloys. The equipment works up to 
700 MPa. The pressure transmitting medi- 
um was purified helium gas. The NMR coil 
and the sample are contained inside a heat- 
ing tube. The N-I and the Cr-N transitions 
of 4,4'-bis-methoxy-azoxybenzene were 
observed up to 400 MPa and 2 10 "C. The or- 
der parameter of the nematic phase could be 
determined from a characteristic doublet of 
the NMR CW spectrum. The order parame- 
ter at the N-I transition is found to be con- 
stant up to 300 MPa. 

Optical Activity 

[15] - a (N*, BP): The optical rotation was 
determined by a half-shade polarimeter. The 
high pressure optical cell is similar to that 
of the optical transmission technique. 

All phase transitions involving blue phas- 
es (BPI, BPI,, BPnI) of S-(+)-4'-(2-methyl- 
butyl)phenyl-4-n-decyloxy and -dodecyl- 
oxy benzoate could be observed up to 
280 MPa and 103 "C. The decyloxy homo- 
log exhibiting all three blue phases at atmos- 
pheric pressure looses BPI, at 120 MPa. The 
dodecyloxy homolog only with BPI shows 
a pressure-induced BPI, already at lower 
pressures. A correlation between the pre- 
transitional behavior of the optical activity 
in the isotropic liquid phase and the phase 
behavior of the blue phases at high pressures 
is found. 

Re-entrant Behavior 

In 1975 Cladis discovered the sequence of 
phases nematic, smectic, and again nemat- 
ic at atmospheric pressure. The lower- 
temperature nematic phase was designated 
as the 're-entrant nematic' phase (Nre). By 
1977 Cladis [68] was successful in giving 
evidence of a pressure-induced 're-entrant 
nematic' phase (Fig. 2). The investigated 
compounds were cyano Schiff bases and 
cyanobiphenyls with terminal n-alkyl or 

n-alkoxy chains, which all were known (or 
suspected) to exhibit a bilayer SmA phase. 

The transitions were observed with a high 
pressure optical microscope stage working 
up to 1000 MPa. 

The most important results are the follow- 
ing (Fig. 2): 
1. The re-entrant phase exists only in the 

2. There is a maximum pressure p m  above 

It turned out that pm increases with increas- 
ing transition enthalpy of the SmA-N tran- 
sition determined at atmospheric pressure. 
pm decreases with decreasing number of 
methylene groups interacting within a layer. 

supercooled region of the liquid. 

which the bilayers are destabilized. 

TEMPERATURE I'CI 

Figure 2. Pressure-temperature phase diagram for 
4-cyano-4'-octyloxybiphenyl. Data taken on the re- 
entrant nematic-smectic A transition in the super- 
cooled liquid are shown as squares. P,,, is the maxi- 
mum pressure at which the smectic exists for this com- 
pound. (From 1681, reproduced by permission of 
American Physical Society.) 
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The studied compounds all have a termi- 
nal cyano group which means a very strong 
dipole. Cladis et al. [69] proposed a struc- 
tural model of the bilayer smectic A phase 
for this kind of molecules (Fig. 3). The 
molecules are assumed to be associated in 
antiparallel pairs, which results in a weak 
interacting between the different polar parts 
of the pairs and a less dense packing of the 
molecules. Thus a transition of such bilay- 
er SmA phase to a re-entrant nematic phase 
seems to be evident, because in this phase 
empty spaces of the structure are filled up 
more efficiently. Probably for similar rea- 
sons Pollmann et al. [70-721 found a pres- 
sure-induced re-entrant cholesteric phase 
behavior for ternary mixtures of cholesteryl 
n-alkanoates which, however, are terminal- 
ly nonpolar (see Fig. 4). The mixtures of 

A U Y L  CHAIN __YI 

ANTIPARALLEL 
ASSOCIATED PAIRS 

OVERLAPPED 
AROMATIC RINGS 

Wcn CHAIN 

HIGH-TEMPERATURE LOW - 
PRESSURE NEMATIC 

SMECT1C.A PHASE 

REENTRANT NEMATIC 

Figure 3. Schematic arrangement of antiparallel as- 
sociated pairs in the nematic, smectic A, and re-en- 
trant nematic phase. (From [64], reproduced by per- 
mission of American Physical Society.) 

cholesteryl tetradecanoate (Ch- 14), non- 
anoate (Ch-9) and propionate (Ch-3) pos- 
sess one component which has a consider- 
ably shorter n-alkylcarboxy chain than the 
other components. This probably leads to 
‘holes’ in the smectic structure. With in- 
creasing pressure the molecules are increas- 
ingly forced into these ‘holes’ until the layer 
structure of the SmA phase finally is de- 
stroyed and the re-entrant cholesteric phase 
appears. 

Guillon et al. [73] investigated the pres- 
sure dependence of the SmA phase layer 
spacing of N-(4-cyanobenzylidene)-4-n- 
octyloxyaniline by X-ray-diffraction mea- 
surements. While the layer spacing de- 
creases, when the SmA phase is pressurized 
towards the solid phase, it remains constant 
when this smectic phase is pressurized to- 
wards the re-entrant nematic phase. 

Shashidhar and Rao [74] performed high 
pressure X-ray studies on liquid crystals 
with re-entrant behavior with an opposed di- 
amond anvil cell. They found that the layer 
spacing of the SmA phase of 4-n-octyloxy- 
4’-cyanobiphenyl first decreases more or 
less linearly with increasing pressure up to 
140 MPa, then increases at still higher pres- 
sures. Since this compound shows re-en- 
trant nematic behavior at high pressures, 
this result confirms the prediction of Cladis 
et al. that the occurrence of a re-entrant ne- 
matic phase is associated with an expansion 
of the SmA phase layer spacing. 

Shashidhar et al. [75] studied the in- 
fluence of pressure on the SmA- (re-entrant) 
nematic and N-I phase boundaries of mix- 
tures of 4-n-hexyloxy- and 4-n-octyloxy- 
4’-cyanobiphenyl. The maximum pressure 
where the SmA and re-entrant nematic 
phase, respectively, still exist, decreases 
with increasing mole fraction, x, of the hex- 
yloxy homolog till at x=0.30 the SmA 
phase disappears. Just in this mole frac- 
tion region the slope of the N-I transition 
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Tt PC - 
Figure 4. Pressure-temperature smectic A-cholesteric phase boundary lines of the ternary system 
Ch-9/Ch-l4/Ch-3; xch&ch-,4= 2.1 1 (x=mole fraction). (From [71], reproduced by permission of Taylor & 
Francis Ltd.) 

(at 0.1 MPa) exhibits a marked anomaly. 
Corresponding investigations of mixtures 
of 4-n-octyloxy-4’-cyanobiphenyl and 
N-(4-n-cyanobenzylidene)-4’-octyloxyani- 
line were carried out by Herrmann [76]. 

Prasad et al. [77] studied the phase tran- 
sition behavior of 4-n-octyloxy- and 4-n- 
nonyloxybenzoyloxy-4’-cyanoazobenzene. 
While the pressure-temperature diagram of 
the eighth homolog shows no peculiarities, 
the ninth one shows already at atmospheric 
pressure a SmA (partially bi1ayer)-N, 
N,,-SmA (partially bilayer) and a re-entrant 
SmA (monolayer)-N,, phase transition. 
The partially bilayer SmA-(re-entrant) 
N phase boundary shows an elliptic shape 
and the partially bilayer SmA is suppressed 
at higher pressures. The re-entrant monolay- 
er SmA-re-entrant N phase boundary is a 
straight line at all pressures. 

Similar investigations of eight pure com- 
pounds were performed by Kalkura et al. 
[78] and of further five pure compounds and 
some mixtures by Prasad et al. [79]. While 
pressure-induced re-entrant cholesteric 
phase behavior of mixtures of terminally 
nonpolar components is already known [70], 
Ratna et al. [80] found, that a mixture of the 
terminally nonpolar components n-dodecyl- 
N-4-(4-ethoxybenzylideneamino)-a-me- 
thylcinnamate and 4-n-heptyloxyphenyl-4- 
(4-ethylcyclohexanoyloxybenzoate) not 
only shows a re-entrant N phase behavior at 
atmospheric pressure but also at higher pres- 
sures. 

Illian et al. [81] observed a closed loop 
re-entrant N-SmA phase boundary in a tem- 
perature-mole fraction diagram at atmos- 
pheric pressure. At higher pressures the 
SmA region of existence decreases until at 
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a critical pressure of 145 MPa this region is 
reduced to a point. The measurements were 
carried out with mixtures of 4-n-heptyl- 
oxy-4’-cyanobiphenyl and a mixture of 
N-4-cyanobenzylidene-4‘-n-octyloxyani- 
line and 4-n-pentylphenyl-4-n-octyloxy- 
benzoate. 

The pressure-induced re-entrant phase 
behavior is not restricted to one re-entrant 
N phase and not only to N phases. Raja et al. 
[38] studied the effect of high pressure on 
the phase transitions in the seventh to tenth 
homologs of 4-alkoxyphenyl-4’-nitroben- 
zoyloxybenzoates. The decyloxy ‘member, 
and only this one, exhibits a conspicuous 
phase diagram: besides two pressure-in- 
duced SmA phases and a bounded SmC 
phase a ‘quadruple re-entrance’ is observed: 

Illian et al. [82] studied the pressure ef- 
fect on the phase transition behavior of bi- 
nary mixtures of terminally polar and non- 
polar components which exhibit induced 
SmA phases. The re-entrant N phase is 
stabilized by increasing pressure and at ab- 
out 101 MPa the SmA-re-entrant N phase 
boundary meets the N-SmA one. At higher 
pressures a nematic gap appears and finally 
the SmA phase on the polar side of the tem- 
perature-mole fraction diagram (175 MPa) 
disappears . 

Daoudi et al. [83] applied the thermo- 
dynamic approach ‘equal Gibbs energy 
analysis’ to the pressure-composition phase 
diagrams of binary mixtures exhibiting re- 
entrant phase behavior. Three different so- 
lution models are tested. The experimental 
data for the 4-n-hexyloxy- and 4-n-octyl- 
oxy-4‘-cyanobiphenyl system are success- 
fully described by the regular solution 
hypothesis. 

SmA-N-SmA,-N-SmA,-N. 

6.2.4.3 Critical Phase Transitions 
Under Pressure 

The different types of liquid crystals are 
closely related to one another in a thermo- 
dynamic sense so that a great potential for 
multicritical phenomena can be supposed. 

Tricritical Behavior 

Following the terminology of Landau and 
Lifshitz [84] order parameters and quan- 
tities of state, respectively, for instance the 
enthalpy, entropy and volume, change dis- 
continuously at a phase transition of the 
first kind, and continuously at a phase tran- 
sition of the second kind. More commonly 
the terms ‘first order’ and ‘second order’ are 
used. 

When a line of first-order phase transi- 
tions changes to a line of second-order phase 
transitions the corresponding point in the 
phase diagram is called a critical point of 
the second kind (Tisza [SS]) or a tricritical 
point (Griffiths [86]). In the following the 
latter expression will be taken. In 1973 
Keyes et al. [87] could find such a tricriti- 
cal point (TCP) for the SmA-N* phase 
transition of cholesteryl oleylcarbonate at 
266 MPa and 60.3 “C. The TCP was indicat- 
ed by a sharp discontinuity in the transmit- 
ted light. Shashidhar et al. [19] could con- 
firm this discovery by DTA measurements 
( p  (TCP) = 267 MPa) and later in Shichijyo 
et al. [88] by volume and DTA investigation 
( p  (TCP) = 300 MPa) (see also [SS]). The 
TCP p-T coordinates obtained in this way 
are probably essentially too high since the 
entire disappearance of the DTA peak is 
taken as indication of the TCP. In the case 
of cholesterogens following de Gennes [90, 
911 Pollmann et al. [92] determined by se- 
lective light reflection measurements that 
transition pressure as the tricritical pressure, 
where the pitch of the cholesteric helix turns 
to infinity according to the divergence of the 
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characteristic coherence length. At this tri- 
critical pressure clear transition volume [92] 
and enthalpy effects [35] remain, which can 
be understood as pretransitional effects. The 
latter disappear only at still higher pres- 
sures. The role of the pretransitional enthal- 
py of the SmA-N* transition can be seen in 
[16], where the tricritical pressures of nine 
cholesteryl n-alkanoates (nonanoate until 
heptadecanoate) were determined. For 
4’-n-octyl-4-cyanobiphenyl, Shashidhar 
et al. [24] found a TCP of this transition at 
268 MPa and 92.5 “C. 

Garland [ 101 studied second-order 
SmA-N and SmC-SmA phase transitions 
by very precise heat capacity measurements 
up to 300 MPa. Similar measurements of the 
critical heat capacity near the SmA-N tran- 
sition were performed by Kasting et al. [93, 
941. McKee et al. [95] carried out orien- 
tational order determinations near a possi- 
ble SmA-N TCP ( p  = 289 MPa, 140 “C) by 
NMR. From McMillan’s theory [96] in the 
case of a TCP of the SmA-N (N*) transition 
at atmospheric pressure a value of 0.866 
(model parameter 6 = 0) for T(SmA-N)/ 
T(N-I) follows. Thus a rough test by the 
corresponding transition temperatures at 
higher tricritical pressures is possible. 

Bartelt et al. [28] suppose a TCP also for 
the SmC-SmA transition. The first-order 
SmC-SmA transition of terephthaldiylidene- 
bis-(4-n-octylaniline) probably changes to 
second-order at 110 MPa and 239 “C. 

Multicritical Behavior 

Re-entrant N-SrnC-SrnA and 
N-SmA-SrnC Multicritical Behavior 

The re-entrant N-SmC-SmA multicritical 
point and the N-SmA-SmC multicritical 
point are, by definition, points in the tem- 
perature-concentration or pressure-tem- 
perature plane at which three second order 
phase boundaries meet. At this point all in- 

volved three phases become indistinguish- 
able. After no N-SmA-SmC point for a 
single component liquid crystal system 
could be detected by studying the pres- 
sure-temperature phase behavior of N-(4- 
n-pentyloxybenzylidene)-4’-n-hexylaniline 
up to 800 MPa [97], Shashidhar et al. [98, 
991 were successful in finding another kind 
of multicritical point at 52 MPa and 86.2 “C: 
a N,-SmC-SmA point for N-4-(4-n-de- 
cyloxybenzoyloxy)-benzylidene-4’-cyano- 
aniline. 

Shortly after finding this point Shashid- 
har et al. also observed a N-SmA-SmC 
point under high pressures [IOO]. The 
N-SmA-SmC point of 4-n-heptacylphenyl- 
4’-(4’’-cyanobenzoyloxybenzoate) occurs at 
30.4 MPa and 149.9 “C. The most remark- 
able feature of the obtained p-T phase dia- 
gram is its topology near the N-SmA-SmC 
point which is nearly the same as obtained 
for binary mixtures in a temperature-con- 
centration diagram at atmospheric pressure 
(Fig. 5 a and b). A quantitative description 
of the three phase boundaries of the pure 
compound near the N-SmA-SmC point 
agrees so closely with that of the binary 
mixtures that the universal behavior of the 
N-SmA-SmC point of the latter at atmos- 
pheric pressure can be extended to such a 
point at higher pressures for single compo- 
nent systems. This is not valid for the be- 
havior of the N,-SmC-SmA point under 
high pressure of the above mentioned com- 
pound which is different from that at atmos- 
pheric pressure in the case of binary mix- 
tures. The N,,-SmC-SmA point at atmos- 
pheric pressure, however, can on certain 
conditions exhibit the same universal be- 
havior as the N-SmA-SmC point [ l o l l .  
There is no satisfying theoretical explana- 
tion for the uniqueness in the topology 
of the phase transition lines near the 
N-SmA-SmC and N,-SmC-SmA multi- 
critical points. 
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Figure 5. (a) High resolution temperature-pressure diagram in the vicinity of the N-A-C multicritical point 
in 4-n-heptacylphenyl-4'-(4"-cyanobenzoyloxybenzoate). The solid lines are computer fits of data evaluated with 
equations representing the NA, NC, and AC phase boundaries, respectively. (b) The universal temperature-con- 
centration plot showing the data for four binary liquid crystal systems. (From [loo], reproduced by permission 
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of American Physical Society.) 

Legrand et al. [ 1021 report an electroclin- 
ic effect in the cholesteric phase near a 
N*-SmA-SmC* multicritical point of the 
n = 8 homolog of a biphenyl benzoate series. 
This 'chiral' analogon to the N-SmA-SmC 
point is found at 15 MPa and 144 "C. 

Smectic C*-Smectic A-TGB, 
and Smectic A-TGB,-Cholesteric 
Multicritical Behavior 

Experimental evidence under high pres- 
sures is given by Anakkar et al. [lo31 for 
two new kinds of multicritical points involv- 
ing Twist Grain Boundary (TGB) phases: 
SmC*-SmA-TGB, and SmA-TGB,-N* 
points for single component systems. The 
investigated compound was the n = 12 ho- 
molog of the series 3-fluoro-4((R) or (S)-  
methylheptyloxy)-4'-(4-alkyloxy-3-fluoro- 
benzoy1oxy)tolanes. The p-T coordinates 
of the multicritical points are: SmC*-SmA- 
TGBA: 67.5 MPa, 91.5 "C; SmA-TGBA-N*: 
106 MPa, 113 "C. The result is in good 
agreement with the Renn-Lubensky theory. 

Anakkar et al. [ 1041 also investigated the 
n = 10 and n = 11 members of the above 
tolane series which both exhibit the TGBA 
phase. For n = 11 also experimental evi- 
dence is given for a SmC*-SmA-TGB, 
multicritical point ( p =  13 MPa, T=367 K). 

Bicritical Behavior 

A bicritical point is a point in the tempera- 
ture-concentration or pressure-tempera- 
ture plane at which two second-order phase 
boundaries and one first-order phase bound- 
ary meet. In order to find such a bicritical 
point in the pressure-temperature plane 
Bahr et al. [lo51 studied the pressure-tem- 
perature phase behavior of binary mixtures 
of 4-(4-n-butyloxybenzoyloxy)-4'-nitroazo- 
benzene and 4-(4-n-nonyloxybenzoyloxy)- 
4'-cyanoazobenzene. From the p-T phase 
diagrams of the pure components which are 
also presented a bicritical behavior of their 
mixtures can be expected. Two mixtures 
with molar fractions of about 0.80 for the 
cyano component show an abrupt change of 
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the slope of the SmA-N phase boundary at 
30 MPa. Here the transition of the partially 
bilayer SmA (Ad) phase to the nematic 
phase changes to a transition of the mono- 
layer SmA phase (A,) to the nematic phase. 
Just at this crossover point the SmA,-SmA, 
phase boundary, which, however, could not 
be detected by the used optical transmission 
technique, should meet the SmA-N phase 
boundary, 

Since the SmA,-N and SmAd-N transi- 
tions are expected to be second order (low 
TA-N/TN-I) values [97])  and the SmA,- 
SmA, transition first-order (symmetry ar- 
guments), the meeting point should be a bi- 
critical point. Moreover the topology of the 
p-T phase diagram obtained resembles that 
of a diagram exhibiting known bicritical 
points [ 1061. 

Prasad et al. [lo71 studied the critical 
character of the N*-TGB-SmA and 
TGB-SmA-SmC* meeting points in the 
pressure-temperature phase diagram of 
mixtures of 4-(2-methylbutyl)phenyl-4’-n- 
octyl-biphenyl-4-carboxylate and 4-n-do- 
decyloxy-biphenyl-4’-yl-4-( 2’-methylbuty1)- 
benzoate. For a weight fraction, x=O.25, of 
the benzoate there is a pressure-induced 
TGB phase between the N* and the SmA 
phase. Analysis of the topology of the pres- 
sure-temperature diagram in the vicinity of 
the resulting N*-TGB-SmA meeting point 
more points to a critical than to a bicritical 
point. At x = 0.64 there appears a pressure- 
induced SmA phase between the TGB and 
the SmC* phase so that aTGB-SmA-SmC* 
meeting point is observed. The topology of 
this phase diagram suggests that the latter 
point is a bicritical point. 

6.2.4.4 Pressure-Volume-Temperature 
Behavior 

The physical properties of a substance de- 
pend on the intermolecular distance and 

since the change of the specific volume 
or density with pressure and temperature 
means a change of the mean distance be- 
tween the molecules, p-V-T data are re- 
quired to understand the pressure-tempera- 
ture behavior of physical properties. 

Experimental Techniques 

( a )  Tungsten Tip Surface Scanning 
by Screw Spindle [ 1081 

The apparatus allows the measurement of 
p-V-T data of liquid crystal compounds up 
to 400 MPa. 

The sample is enclosed in a glass piezom- 
eter and separated from the pressure trans- 
mitting fluid by mercury. As the sample vol- 
ume decreases with increasing pressure the 
level of the mercury, which is contained in 
a calibrated glass tube, sinks and thus opens 
the electric contact to a tungsten tip. By 
means of a screw spindle the contact of the 
tungsten tip with the mercury level is made 
again. The number of revolutions needed 
for it is a measure for the decrease in vol- 
ume of the sample and can be measured by 
an electronic altimeter outside the auto- 
clave. The reproducibility of the density is 
k0.0003 g ~ m - ~ .  

(b)  The Bridgman Flexible Bellows 
with Slide Wire [ 1091 

In this experimental set up the liquid crys- 
tal is contained in a stainless-steel bellows 
which is placed inside a pressure-vessel- 
double-oven arrangement. The oven tem- 
perature is regulated by a proportional ser- 
vomechanism using a sensor thermocouple. 
The Bridgman bellows with slide-wire tech- 
nique [ 1101 is used for the measurement of 
the sample volume. As the sample is com- 
pressed the flexible bellows contracts and 
moves a slide-wire under a contact. The 
fixed end does not move with respect to the 
contact. 
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The position of the slide-wire from which 
the change in volume of the liquid crystal 
sample can be determined is measured by 
means of an a.c. bridge arrangement. The 
accuracy in determination of the specific 
volume is +0.00015 cm3 8-l. 

( c )  Piston Displacement [ 11 11 

A steel cylinder is used to contain the sam- 
ple under investigation. The sample is com- 
pressed by a steel piston, the displacement 
of which is measured by means of a diffe- 
rential transformer. From the displacement 
of the piston the volume decrease of the liq- 
uid crystal sample can be evaluated. 

The pressure is determined from the pres- 
sure dependence of the electrical resistance 
of a manganin wire which is placed inside 
the pressure chamber with the sample. The 
accuracy of the measurements of the volume 
changes is within 20.3%. 

Experimental Results 
and Theoretical Description 

In the following only those publications 
which contain important theoretical de- 
scriptions are specified. The p-V-T inves- 
tigated compounds of the publications not 
mentioned here, are however, in ‘the list of 
compounds’ with the referring citation. 

The letter (a-c) after the following 
citations means the experimental method 

which has been used (see ‘experimental 
techniques’). 

[112] (a): p-V-T and viscosity data of the 
methoxy (MBBA) and ethoxy (EBBA) ho- 
mologs of the N-(4-alkyloxybenzylidene)- 
4’-n-butylaniline series are presented up to 
200 MPa. 

The p-V-T behavior of both compounds 
can be well described by the semiempirical 
Tait equation: 

here used in the form 

vo - v B +  P =C. log  
VO ( B +  P o )  

The constants B and C were evaluated from 
the experimental data and are given togeth- 
er with the compressibility coefficient K at 
1 bar for MBBA in Table 1. 

C can be assumed to be independent of 
temperature. B is correlated with the molec- 
ular structure of the substance. 

[lo81 (a): The p-V-T data for three trans- 
4-n-alkyl- 1 -(4-cyanophenyl)-cyclohexanes 
(propyl, pentyl, heptyl) and one eutectic 
mixture were measured up to 200 MPa. 

For isotherms in the nematic phase begin- 
ning at high N-I transition pressures and 
temperatures ( p l ,  V,), the V, of the Tait 
equation (see [ 1121) is not known with suf- 

Table 1. The compressibility coefficient and the coefficients of the Tait equation in both phases of MBBA. 

K . lo6 [bar-’] 

1 bar Transition point C B [bar1 

“C isotropic isotropic nematic for all temperatures isotropic nematic 

60 54.55 45.88 43.96 isotropic 2116.2 2087.4 
70 55.94 41.77 40.13 0.2658 2063.7 2034.5 
80 57.35 38.92 36.65 nematic 2012.5 1977.9 
90 59.10 36.60 34.38 0.2619 1947.0 1908.7 
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ficient accuracy. The equation is therefore 
modified to: 

v,-v - c.v, log (-) v v B +  P1 

( 3 )  

The constants B,  C,  and C* (not indepen- 
dent of temperature) are listed in Tables 2 
and 3 for the isotropic and nematic phase, 
respectively. An influence of the length of 
the alkyl chain is obvious. 

[lo91 (b): p-V-T data were obtained for the 
nematic range of the first six members of the 
homologous series of 4,4'-bis-alkoxyazo- 
xybenzenes up to 123 MPa. 

Measurements performed at constant vol- 
ume showed that the temperature range of 
the nematic phase is considerably larger at 
constant volume than at constant pressure. 

Table 2. Tait parameter for the isotropic range, 
B [bar]. 

Temperature ("C) 

60 70 80 90 

Propyl (30%) 1867 1812 1756 1701 
Pentyl (40%) 1847 1793 1738 1683 
Heptyl (30%) 1822 1767 1713 1657 
Eutectic mixture 1834 1779 1724 1670 

C = 0.2850 for all compounds and temperatures. 

Table 3. Tait parameter for the nematic range, B [bar] I .  

Measurements at constant temperature es- 
tablished a decrease in N-I transition vol- 
ume and fractional volume of a substance as 
one moves up to higher transition pressures 
and temperatures. The volume at the N-I 
transition point also decreases. The results 
in this work, especially the influence of the 
length of the flexible tail of the molecules 
on the data, are compared with the predic- 
tions of numerous theories. 

[113] (b): The p-V-T behavior of the non- 
re-entrant nematic (N) 4,4'-bis-n-heptyloxy- 
azoxybenzene (70AB) and the re-entrant 
nematic (Nre) 4-n-octyloxy-4'-cyanobiphe- 
nyl (80CB) were compared with one an- 
other. The N-I transition volumes of these 
two compounds are similar at low transition 
temperatures and pressures but exhibit quite 
a different transition temperature depen- 
dence. 

The SmC-N transition volumes are an 
order of magnitude larger than those of the 
N,,-SmA transition. For theoretical consid- 
erations the isothermal compressibility co- 
efficient and the parameter 

(4) 

are used, where To and Vo represent a 
point on the phase equilibrium curve. The 
latter parameter is sensitive to the relative 

c* x lo4 B [bar] 
Temperature ("C) Temperature ("C) 

60 70 80 90 60 70 80 90 

Propyl 1834 1862 1889 1917 890 814 715 622 
Pentyl 1818 1845 1872 1899 969 865 76 1 657 
Heptyl 1807 1834 1861 1889 984 879 774 669 
Eutectic mixture 1827 1854 1882 1907 959 855 75 1 647 

C = 0.1800 for all compounds and temperatures. 
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strength of steric repulsions as compared to 
attractive potentials. 

[114] (b): p-V-T measurements were used 
to investigate short-range smectic fluctua- 
tions in the N-I transitions of the seventh 
to ninth members of the homologous series 
of 4,4‘-bis-n-alkylazoxybenzenes. 

The experimental results confirm the 
theoretical prediction that the N-I transition 
volume increases when the N-I transition 
gets closer to a SmA-N transition. This is 
due to short-range smectic order. This influ- 
ence of the nematic range on the N-I tran- 
sition volume can be very obviously seen 
for the ninth member of the series which ex- 
hibits a SmA-N-I triple point at 92 MPa 
and 103 “C. 

11111 (c): Pressure-volume isotherms of the 
isotropic and nematic phase are presented 
in the temperature range 57-83°C up to 
90 MPa. Whereas the N-I transition volume 
remains constant with increasing transition 
pressure that of the Cr-N transition clearly 
decreases. 

According to an equation of Hiwatari and 
Matsuda [ 1 151 the p-V-T data for the ne- 
matic state yields an 1/r’0.8 dependence of 
the repulsive potential energy on the inter- 
molecular distance r or p3.6, when the den- 
sity p is used. McColl [116] had found p3.7 
for 4,4’-bis-methoxy-azoxybenzene. 

11171 (c): The pressure-volume isotherms 
of 4-(trans-4-pentylcyclohexyl)benzoni- 
trile were measured near its clearing transi- 
tion. For the parameter y=-alnTc/alnVc 
a value of +5.24 is determined and related 
to the intermolecular potential energy. The 
value of y’ depends on the number of car- 
bons in the alkyl chain. 

[118] (b): p-V-T measurements were car- 
ried out on N-(4-methoxybenzylidene)-4-n- 
butylaniline (MBBA), N-(4-cyanobenzyli- 

dene)-4-n-octyloxyaniline (CBOOA), 4,4’- 
bis-n-heptyloxy-azoxybenzene (HAB) and 
cholesteryl nonanoate (CN). 

The variations in the N-I transition vol- 
umes and the isothermal compressibility co- 
efficients of the different compounds can be 
attributed to a large extent to the effects of 
end chain flexibility. The N (N*)-I transi- 
tion volumes of CBOOA and CN decrease 
more rapidly with increasing transition tem- 
perature than that of the relatively inflexible 
MBBA. 

The transition densities of all four com- 
pounds increase with increasing transition 
temperatures, for MBBA the slope is the 
smallest, for HAB the largest. The experi- 
mental result for MBBA is compared with 
the predictions of three theoretical models. 
The nematic ordering seems to be almost en- 
tireley a result of the repulsive forces. 

[119] (b): The p-V-T equation of state of 
4-n-octyloxy-4’-cyanobiphenyl was mea- 
sured to test the hypothesis of Pershan and 
Prost [ 1201 that the re-entrant nematic phase 
occurs because the SmA phase can exist on- 
ly near an optimum density. The experimen- 
tal results are in substantial disagreement 
with the hypothesis. 

[121-1241 (c): Thep-V-Tbehavior of 4-n- 
octyl-4’-cyanobiphenyl was observed near 
the N-I transition. While the N-I transition 
volume was almost constant with increas- 
ing transition temperature ( Ttr) the volume 
of the nematic phase at the transition tem- 
perature V,, decreases. 

The plot of In T,, vs. In V,, yields a straight 
line with a slope of -4.3. This value agrees 
with the prediction of the Pople-Karasz the- 
ory not with that of Maier-Saupe. An im- 
portant role of repulsive forces in the N-I 
transition is suggested. 

Analogous measurements with the pen- 
tyl, hexyl, and heptyl members of the series 
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result -7.62, -6.10, and -5.15 for the above 
plot, hence a decrease with the length of the 
alkyl chain [ 1221. The larger values of these 
compounds compared to that of the octyl 
member make it obvious that in this case the 
volume-dependent part of the intermolecu- 
lar potential for the nematic state is harder 
than the repulsive part of the Lennard-Jones 
potential but softer than the hard-rod poten- 
tial. 

In a p-V-T study on 4-fluorophenyl- 
trans-4-n-heptylcyclohexanecarboxylate 
dln T,,/dln V,, = -2.98 was obtained. This 
value is noticeably lower than those of the 
former compounds and attributed to a 
larger intramolecular potential at the phase 
transition point (see also 4’-mono-4-propyl- 
cyanophenylcyclohexane with a value of 

The results are discussed on the basis of 
the molecular structure, particularly of the 
molecular rigidity. 

-8.29 [124]). 

6.2.4.5 Appendix 

List of Compounds 

4-n-alkyl-4’-cyanobiphenyl (pentyl to hep- 

trans-4-alkyl-(4-cyanophenyl)-cyclohexane 

4-(trans-4-n-butylcyclohexyl)benzonitrile 

cholesteryl butyrate [ 1331 
cholesteryl hexadecanoate (palmitate) [ 1301 
cholesteryl hexanoate (capronate) 1 1291 
cholesteryl nonanoate (pelargonate) [ 1 18, 
1311 
cholesteryl octadecanoate (stearate) [ 1371 
cholesteryl oleyl carbonate [SS] 
cholesteryl pentanoate (valerate) [ 1281 
cholesteryl propionate [ 1341 
cholesteryl tetradecanoate (myristate) [ 13 11 
a,w-bis[4-cyanobiphenyl-4’-yl]alkane 
(nonane, decane) [ 1261 

tyl) [I221 

(propyl, pentyl, heptyl) [lo81 

[ 1271 

4,4’-bis-alkyloxy-azoxybenzene (methyl to 
hexyl) [ 1091 
4,4’-bis-alkyl-azoxybenzene (heptyl to non- 

4,4’-bis-methoxy-azoxybenzene [ 109, 135, 
1361 
4,4’-bis-n-octyloxy-azoxybenzene [ 1321 
N-(4-ethoxybenzylidene)-4-n-butylaniline 
[I121 
4-fluorophenyl-trans-4-heptylcyclohexane- 
carboxylate [ 1231 
4,4’-bis-n-heptyloxy-azoxybenzene [ 1 13, 
118, 1311 
N-(4-methoxybenzylidene)-4-n-butylaniline 
[112, 118, 1251 
4-n-octyl-4’-cyanobiphenyl 1 12 11 
4-n-octyloxy-4’-cyanobiphenyl 1 1 13, 1 191 
4-( trans-4-n-pentylc yclohexy l)benzonitrile 
[108, 1171 
N-(4-n-pentyloxybenzylidene)-4-n-butyl- 
aniline 1 1 1 11 
4’-mono-4-propyl-cyanophenyl-cyclohex- 
ane 1108, 1241 

YU [1141 

Physical Properties under Pressure 

Property Refs. 

Viscosity [I 12,138,1391 
Dielectricity [140-145, 

146- 148, 
152, 1531 

Ferroelectricity [ 1501 

Elasticity [1511 
Refraction [149, 1511 

(elastic constants) 
Ultrasound [88, 1541 
Electrooptic [1551 

(elastic constant/ 
dielectric anisotropy ratio) 

Acoustic [156, 1571 
Acoustooptic l1581 
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6.3 Fluctuations and Liquid Crystal Phase Transitions 

I? E. Cladis 

6.3.1 Introduction 

Many liquid crystal phase transitions in- 
volve broken continuous symmetries in real 
space and their interactions on a molecular 
scale are short range [l]. As a result, fluc- 
tuations have long been known to be an im- 
portant feature of liquid crystal phase tran- 
sitions: even weakly first order (discontin- 
uous) ones. Compared to major advances in 
our understanding of fluctuation controlled 
second-order (continuous) phase transi- 
tions, relatively little is known about fluc- 
tuation phenomena (critical phenomena) at 
first-order phase transitions such as the ne- 
matic-isotropic transition. 

The central concept of critical phenome- 
na is “universality”. Simply put, this means 
that fluctuation dominated continuous 
phase transitions are controlled by a unique 
length, 5-  {,I&“, where 6 is a measure of the 
length over which order parameter fluctua- 
tions are correlated. .E= I T- T, I /Tc, with 
T, the second-order phase transition temper- 
ature. v is the correlation length exponent 
that is completely defined by the symmetry 
of the system (i.e. the number of compo- 
nents of its order parameter) and the dimen- 
sionality, d, of the space in which the mate- 
rial is embedded [2]. {,, the ‘bare’ correla- 
tion length, is a measure of what fluctua- 

tions have to beat to become critical (i.e. to 
take control of the phase transition). In low- 
temperature superconductors, {,- 200 nm 
while in liquid crystals, {,-0.5-1 nm. 
Because {, is so large, low temperature 
superconductors have only been studied in 
a ‘mean field’ limit. In liquid crystals, a 
mean field limit with a cross-over to a 
critical regime as T-T, can also be ob- 
served. 

A surprising result is that the mean field 
limit is exact for spatial dimension, d, great- 
er than or equal to a critical dimension, d,. 
For phase transitions far from a tricritical 
point, d, = 4. For phase transitions in the vi- 
cinity of a tricritical point, d, = 3: exponents 
in the vicinity of a tricritical point are mean 
field [2]. 

In the vicinity of fluctuation dominated 
phase transitions, the temperature depen- 
dence of thermodynamic parameters such as 
the specific heat at constant pressure, 

C,  = and the order parameter, w= E ~ ,  are 
all related to 4 through a free energy density 
giving rise to scaling relations. For exam- 
ple: a=2-vdandp=(d-2)  v/2 [2].Despite 
the variety of their continuous broken sym- 
metries, most liquid crystal phase transi- 
tions are expected to fall in the 3D-XY (he- 
lium) universality class with, a=-0.01, 
v =  0.67 and p- 0.33. 
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Here we give an overview of fluctuation 
dominated thermotropic liquid crystal phase 
transitions with a few hints of emerging as- 
pects. From this perspective, the situation 
may be fairly summarized by noting that 
while analogies to phase transition models 
in spin-space (e.g. XY model with two com- 
ponents for the order parameter or Ising 
model with one) or momentum space 
(superconductivity) are a powerful tool to 
predict qualitative behavior for fluctuation 
dominated, real space, high temperature liq- 
uid crystal phase transitions, there is a sig- 
nificant gap between several quantitative 
(and qualitative) expectations and experi- 
mental measurements. 

One reason may be that liquid crystals 
have first-order phase transitions that are so 
weakly discontinuous, their first-order na- 
ture escapes detection by traditional meth- 
ods such as adiabatic calorimetry [3]. Re- 
cently, a macroscopic qualitative test of 
phase transition order [4] revealed that even 
immeasurably small discontinuities at first- 
order phase transitions [ 5 ]  using static tests, 
have a distinct dynamic signature in inter- 
face (front) propagation compared to sec- 
ond-order or continuous phase transitions 
[4]. It is important to know the order of a 
phase transition because for universality to 
apply at all levels of its hierarchy [2], {must 
approach infinity continuously: there can be 
no discontinuities at T,. If there are, ‘all bets 
are off’ [ 61. 

A salient feature of molecular materials, 
including liquid crystals, is that they are liq- 
uid well above T(K)=O. As a result they 
have generic long range correlations even 
far from critical points or hydrodynamic in- 
stabilities [7] that could make it difficult to 
access critical regimes before being fi- 
nessed by a first-order phase transition. At 
these high temperatures, externally supplied 
noise [8] (e.g. expressed by random thermal 
fluctuations) can suppress the onset of mac- 

roscopic instabilities such as spatial turbu- 
lence far from any phase transition [9]. Dy- 
namic correlation functions decay with long 
time tails supporting nonequilibrium steady 
states and contribute to divergences in trans- 
port coefficients that cannot be accounted 
for by a ‘static’ theory of phase transitions 
[7]. Liquid crystal contributions to dynam- 
ic critical phenomena [ 101 are beginning to 
emerge [11]. 

The richness implicit in what we have 
learned and can learn from fluctuations in 
liquid crystals seems endless. Here we give 
only the merest hint of the enormous vol- 
ume of information contained in a vast, and 
still growing, body of research. 

6.3.2 The Nematic-Isotropic 
Transition 

Liquid crystal materials in the isotropic liq- 
uid state are transparent. As temperature de- 
creases towards the nematic liquid state, the 
material becomes more and more turbid (i.e. 
scatters more and more light). The picture 
is that nematic droplets are forming in the 
isotropic liquid to scatter the light. As the 
temperature is lowered, more and more 
droplets of the ordered state appear until the 
whole system is nematic. In liquid crystals, 
such droplets, called ‘cybotatic groups’, 
were an early precursor of the notion of 
‘fluctuations’. The idea of droplets of a dis- 
ordered state appearing in an ordered state, 
and vice versa, as phase transitions are ap- 
proached is still a useful picture for explain- 
ing pretransitional changes in light scatter- 
ing data at first-order phase transitions, for 
example. While similar to classical expla- 
nations of critical opalescence as the liquid- 
gas critical point is approached, the differ- 
ence is that in liquid crystals, droplets in the 
nematic state have a different symmetry from 
the disordered state, for example isotropic 
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liquid [12]. Because there is no surface en- 
ergy between the ordered and disordered 
states at continuous or second-order phase 
transitions, the picture of compact struc- 
tures driven by surface tension is unsatis- 
factory. At second-order phase transitions, 
it has turned out that a more useful concept 
is to think in terms of statistical objects 
termed fluctuations with a characteristic 
length over which ordering is correlated [ 13. 

When there are no external magnetic or 
electric fields, the nematic and isotropic liq- 
uids do not have the same symmetry. The 
effect of an applied field is to induce orien- 
tational order in the isotropic phase that 
grows with increasing field intensity. Even- 
tually, with increasing external fields, the 
jump at the transition vanishes at a field in- 
duced critical point. The increase in orien- 
tational order in the isotropic liquid results 
in an enhancement of the nematic-isotrop- 
ic transition temperature, 6TN,. In analogy 
to paramagnetism, the isotropic liquid with 
field induced orientational order is called 
paranematic. In low molecular weight liq- 
uid crystals, 6TN-,= 1 mK even in the most 
intense fields currently available. However, 
as can be seen in another chapter of this vol- 
ume [13], in liquid crystal elastomers, 
6TN-,= 10 K (i.e. is large for even quite 
modest mechanical fields). As a result, it is 
now possible to pass through the field in- 
duced critical point and observe the state be- 
yond where nematic and paranematic states 
are indistinguishable. 

Fluctuation effects are large in polymer- 
ic liquid crystals even far from phase tran- 
sition temperatures. For example, in a nov- 
el liquid crystalline elastomer with a SmA-I 
transition, under an external mechanical 
stress, it was found in a mean field limit that, 
well in the isotropic phase, nematic fluctu- 
ations dominate with a cross-over tempera- 
ture closer to the transition where SmA fluc- 
tuations become more important [ 141. 

6.3.3 The Uniaxial-Biaxial 
Nematic Transition 

Both uniaxial positive (rod-like) and uniax- 
a1 negative (disc-like) nematics exist. The 
nematic order parameter, QaP distinguish- 
es between the two possibilities [ 151. If Qap 
refers to uniaxial positive nematics (rod- 
like), then, - Qap describes uniaxial nega- 
tive nematics (disc-like). As aresult, the N-I 
transition is necessarily first order for geo- 
metric reasons [15]. 

While both side-on side-chain liquid 
crystal polymers [16] and low molecular 
weight liquid crystals [ 171 have been report- 
ed to have biaxial nematic phases, only in a 
lyotropic liquid crystal system [ 181, has the 
uniaxial-biaxial nematic transition been 
studied in detail from the point of view of 
critical phenomena. This transition is found 
to be second order. So far, it is the one liq- 
uid crystal system where earlier theoretical 
expectations [ 191 of fluctuation dominated 
phase transitions and later experimental re- 
sults are most fully in agreement with re- 
spect to both static [20] and dynamic [2 11 
aspects of critical phenomena. In particular, 
static critical phenomena predicts 3D-XY 
exponents which have been observed (with 
irrelevant corrections to scaling) by Saupe 
et al. 1191. Transport parameters were not 
expected [19] to show any singularities at 
the transition [19] as later verified by Roy 
et al. [21] because the dynamics of the bi- 
axial order parameter is nonconserved 
(Model A) [ 191. 

6.3.4 Type I Smectic A’s: 
Nematic-Smectic A Transition 

Following McMillan’s prediction of the 
conditions under which the N-SmA transi- 
tion could be second order [22] and de 
Gennes’ analogy between the N-SmA tran- 
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sition and the normal-metal-superconduct- 
ing transition [23], many experiments fol- 
lowed to test new scaling ideas at phase tran- 
sitions. This was because de Gennes also 
pointed out that 5, was small in liquid crys- 
tals, so fluctuations did not have to work so 
hard to take over the transition (i.e. liquid 
crystal phase transitions could have observ- 
able critical regimes). At the normal-met- 
al-superconducting transition in Type I 
superconductors, magnetic field lines 
(H = curlA, where A is the magnetic vector 
potential) are expelled (Meissner effect). 
Type I superconductors are perfect diamag- 
nets. In a similar way, at the transition to an 
ordered Sm A phase from the nematic phase, 
twist and bend deformations contained in 
curln, with n the liquid crystal director, are 
expelled [23]. 

The most recent extensive overview of 
the experimental situation for the N-SmA 
transition has been given by Garland and 
Nounesis [24]. The overall picture is that ex- 
ponents for the correlation length parallel 
(v,,) and perpendicular ( vI) to the director 
are non-universal and different. Hyperscal- 
ing (substituting v= ( vII + 2 vJ3 in scaling 
relations e.g. a= 2- vd) approximately 
works. McMillan’s number, M =  TN.A/7’N.I, 
emerges as a robust measure of a relatively 
sharp cross-over in the specific heat expo- 
nent form the 3D-XY value when M<0.93 
with a systematic transition to the tricritical 
value (a= 0.5) as M + 1. As the authors em- 
phasize, the 3D-XY model cannot account 
for the observation v,, #vl. 

Many of the compounds in the large list 
of Garland and Nounesis have N-SmA 
phase transitions determined to be continu- 
ous by calorimetry and X-ray diffraction 
and discontinuous using the more powerful 
dynamic test of phase transition order [4]. 
In particular, the compounds known as 8CB 
and 9CB, with second order N-SmA phase 
transitions by the standard tests [25], were 

found to exhibit dynamic behavior consis- 
tent with a first-order phase transition. This 
test further enabled a determination of the 
small cubic term (the HLM effect) [26] pre- 
dicted to be a feature of the N-SmA transi- 
tion in the vicinity of a tricritical point, an 
appropriate limit for this result [26] to ap- 
ply [ 5 ] .  The conclusion is that while the 
N-SmA transition is intrinsically first order, 
the discontinuity is ‘small’. Indeed, precise 
measurements of changes in sound speed 
and the elastic constants deduced from these 
measurements find evidence for 3D-XY 
fluctuations even far from the transition 
temperature [27]. 

The theoretical picture for the N-SmA 
transition has been succinctly summarized 
by Lubensky. [28] He explains that there 
are several important differences between 
the normal-metal-superconducting and the 
N-SmA transitions where K,, the splay elas- 
tic constant, emerges as a ‘dangerous irrel- 
evant parameter’ [28]. 

First, unlike superconductors, SmA order 
is not long range (Peierls’ argument). This 
introduces an additional length, 1. As a re- 
sult, correlations in director fluctuations and 
SmA order parameter fluctuations have 
different lengths. Where director orienta- 
tional fluctuations are correlated on a 
length, tthermo, SmA order parameter fluc- 
tuations are correlated on a length <eff where 
1/teff= l/~the,,o+l/l. The temperature de- 
pendence (i.e. critical exponents) of 1 de- 
pends on splay fluctuations which in turn 
depend on K,. 

Second, in the N-SmA case, ‘nature has 
so arranged it that measurable quantities are 
in a gauge where fluctuations are most 
violent’ [28]. Measurable quantities in 
superconductors are gauge invariant, (i.e. 
independent of divA). In the N-SmA case, 
this corresponds to K,-0 .  The Coulomb 
gauge, divA = O  in superconductors, corre- 
sponds to divn=O or K ,  + w  [29]. In both 
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these cases v,, = v,. However, in the K ,  + w 

limit, gauge transformation theory predicts 
that the 3D-XY fixed point is unstable leav- 
ing only the stable fixed point at K ,  =O. 

Dislocation-loop melting theory [30], 
taking into account entropic effects, intro- 
duced two new fixed points on the K ,  axis, 
one stable and the other unstable, where 
vll = 2v, is ‘built-in’ [28]. As the value of the 
unstable fixed point is at smaller K ,  
than the stable one, K ,  has to be larger than 
its unstable value for fluctuations to con- 
verge to dislocation-loop theory’s fixed 
point [3 11. Recent self-consistent one loop 
calculations by Andereck and Patton [32] 
and the persistent anisotropy in the critical 
behavior of 4 have renewed interest in this 
still mysterious aspect of the N-SmA tran- 
sition [24]. However, Lubensky emphasiz- 
es that the only way theoretically to obtain 
the larger K,#O stable fixed point is by ig- 
noring 1 [28]. If one includes 1, the only 
stable fixed point is at K ,  = 0 where v,, = v,. 

It may be that mixtures can be found [33] 
to tune K ,  sufficiently well to locate the 
stable fixed point where K,#O. For example, 
some early experiments [34] measuring the 
elastic constants of K2 and K ,  in mixtures of 
CBOOA (cyanooctyloxybiphenyl) and or- 
tho-MBBA (o-methoxybenzilidene butyl- 
aniline), found at sufficiently large concen- 
tration of o-MBBA that K3={,, diverged 
with an exponent v,,= 1. In these same mix- 
tures, K2=4:/4,, showed no divergence [341 
consistent with v,, = 2v,. In view of signif- 
icant advances in materials and measuring 
techniques since these early days, redoing 
these experiments, including precise mea- 
surements of K ,  [35], in a system where this 
‘dangerous irrelevant parameter’ can be 
varied through a large range of values, may 
be a way to find the K,#O stable fixed point. 

A first indication that long range dynam- 
ic correlations [7] existed in liquid crystals 
appeared with the discovery of divergences 

in the Ericksen - Leslie viscous coefficients, 
a,, cc, and a6 [36]. Brochard’s result was 
found using Kawasaki’s mode coupling the- 
ory (371. One consequence of divergences 
in these viscous coefficients is that ‘flow 
alignment’ breaks down in the nematic 
phase on approaching the N-SmA transition 
[38]. While this result has inspired, and is 
continuing to inspire, the study of macro- 
scopic instabilities in liquid crystals under 
well-controlled and well-defined conditions 
[39], more traditional features of dynamic 
critical phenomena are beginning to 
emerge, especially at other liquid crystal 
phase transitions [40]. In particular, it has 
been shown that dynamic behavior in the vi- 
cinity of the N-SmA transition depends on 
material parameters specific to a compound. 
The implication is that the universal behav- 
ior expected for dynamic critical phenome- 
na will only be observed in certain com- 
pounds (e.g. those with relatively stiff and 
incompressible layers in the case of SmA) 
and not others [ 111. 

6.3.5 Type I1 Smectic A’s: 
Cholesteric-Smectic A Transition 

The parameter distinguishing between 
Type I and Type I1 superconducting behav- 
ior in a magnetic field [41] is the Ginz- 
burg-Landau parameter, K. When K< l/V% 
the superconductor is Type I (Meissner ef- 
fect) and when ~ > l / f l ,  it is Type I1 (flux 
lines penetrate but the penetration is not 
complete). The analogue of studying super- 
conductors in a magnetic field (curlAf0) 
is to turn on spontaneous twist deforma- 
tions (ncurln, chirality, a property of chol- 
esteric liquid crystals) in the liquid crystal 
case [23]. The transition is analogous to a 
Type I superconductor and the N*-SmA 
transition, in a high enough chirality limit, 
is analogous to Type I1 superconductors ex- 
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hibiting the analogue of a vortex lattice in 
what are now known as twist grain boun- 
dary phases (TGB) [42]. 

Renn and Lubensky proposed a model for 
the analogue of the vortex lattice [43] for 
the N*-SmA transition [42]. Simultaneous- 
ly and independently such a phase was dis- 
covered by direct observation, supported by 
X-ray analysis as well as freeze-fracture, by 
Goodby et al. [44] between the isotropic liq- 
uid and a SmC* phase. The first TGBA 
phase found to exist between N* and SmA 
was studied in a dynamic experiment [45]. 
In the Renn-Lubensky model, uniform 
sheets of SmA of extent cL, separated by 
parallel planes of screw dislocations, twist 
relative to each other [46]. 

When Dasgupta and Halperin included 
fluctuations in the HLM effect [47], they 
found that the second order nature was re- 
stored in the high   limit of superconduc- 
tors. Recently in a dynamic experiment [45], 
there was no interface between cholesteric 
and TGBA in a material for which Kwas es- 
timated to be -3 times larger than l/*. In 
addition, the N phase region did not propa- 
gate (i.e. either advance or retreat): TGBA 
grew as SmA melted and was squeezed out 
by an advancing SmA phase. These obser- 
vations [45] support a second order 
TGBA-N* phase transition [4]. 

High resolution specific heat measure- 
ments raise the possibility of another inter- 
esting scenario [48]. These measurements 
show a large broad feature well above the 
TGB-N* transition and only a tiny (if any) 
latent heat at the N*-TGB transition. A sim- 
ilar behavior was observed at the first 
TGBA-N* transition [45] in a different 
compound making it a possible generic fea- 
ture of TGB-N* transitions. In this case 
[45], the size of the heat signature at the 
TGBA-N* transition was time dependent. 
Chan et al. [48] suggest that the broad pre- 
transitional heat feature was consistent with 

the formation of a liquid of screw disloca- 
tions condensing into either a glassy or an 
ordered TGB phase [49]. They point out 
[48] the resemblance between their phase 
diagram and a theoretical one for a Type I1 
superconductor with strong thermal fluctu- 
ations where, with decreasing temperature, 
a vortex liquid state condenses into either a 
glassy or an ordered state [50]. Whether the 
second order nature of the N*-TGBA tran- 
sition [45] is a result of fluctuations obliter- 
ating the small HLM singularity or a pro- 
posed [50] (but not yet experimentally ver- 
ified) [5 11 liquid-glass transition calls for 
more work. Materials with TGB phases with 
a large temperature range [52] may help 
clarify this question relevant not only to liq- 
uid crystal and high T, superconducting ma- 
terials, but also other complex materials 
such as polymers, electrorheological fluids 
and ferrofluids [42]. 

6.3.6 Transitions between Tilted 
and Orthogonal Smectic Phases 

In the SmC phase, the director tilts relative 
to the layer normal at an angle, &+O, break- 
ing the continuous rotational symmetry in 
the plane of SmA layers. The order param- 
eter for this transition is 4, the angle 
between the layer normal and the director. 
Guillon and Skoulios [53] suggested that a 
direct measure of 4 is given by cos 
4 = d c / d A  where dc is the layer spacing 
measured in the C phase and d, is its (max- 
imum) value at TSmA-SmC. According to the- 
ory [54], this transition is in the 3D-XY uni- 
versality class. Although measurements by 
the MIT group found mean field exponents 
and unobservably small critical regimes 
(&,,=700 nm) [55 ] ,  a compound studied by 
Delaye [56] in light scattering, as well as op- 
tical measurements in other compounds by 
Ostrovskii et al. [57] and Galerne [58], and 
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X-ray layer spacing measurements of Kel- 
ler et al. [59], observable critical regimes 
were found with 3D-XY exponents as ex- 
pected by theory [54]. 

Recently Ema et al. [60] found that, with 
‘significant corrections-to-scaling’, their 
high resolution specific heat measurements 
agreed with theoretical expectations [S4] at 
the SmC*,-SmA transition. The SmCg 
phase is composed of alternating layers of 
equal and opposite tilt [61]. Ema et al. [60] 
give a nice summary of these transitions in 
the context of critical phenomena as well as 
a sense of the detailed scrutiny high quality 
data are subjected to in such studies. 

The controversy over the nature of the 
SmA-SmC transition was essentially re- 
solved by Benguigui and Martinoty [62]. 
These authors addressed the question of 
why fluctuation effects can be observed on 
long lengths scales with ultra-sound propa- 
gation but not by specific heat or X-ray 
measurements. In particular in S S S ,  where 
specific heat, X-ray and dilatometric meas- 
urements found mean-field behavior, ultra- 
sound damping measurements showed sig- 
nificant fluctuation effects [63]. Most re- 
cently [64], they further elucidated the ques- 
tion of how certain compounds do show 
mean-field behavior while others show crit- 
ical behavior at long wavelengths. Their 
explanation rests on the Andereck-Swift 
theory of the SmA-SmC transition [65] that 
couples the SmC order parameter to gra- 
dients in the density and gradients in the 
layer spacing. 

6.3.7 B-SmB-SmA Transitions 

The SmB phase is another example of a 
phase where entropic effects are important. 
SmA is a two dimensional isotropic liquid 
in the plane of its layers. B is a three dimen- 
sional hexagonal crystal. SmB in-plane or- 

dering is between these two with long range 
hexagonal bond orientational order and 
short range translational order that is not 
correlated from layer to layer [66]. A sim- 
ple picture is that in the SmB phase, mole- 
cules are delocalized on a hexagonal grid 
1.591. X-ray diffraction patterns of B are res- 
olution limited while those of SmB are not 
[67]. Although a first order SmB-SmC* 
transition has been observed [S9], most of 
the work has concentrated on the expected 
fluctuation dominated SmB-SmA transi- 
tion [68]. 

So far, none of the exponents observed at 
this transition fit a recognizable universal- 
ity class. Nounesis et al. measured the di- 
vergence in the thermal conductivity and 
found dynamic critical exponents consistent 
with tricritical values [69]. As they had al- 
ready established that a= 0.6, very different 
from expectations of static critical phenom- 
ena (i.e. 3D-XY) they suggested that the 
SmB-SmA transition, at least in the com- 
pound they were studying (650BC) [70), 
was driven towards a tricritical point be- 
cause of a coupling between hexatic order 
and a short range ordering field such as a 
‘herringbone’ structure from a nearby, low- 
er temperature crystal E phase [ 11. Howev- 
er, later extensive work on different com- 
pounds along a SmB-SmA transition line, 
with SmB temperature ranges between 
0.8 K and 22 K, found az0.6 along the en- 
tire line [71]. These authors point out that 
only a tricritical point (not a line) is com- 
patible with a coupling between bond-orien- 
tational order and short range positional or- 
der. 

Gorecka et al. [72] studied a compound 
in thick freely suspended films exhibiting a 
B-SmB-SmA phase sequence. They found 
no significant difference in hexatic proper- 
ties in this system and those with SmB-E 
transitions [71]. The exponent for the hex- 
atic order parameter was found to be p= 0.15 



386 6.3 Fluctuation and Liquid Crystal Phase Transitions 

? 0.03 which the authors point out is consis- 
tent with the three state Potts model in three 
dimensions [68]. They could not exclude the 
possibility that the SmB-A transition in 
their material was first order. The sugges- 
tion was that the hexatic order parameter did 
not fully cross-over from mean field to 3D- 
XY. It was also found that while there is a 
sharp discontinuity in the in-plane position- 
al correlation length at the SmB-B transi- 
tion, suggesting a strongly first-order tran- 
sition, there was no measurable enthalpy 
change. 

Fluctuation effects at the more fluid of 
liquid crystal phase transitions have been 
sensitively probed using techniques exploit- 
ing long length scales. Indeed, ultrasonic 
wavelengths are highly sensitive to hexatic 
fluctuations in SmA. Gallani et al. [73] 
found evidence of hexatic fluctuations at 
the SmA-SmB transition resulting in a 
strong damping and velocity anomaly in the 
A phase of an ultrasonic wave. Their data 
suggests that the in-plane hexatic ordering 
couples to SmA layer undulations which in 
turn have a nonlinear coupling to the sound 
velocity field. 

6.3.8 Fluctuations at Critical 
Points 

A line of first order phase transitions 
between two phases with the same symme- 
try may end at a critical point where fluctu- 
ations are expected to dominate. The clas- 
sic example of this is the liquid-gas critical 
point. 

6.3.8.1 BPI,,-Isotropic 

The analogue of the pressure-temperature 
plane in a liquid-gas system is the temper- 
ature-chirality plane for blue phase transi- 
tions. Along the lines of the classic liq- 

uid-gas example, Keyes [74] suggested that 
as the BPI11 and isotropic phases have the 
same symmetry, the line of first order phase 
transitions could end at a critical point. 
Voigts and van Dael found, [75] later veri- 
fied by others, that, with increasing fraction 
of a chiral component, the latent heat at the 
BPII1-1 transition decreased. More recently, 
Kutjnak et al. [76] located a BP1,I-I critical 
point and characterized its behavior with 
high resolution calorimetry and measure- 
ments of optical activity. They report that 
both measurements are consistent with 
mean field behavior instead of the theoreti- 
cally expected [77] Ising fluctuation behav- 
ior. They suggest that mean field behavior 
is observed because 5, is large. However, 
measured values [74] of t0=1.5 nm (i.e. a 
molecular length scale). 

6.3.8.2 SmA, and SmA, 

These two smectic phases have the same 
symmetry but their layer spacings are dif- 
ferent and incommensurate. In SmA,, the 
layer spacing is about the molecular length 
while in SmA, it is 1.2-1.3 times the mo- 
lecular length. As the critical point is ap- 
proached, fluctuations become so large the 
critical point explodes into a bubble of a dis- 
ordered state-cholesteric if the compounds 
are chiral and nematic if they are not-em- 
bedded in SmA. [78] On the other hand, a 
line of first order phase transitions between 
SmA, and SmA,, for which the layer spac- 
ing is about twice the molecular length, ends 
at a critical point [79]. Prost and Toner [80] 
developed a dislocation melting theory for 
a line of first-order SmA-SmA phase tran- 
sitions ending at a N-SmA,-SmA, triple 
point. The first-order nature of this triple 
point for a nematic bubble has been verified 
by Wu et al. [81]. Furthermore, it was pre- 
dicted that this line could continue linearly 
into the nematic region to end at a N-N crit- 
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ical point [go]. At the triple point on a ne- 
matic bubble [78], such a line would have 
to bend nearly 90". But, at a nematic 
'estuary' connected to a nematic 'ocean' 
(i.e. not surrounded by SmA), evidence has 
been found for a critical point terminating a 
first-order line of N-N transitions. [82] 

6.3.8.3 NAC Multicritical Point 

A point where three fluctuation dominated 
phase transition lines meet in a 2-dimen- 
sional parameter space is also expected to 
exhibit universal features. An extensively 
studied liquid crystal candidate was the 
N-SmA-SmC point in mixtures [83], in a 
pure compound under pressure [84] and at 
the re-entrant N-SmA-SmC multicritical 
point [85]. The situation may be summar- 
ized as follows. The systems studied showed 
qualitative and quantitative similarities. 
However, the exponents exhibited were not 
in the expected universality class for three 
second order phase transition lines meeting 
at a point. This is likely because, in the 
N-SmA-SmC case, the N-SmC transition 
line is first order [86] as is the N-SmA tran- 
sition line, [26] leaving only the SmA-SmC 
second-order phase transition line. 

6.3.9 Conclusion 

Given the rich variety to their broken sym- 
metries, enormous strides in perfecting low 
molecular weight organic liquid crystal ma- 
terials for applications in industry, as well 
as important advances in measurement tech- 
nologies of material properties under well- 
controlled conditions, liquid crystals 
emerge as useful materials to explore the in- 
tricate and beautiful interplay in nature 
between symmetry and spatial dimension- 
ality at phase transitions. 
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6.4 Re-entrant Phase Transitions in Liquid Crystals 

P. E. Cladis 

6.4.1 Introduction 

In a re-entrant phase transition, a higher 
temperature thermodynamic phase with 
higher symmetry (and most dramatically 
with greater fluidity) reappears at tempera- 
tures below a stable thermodynamic phase 
with lower symmetry (and less fluidity). 
Molecules have many more internal degrees 
of freedom than atoms. As a result, liquid 
crystals have more than 30 different thermo- 
dynamic phases, many involving broken 
continuous symmetries. It is not surprising 
then that there is not a unique mechanism to 
account for re-entrant behavior in liquid 
crystals. In addition, the characterization of 
liquid crystal structure (i.e. microscopic 
structure) versus property (i.e. macroscop- 
ic expression) relations requires measure- 
ments on many different length and time 
scales: thermal measurements; k-space 
measurements (e.g. X-ray and light scatter- 
ing); direct observations with microscopes, 
particularly the polarizing light microscope; 
acoustic measurements; etc. While a phase 
diagram in, for example, the tempera- 
ture-concentration plane or temperature- 
electric field plane gives a macroscopic pic- 
ture, that these various techniques generate, 
it does not distinguish between different mi- 

croscopic mechanisms for re-entrant behav- 
ior. In the absence of a theoretical frame- 
work covering all known cases of re-en- 
trance in liquid crystals, we have sorted 
them into three broad classes. However, as 
is typical of liquid crystal phenomena, and 
indeed of complex natural phenomena in 
general, the boundaries between the differ- 
ent classes are not sharp. 

The sequence of phase transitions, with 
decreasing temperature, N SmA N,, was dis- 
covered in 1975 in cyano compounds with 
two benzene rings [l] (Fig. 1, [2]). Since 
1975, liquid crystals have been found to 

c (‘77 SOCS) 

Figure 1. The N,, phase diagram for 80CB/60CB 
mixtures [2]. 
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show many different examples of re-entrant 
behavior arising from several different 
mechanisms, most of which have no obvi- 
ous solid-state analog. For example, the first 
re-entrant transition [ 11 is now understood 
to result when ‘short-range effects surpris- 
ingly do the long-range ones in!’ [3]. We call 
this category R1, re-entrance from frustra- 
tion. A comprehensive review of R1 re-en- 
trance appeared in 1988 [4] to mark the 
100th anniversary of the discovery of liquid 
crystals. As R1 is by far the most novel ex- 
ample of re-entrance in liquid crystals, and 
robust materials exhibiting R1 re-entrance 
are widely available [5], it has generated the 
most amount of work [4]. Therefore, R1 is 
the transition that is currently best under- 
stood. The most recent R1 example is the 
phase sequence, with decreasing tempera- 
ture N*, TGBA, SmA, re-entrant TGBA, 
NZ which is shown in mixtures involving a 
cyano compound with a carbohydrate link 
[6] (Fig. 2). These materials [6] may help 
develop an understanding of biologically 
relevant materials where more-fluid states 

are known to occur at lower temperatures 
than less-fluid ones [ 7 ] .  

Re-entrance in liquid crystals can also in- 
volve temperature-driven change in short- 
range steric forces competing for long- 
range order. Molecular shape is a crucial 
factor in liquid crystal structure-property 
relations. Rod-like nematics (uniaxial posi- 
tive) cannot continuously transform to disc- 
like nematics (uniaxial negative) without an 
intervening biaxial nematic phase or an iso- 
tropic liquid state in the case of discontinu- 
ous transitions. The phase sequence with de- 
creasing temperature - isotropic liquid, uni- 
axial positive nematic, biaxial nematic, uni- 
axial negative nematic, re-entrant isotropic 
liquid (Fig. 3, [8]) -is an example from lyo- 
tropic liquid crystals of both a re-entrant ne- 
matic (Nre) and the first re-entrant isotrop- 
ic liquid. 

Some thermotropic liquid crystal struc- 
tures are so complex both rod-like and disc- 
like liquid crystal phases can be stabilized 
at different temperatures and for different 
members in a homologous series [9]. For ex- 
ample, in double-swallow-tailed com- 
pounds with aliphatic chain lengths less than 
10, ‘rod-like’ liquid crystal phases are ob- 
served, and in longer chains, discotic liquid 
crystal phases are observed [lo]. We call the 
above re-entrant phenomenon, ‘re-entrance 
triggered by complex geometrical factors’, 
R2. Other re-entrant phase sequences we list 
in R2 are the phase sequences SmA SmC,, 
SmA [ 1 11 and SmC SmO,, SmC [ 121 found 
in a symmetrical, relatively long compound 
[ 131 the homologous series of which has an 
alternating stability for SmO and SmC 
phase. As materials exhibiting R2 re-en- 
trance tend to be in the ‘exotic’ limit, apart 
from temperature-concentration phase dia- 
grams for given molecular structures little 
is known about R2 re-entrance. 

The term ‘re-entrant’ was first used to de- 
scribe the reappearance of a lower temper- 
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ature normal metal phase in superconduc- 
tors (see, for example, Cladis 141 and refer- 
ences therein). Re-entrance in this case, R3, 
results from the competition between long- 
range forces, e.g. a new order parameter 
grows [ 141 or there is a temperature-depen- 
dent coupling between competing order pa- 
rameters [15]. The phase diagram used to 
discuss superconducting re-entrance is the 
magnetic field-temperature plane. R3 re- 
entrance has been known longer than has 
re-entrance from frustration, R1. Only the 
terminology is new for R3. In R3 re-en- 
trance, fluctuations often play an important 
role, leading to universal features such as 
the magnificant spiral at the N,,-SmC-SmA 
multicritical point (Fig. 4) [ 161; the 
N-SmA-NSmC step [ 171 (Fig. 5 )  showing 
the dramatic suppression in the N-SmC 
transition temperature resulting from Bra- 

zovskii fluctuations at the N-SmC transi- 
tion [18] compared to the N-SmA transi- 
tion; and the nematic bubble when fluctua- 
tions from two SmA phases with nearly sim- 
ilar but different layer spacings compete 
[19]. As it has been eloquently argued [20] 
that re-entrance in nonpolar compounds 
[21] depends sensitively on universal fea- 
tures of the NSmA SmC multicritical point, 
we include it in R3 re-entrance. 

6.4.2 R1: Re-entrance 
from Frustration 

In the re-entrant nematic transition, a liquid 
phase without translational order (nematic) 
occurs at a lower temperature or higher pres- 
sure than one with one-dimensional transla- 
tional order (SmA). With decreasing tem- 
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perature (see Fig. 1) or increasing pressure 
(Fig. 6), the phase sequence is N-SmA-N. 
The lower temperature nematic phase is 
called ‘re-entrant’ [22]. This particular 
phase sequence was first discovered in 
1975 in mixtures of cyano-Schiff base 
compounds (cyanooctyloxy aniline and 
heptyloxybenzilidene aniline) at 1 atm [ 11, 
and later in pure materials, including cyan- 
obiphenyloctyloxy aniline (80CB) under 
pressure [23]. These materials have two 
benzene rings. 

As it was known that SmA phases of cya- 
nobiphenyl compounds exhibit layer spac- 
ings that are larger and incommensurate 
with their molecular length [23], the sugges- 
tion was made [22] that the N,, phase in 
these materials was the result of dimer-type 
associations on a molecular level and that it 
could transform back to a SmA phase with 
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Pelzl et al., Mol. Cryst. Liq. Cryst. 
168, 147 (1 989) 

Figure 5. Step down to lower temperatures of the 
N-SmC transition line from the N-SmA transition 
line [17]. 

layer spacing comparable to its molecular 
length, even when there was an intervening 
SmC phase (Fig. 7, [22]). 

Goodby and coworkers [24] elegantly 
showed that re-entrance in cyano com- 
pounds resulted from a sensitive balance 
between dipolar and steric factors. They 
synthesized two benzene ring materials with 
an ester link that either reinforced (result- 
ing in exclusively re-entrant nematic behav- 
ior) or opposed (resulting in the appearance 
of a SmC phase below the SmA) the cya- 
nophenyl ‘mesomeric relay’ [24]. The con- 
clusion is that, when dipolar forces domi- 
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Figure 6.  The N,, phase as a function of temperature 
and pressure for 80CB/60CB mixtures [4]. 

nate we have re-entrance from frustration, 
and when steric forces dominate the door 
opens to R2 and R3 re-entrance. 

The incommensurate SmA phase was 
called SmA, [25] ,  where d denotes ‘dimer’ 
for the pairwise overlapped associations of 
aromatic cores fromed by these compounds 
[26], and the lowest temperature SmA phase 
was called SmA, [19], where I stands for 
‘interdigitated’, as the aliphatic chains from 
one layer formed of dimers are interdigitat- 
ed with those of neighboring layers [22]. Be- 
cause the layer spacing is about the same as 
the molecular length, these kinds of SmA 
phases are also known as SmA,. However, 
stimulating the formation of monomolecu- 
lar SmA phases in cyano compounds leads 
to the enhancement of the SmA phase at the 
expense of a nematic phase (Fig. 8), intro- 
ducing the need to distinguish between 

NEYLTIC 
SYLCl lC  b, 1 WCREASING - 

Figure 7. The re-entrant scenario for 
cyano compounds [22] with the model 
for SmAd and SmA,. 
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Figure 8. The number of 
dimer pairs (a) deduced 
from the observed SmA 
layer spacing (b) in 60CB/ 
80CB and 408/80CB mix- 
tures. (c) At complete pair 
saturation, the number of 
pairs (N) compared to the to- 
tal number of molecules (T) 
is 0.5. In a mixture of 
monomers, N=O (c), as 
N/T-+0.5,  the SmA, phase 
disappears, and when 
NIT -+ 0, the nematic phase 
is squeezed out by the 
enhanced SmA, phase [27]. 

SmA, and SmA,. Thus the reappearance of 
a SmA phase that has a layer spacing close 
to the molecular length may be an indica- 
tion that its layer structure is more than a 
simple packing of single molecules (see 
Fig. 7, [27]). 

While the N,, phase was also found in ni- 
tro compounds with two benzene rings [28], 
re-entrant phenomena in liquid crystals 
made a giant leapforward in 1979, when the 
stable N,,-SmA transition [29] and multi- 
ple re-entrance [30] was discovered at 1 atm 
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Figure 9. One of the first pure 
compounds to show a stable N,, 
phase (RN) with two RNA transi- 
tions [29]. 

by the Bordeaux group in several different 
cyano compounds containing three benzene 
rings (Fig. 9). A multiple re-entrant phase 
sequence with decreasing temperature is, 
for example, N SmA N,, SmA N,, SmA. 
These discoveries had a major impact on 
both the chemical and physical frontiers of 
liquid crystal research in the polymorphism 
of SmA and re-entrant behavior [31]. It 
should also be noted that the authors point- 
ed out that the material in which they first 
identified a N,, phase [29] had previously 
been identified as a more ordered smectic 
phase [32]. 

One of the first temperature-concentra- 
tion re-entrant phase diagrams from the Bor- 
deaux group (Fig. 9) [29] bears an uncanny 
resemblance to the magnetic field-temper- 
ature phase diagram observed in a complex 
superconducting material at very low tem- 
peratures and very high magnetic fields 
(Fig. 10) [32]. This superconducting re-en- 
trance is the closest solid-state analog to R l  
re-entrance. In these systems, the internal 
magnetic field first shields the supercon- 
ducting state from the applied magnetic 
field, so that the superconducting state re- 
enters at higher fields, and then, eventually, 
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Figure 10. An example of the re-entrant 
phenomenon in complex superconductors 
[33] having a phase-diagram topology 
similar to that in Figure 9. At low fields 
the normal metal state is not re-entrant, as 
predicted from theory [34]. However, at 
extremely low temperatures and with 
increasing applied field, the superconduct- 
ing state (S) is first restored and then de- 
stroyed again above 20 T. 

when its shielding powers are exhausted, 
superconductivity is again destroyed [34]. 
However, unlike the case of magnetic super- 
conductors [ 141 the normal metal state both 
above and below the superconducting 
‘nose’ in Fig. 10 are similar. 

An internal/external field competition 
1331 may be at work in the SmCFe phase ob- 
served in an applied electric field [35] when 
the helix structure is suppressed by an ap- 
plied electric field. However, while our 
understanding of the re-entrant mechanism 
behind the behavior illustrated by Fig. 10 is 
relatively complete [34], nonlinear theories 
of smectic phase transitions [36] have not 
yet accounted for the observed helielec- 

tric-ferroelectric-helielectric phase se- 
quence with decreasing temperature in an 
applied electric field [35] or the C* O* CTe 
[ 131 sequence with decreasing temperature 
(discussed in Sec. 4). 

Following the Bordeaux discovery by 
Hardouin et al. [29], many three-ring cyano 
compounds were discovered, particularly 
by the Halle group [37], that showed stable 
N,, phases in cyano compounds with three 
benzene rings. An overview of the chemi- 
cal structure and re-entrant behavior of three 
benzene ring compounds has been given by 
Weissflog et al. [38]. 

The theoretical work by Indekeu and 
Berker [39] showed the new physics to 
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emerge from R1 re-entrance. Simply put, 
they showed that treating molecular associ- 
ations from the perspective of statistical 
physics, the static dimer concept [22] was 
consistent with an ensemble of triplets 
correlated on a microscopic scale. They 
considered a two-particle dipolar potential 
that had both parallel (‘up-up’) and antipar- 
allel (‘up-down’) exchange interactions. 
When dipolar forces between two members 
of the triplet cancel, the third member expe- 
riences no force and is free to permeate from 
layer to layer, ‘frustrating’ smectic order. By 
allowing displacements of three dipoles rel- 
ative to each other, a population of triplets 
is generated that has a net short-range di- 
pole interacting with each other via short- 
range dipolar forces stabilizing the layered 
structure. The energy fluctuations associat- 
ed with a triplet ensemble is evaluated us- 
ing an Ising criterion. If satisfied, a layer 
structure can be stabilized; if not, the nemat- 
ic re-enters. 

The N,, phase shares frustration proper- 
ties with a ‘spin-glass’ . Roughly speaking, 
a spin-glass results from the presence of a 
wide variety of competing interactions aris- 
ing from random interactions in a many- 
body system. In a spin-glass, different re- 
gions of phase space become irretrievably 
separated by energy barriers. The system is 
called ‘nonergodic’, as each small piece of 
the system is in a different region of phase 
space from all others and only ‘knows’ its 
own local conditions. The Liouville theo- 
rem breaks down and the system is called 
‘frustrated’ [4O]. As the temperature is low- 
ered, these isolated states proliferate. 

In this sense, SmA, and the N,, phases are 
frustrated. They escape being nonergodic 
because they are liquids in the usual sense. 
To underscore the uniqueness of this partic- 
ular example of frustration, Berker and In- 
dekeu [39] refer to their theory as a ‘spin- 
gas’ theory, rather than a spin-glass theory. 

By combining a cyanoethyl compound 
with a cholesteric liquid crystal with a suf- 
ficiently high twisting power, Pelzl et al. 
[41] obtained re-entrant cholesteric phases. 
Near the N*-SmA phase transition they 
found the opposite color sequence resulting 
from the untwisting of the helix structure by 
SmA fluctuations from the higher tempera- 
ture N*-SmA transition. They pointed out 
that binary mixtures exhibiting both the usu- 
al N*-SmA and the N?,-SmA transition 
could, in principle, be used to make temper- 
ature-sensing devices in two temperature 
ranges. 

Vill and coworkers [6] give a summary of 
N,*, phases, and have shown that quite dif- 
ferent phase diagrams can result from sub- 
tle changes in molecular structure. In par- 
ticular, when mixing a cyanophenyl carbo- 
hydrate based compound containing a bor- 
on link (CNBlO), which shows I-BP-N* 
transitions with decreasing temperature, 
with a slightly longer compound, in which 
boron is replaced by carbon (CNC12) and 
which has a large SmA temperature range, 
they observed the novel phase diagram (Fig. 
2) exhibiting a re-entrant TGBA phase. 
Contact preparations of CNC12 with (1) a 
relatively nonpolar smaller molecule results 
in a cholesteric mountain surrounded by 
SmA and SmC phases and with (2) a N* 
compound, a lower temperature N* phase 
ending in the middle of the SmA phase 
where the phase boundaries (presumably) 
were lost in the contact preparation [42]. In 
both contact preparations, the high-temper- 
ature N* phases of the two components are 
immiscible. The high-temperature N* phase 
of CNBlO is also immiscible when mixed 
with the same two compounds; however, in 
the contact mixture with the N* compound 
there is an almost vertical N*-SmA phase 
boundary rather similar to the ones observed 
in the presence of competing SmA and SmC 
phase fluctuations (see, for example, 
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Fig. 3, with the TGBA squeezed in 
between. By suitably choosing components 
in binary mixtures, carbohydrate based cya- 
nophenyl compounds can exhibit features 
associated with both R1 and R3 re-entrance. 

6.4.3 Re-entrance from 
Geometric Complexity 

Molecular shape plays a significant role in 
determining the stability of liquid crystal 
phases. Even the number of carbon atoms 
in the aliphatic chain can lead to an odd- 
even variation in transition temperatures 
in a homologous series and an odd-even 
stability of liquid crystal phases. A dramat- 
ic example of the latter is the racemic 
1 -methylterephthalidene-bis(aminocina- 
mates) (MnTAC) [13]. These compounds 
contain three benzene rings and are chemi- 
cally identical on both sides of the center of 
the molecular long axis. In this homologous 
series, MnTAC exhibits only a SmO phase 
[12] when n is odd and 25, and only a SmC 
phase when n is even and >4. M4TAC ex- 
hibits a stable SmC,, transition; that is, with 
decreasing temperature, the phase sequence 
is I-SmC-SmO-SmC,, . The chiral analogs 
with 4 5 n I 7  exhibit the SmO* phase inde- 
pendent of the parity of n. By mixing racem- 
ic M4TAC with materials showing only ei- 
ther SmO* or a SmC* phase, Heppke et al. 
[ 131 obtained phase diagrams with showing 
SmC;,. 

In lyotropic liquid crystals, uniaxial neg- 
ative nematics (NL, i.e. disk-like phase) 
were found in aqueous solutions of potas- 
sium laurate (KL), l-decanol, and potas- 
sium chloride [43]. Within a very narrow 
temperature and concentration range of a 
heavy water solution of this ternary mixture, 
Yu and Saupe 181 found a novel phase dia- 
gram (see Fig. 3). In this phase diagram, N, 
is uniaxial positive (rod-like). Between the 

N, and N, phases is the first stable biaxial 
N phase, which Yu and Saupe 181 denoted 
by Nbx, and the first I, liquid state (see 
Fig. 3). 

Weissflogg et al. [ lo] give an overview 
of the literature on I,, phases in thermotrop- 
ic liquid crystals. They point out that meso- 
gens consisting of a rod-like core ending in 
two half-disk shaped moieties (polycatenar 
mesogens) have steric features between 
those of rod-lilke and disk-like mesogens, 
and can exhibit nematic, lamellar, columnar, 
and cubic mesophases [44]. Increasing the 
molecular complexity to six-ring mesogens, 
they found that slight variations in molecu- 
lar structure can give rise to large changes 
in liquid crystal properties [lo] and stable 
I,, phases. A fascinating example is the tran- 
sition sequence with decreasing tempera- 
ture found in six-ringe double-swallow- 
tailed compounds: I N I Cub SmC [lo]. In 
molecular structures where conformational 
and corresponding entropic factors play an 
important role, it is possible that entropic 
elasticity similar to that which has been 
proven useful for polymers [45] (in addition 
to complex steric factors) should be consid- 
ered. 

Dowel1 [46] has considered the case of, 
for example, discotic (and lamellar) struc- 
tures in which rigid aromatic moieties stack 
in a column (or layers), which can be stabi- 
lized by the collective dynamics of disor- 
dered alkyl chains (the ‘floppy tails’) sur- 
rounding the columns. The conclusion is 
that, as the temperature decreases, the alkyl 
chains become more ordered (and less dy- 
namic), thus destabilizing the columnar 
stacks. Conversely, as the temperature in- 
creases the chains become more active and 
perhaps even entangled, leading to a more 
stable columnar structure, and thus there is 
no higher temperature N phase as is found 
in some discotic materials [47]. However, in 
other discotic materials, both the high- and 
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Figure 11. An example of the SmA-SmC-SmA, 
transition. Here the high-temperature SmA phase has 
a layer spacing somewhat smaller than that in a mix- 
ture of monomers, while the SmA,, phase has a layer 
spacing comparable to that of a mixture of fully ex- 
tended monomers [ 111.  

low-temperature N,, phases as well as re- 
entrant hexagonal columnar phases have 
been observed [50]. Thus, while observa- 
tion of temperature-driven changes in the 
conformation and dynamics of the aliphat- 
ic chains help us to develop on understand- 
ing of the subtle features that suppress re- 
entrance in some cyano compounds [49], it 
seems clear that interactions of the aromat- 
ic moieties in disk-like compounds cannot 
be ignored, and may account for the wide 
variety of re-entrant behaviors observed in 
discotic liquid crystals. 

Perhaps a somewhat simpler situation is 
presented by the SmA-SmC-SmA, tran- 
sitions [11], which may be triggered by 

significant temperature-dependent confor- 
mational changes in the long alkyl chains 
(Fig. 11). A vertical SmA-SmC phase 
boundary is associated the SmA-SmC- 
SmA,, transition [ 1 11, where a polar com- 
pound (C in Fig. 11) with an SmA, phase is 
mixed with a nonpolar one (D in Fig. 11) 
with two relatively long aliphatic chains and 
only a SmC phase. X-ray studies of the layer 
spacings with increasing concentration of D 
(xD) show three distinct regions. When 
xD<0.5, the layer spacing is larger than the 
average molecular length, indicating that in 
this range of concentrations the SmA phase 
consists of monomers and dimers. When 
0.6 <xD< 0.7 the layer spacing corresponds 
to the monomer average of C and D. In the 
third regime, the layer spacing is smaller 
than the average of that of fully extended 
monomers as the SmC phase is approached. 
However, the layer spacing in the SmA,, 
phase is somewhat larger than that of the 
high-temperature SmA phase, being ap- 
proximately the same as that of the mono- 
mer average when the alkyl chains are in an 
all-trans configuration [ 1 11. 

As thermotropic liquid crystal materials 
become more complex more sophisticated 
numerical computations will be needed in 
order to develop a corresponding hierarchy 
of structure-property relationships, as is 
currently in progress for polymers [50]. For 
example, the SmC to oblique columnar 
phase transitions [51] in six-ring, double- 
swallow-tailed compounds represents a 
worthy challenge for such computations. 
Furthermore, in order that the use of data on 
increasingly complex liquid crystal materi- 
als can be optimized in terms of their con- 
tributions to the development of new funda- 
mental knowledge potentially relevant to 
polymeric and biological materials as well 
as new liquid crystal technologies and ap- 
plications, a broader range of experimental 
data correlating to, for example, mechani- 
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cal, magnetic, electrical, rheological, and 
optical properties with chemical structure is 
needed. 

6.4.4 R3: Re-entrance from 
Competing Fluctuations 

To describe a line of phase transitions 
between two SmA phases (SmA, and SmA,, 
for example), Barois et al. [52] have used 
two order parameters. As the symmetries are 
the same, an SmA,-SmA, line of first-order 
phase transitions should end at a critical 
point. However, the observation is that, as 
the critical point is approached and fluctu- 
ations increase on the two sides of the tran- 
sition line, where the symmetry is the same 
but the layer spacings are different, a nemat- 
ic bubble spontaneously appears embedded 
in SmA [ 191. Mean field theories [52] can- 
not account for this observation. 

At a second-order SmA-SmC phase tran- 
sition, the symmetries are different but the 
layer spacing is the same. Fluctuations can 
drive a line of second-order SmA-SmC 
phase transitions to an N-SmA-SmC mul- 
ticritical point (see Fig. 4) [53]. Competing 
N-SmA and N-SmC fluctuations pull the 
N phase under the SmA phase in the tem- 
perature-concentration phase plane, lead- 
ing to the N,,-SmA-SmC multicritical 
point [16]. High-resolution studies, as a 
function of both concentration and pressure, 
resolve the fluctuation-driven N-SmA/ 
N-SmC step (see, e.g. Fig. 5) into a univer- 
sal spiral (Fig. 12) [16] around the 
N-SmA-SmC and the N,-SmA-SmC 
multicritical points. Loosely speaking, the 
N-SmA transition line is dominated by 
N-SmA fluctuations, and the N-SmC tran- 
sition line is dominated by Brazovskii fluc- 
tuations [54] that drive the N-SmC transi- 
tion to lower temperatures compared to the 
N-SmA transition [ 181. 

X 

T (‘C) 

Figure 12. Detail of the N,-SmA-SmC multicriti- 
cal point showing the universal spiral topology [ 161 
of the N-SmA-SmC multicritical point [54]. 

The N,, phase has also been observed in 
binary mixtures of ‘nonpolar’ compounds 
[55]. Shashidhar [20] has pointed out that in 
these two-component systems only one 
component is weakly polar or nonpolar. The 
second component has a dipole moment that 
is pronounced but not as strong as that of, 
for example, cyanobiphenyls [21]. The Ban- 
galore group found that practically all liq- 
uid crystals possessing a net molecular di- 
pole moment also show near-neighbor anti- 
parallel dipolar correlations, as evidenced 
by the difference in the average and isotrop- 
ic values of the dielectric constant. Such 
correlations are absent only when the mo- 
lecular structure is such that one half of the 
molecule is an exact mirror image of the 
other half. Neither of the two ‘nonpolar’ 
components showing N,, phase behavior 
have this property. Nonpolar re-entrance is 
observed over a very small temperature 
range and an even narrower concentration 
range [21]. 
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On further investigation, Shashidar [20] 
explains, a remarkable situation was found. 
In every case, one of the materials had an 
inherent SmC phase, while the other did not. 
As there was no observed miscibility gap, 
in every case there had to be a N-SmA- 
SMC point at very low temperatures. They 
also knew from their studies at high pres- 
sure [54] as well as their detailed studies on 
mixtures exhibiting the N-SmA-SmC and 
the N,,-SmC-SmA point (see Figs. 4 and 
12) [16], that the phase diagram has the uni- 
versal spiral topology where phase boundar- 
ies curve as the N-SmA-SmC point is ap- 
proached. Shashidhar [20] concludes that, 
as re-entrance in nonpolar compounds re- 
sults from the universal curvature of the 
phase boundaries as the N-SmA-SMC 
point is approached, its origin is the fluctu- 
ations associated with the N-SmA-SmC 
multicritical point. 

6.4.5 Conclusions 

In this overview of re-entrant phase transi- 
tions in liquid crystals we have identified 
three main causes of re-entrance: R1, re-en- 
trance from frustration; R2, re-entrance 
from complex steric factors; and R3, re- 
entrance from competing fluctuations (e.g. 
‘a new order parameter grows’). Apart from 
(possibly) the re-entrant hexagonal transi- 
tion in discotic liquid crystals, most re-en- 
trant transitions in liquid crystals have no 
obvious solid-state analog. To optimize the 
impact of research into liquid crystal re- 
entrant phase transitions on fundamental 
knowledge and applications in general, and 
polymer and biological physics in particu- 
lar, a braod variety of experimental data and 
sophisticated theories of structure-property 
relationships is required. So far, such a depth 
of investigation has been accomplished on- 
ly for R 1 re-entrance, as robust compounds 

exhibiting R1 re-entrance are widely avail- 
able. Thus, while we have learned new phys- 
ics from liquid crystals by studying R1 re- 
entrance, the new physics to emerge from 
the less widely studied, more ‘exotic’ mate- 
rials exhibiting R2 and R3 re-entrance is still 
to come. 
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7 Defects and 

Y Bouligand 

7.1 Definitions, 
Conventions and 

Textures 

Methods 

7.1.1 Local Molecular 
Alignment 

Ordered media are never perfect, but present 
deformations and even defects. In liquid 
crystals, the order is defined by several pa- 
rameters, mainly the local mean direction of 
approximately parallel molecules, usually 
represented by a unit vector n chosen par- 
allel either to the long axis if the molecule 
is elongated, or normal to the molecules if 
the molecule is discoidal. A second local 
variable is the order parameter, which cor- 
responds to a more or less accurate align- 
ment of molecules. The orientation of n is 
often chosen arbitratily (+n equivalent to 
-n), since there are no polarities in the dis- 
tribution of molecules, even if the chemical 
formula is ‘arrowed’, as in the classical ex- 
ample of 4-methyloxy-4’-n-butylbenzyli- 
dene aniline (MBBA) molecules. Both the 
parallel and the antiparallel alignment oc- 
cur in equal proportions. In this case, n is 
called a director, with only the direction of 
the molecules being defined, with no pre- 
ferred orientation. 

Several conventions are used to represent 
directors or molecules in figures. Rod-like 
or disk-like molecules can be drawn as cir- 
cular cylinders, either elongated or flat [ 11. 
Another representation is given by a point 
for a director normal to the figure plane P, a 
segment of constant length for a director 
parallel to P, and a nail with length propor- 
tional to C O S ~  for directors lying at an an- 
gle a from P, the sharp end of the nail cor- 
responding to the director extremity point- 
ing towards the observer [2, 31. The oppo- 
site orientation for nails is also adopted 
[4,51. 

7.1.2 Microscopic 
Preparations of Liquid Crystals 

When a liquid crystal is introduced between 
two parallel glass plates (a slide and a cover- 
slip), without any particular care, and is 
examined between crossed polarizers under 
a polarizing microscope, within a thermo- 
stated stage if necessary, the general chro- 
matic polarization is observed and multiple 
patterns appear, showing that alignment is 
only local, with the director varying contin- 
uously over large distances. Discontinuities 
in the optical image suggest the presence 

0 
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of discontinuities in director distribution, 
in the form of singular points, lines and 
walls. Liquid crystals oppose an elastic en- 
ergy to these deformations and defects. As 
these media are liquid, the singularities 
move easily until they reach an equilibrium 
position, this often resulting in a regular ar- 
rangement of defects and domains, called 
texture. 

Descriptions of defects and textures in 
liquid crystals are based on concepts of dif- 
ferential geometry (see Sec. 7.4 of this 
Chapter). An intuitive approach is proposed 
in the books by Hilbert and Cohn-Vossen [6] 
and Coxeter [7], both of which contain chap- 
ters devoted to topology, in a style of rea- 
soning close to that used in the study of liq- 
uid crystals. For details on polarizing mi- 
croscopy see Hartshorne and Stuart [S], and 
for an illustrated presentation of defects in 
true crystals see Amelinckx [9]. Numerous 
micrographs and interpretative drawings 
can be found in early works such as those 
by Lehmann [ 101 and Friedel [ 11, 121 (see 
Chap. I of this volume). More recent books 
cover the essential knowledge about meso- 
genic molecules, phase transitions, liquid 
crystalline structures, and defects and their 
arrangement around domains, with the 
whole illustrated by numerous figures and 
micrographs, colour plates showing the 
main textures seen in polarizing microsco- 
py [13, 141. The structure and energetics of 
defects in liquid crystals have been re- 
viewed by Chandrasekhar and Ranganath 
[15], while KlCman [16] has covered not 
only liquid crystals but also other ordered 
media and, in particular, magnetic systems. 

7.1.2.1 Thermotropic Textures 

Examples of textures are present in rodlets, 
spherulites and more or less expanded 
germs of a mesophase, floating within the 
isotropic liquid or attached to one of the two 

glasses, at the transition. A long and bril- 
liant SmA rodlet or bcitonnet is shown in 
Fig. I ,  contrasted against the black back- 
ground due to the isotropic liquid, as ob- 
served between crossed polarizers. Smaller 
germs are also present and, on the left of the 
micrograph, the smectic A phase shows 
continuous shade variations and lines of dis- 
continuity, in the form of ellipses, parabo- 
lae and hyperbolae. These conics corre- 
spond to lines of discontinuity extending ei- 
ther from an interface or in the bulk of the 
mesophase. As the liquid crystal structure is 
elastically deformed all around the defect, 
each of these lines lies at the origin of a part 
of the elastic energy, and when defects at- 
tach along the interface with an isotropic 
phase a strong minimization is obtained. 
Numerous defects adhere to the isotropic 
interface of the smectic rodlet in Fig. 1, the 
layers of which lie almost normal to the long 
axis, but are invisible in photon microsco- 
py, their thickness being approximately 
equal to the molecular length. The surface 
defects in this biitonnet form regular pat- 
terns with discrete rotation symmetry, and 
some irregularities. 

Spherical germs of a twisted nematic 
phase (a mixture of a nematic liquid and an 
asymmetric compound) of different sizes 
and orientations, as observed under natural 
light are shown in Fig. 2. The molecules 
align according to the cholesteric model, but 
the helicoidal pitch is larger than in pure 
cholesteric phases. The existence of a peri- 
odicity creates a series of contrasted stripes. 
The general aspect is lamellate, with ‘layers’ 
normal to the diameter of the spherulite, but 
curved at the periphery, and lying perpen- 
dicular to the isotropic interface. The par- 
allel arrangement of ‘layers’ can be dis- 
turbed by the coalescence of several sphe- 
rulites, leading to the formation of defect 
lines, which often annihilate at the isotrop- 
ic interface. Also due to the helical struc- 
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Figure 1. A smectic A phase extended on the left- 
hand side, and showing defect lines in the form of 
conics; a smectic rodlet and small germs are float- 
ing in the isotropic phase. The mesogenic product, 
4-cyano-4’-n-octylbiphenyl ( K B ) ,  was added to- 
gether with a small amount of Canada balsam, and 
the mixture was observed between crossed polar- 
izers at room temperature. Canada balsam is an 
isotropic but optically active and fluid resin, ex- 
tracted from the conifer Abies balsamea, which fa- 
cilitates the production of regular smectic textures 
in several thermotropic liquids. Collophony, or 
rosin, is a stabilized pine tree resin, used to rub vi- 
olin bows; Friedel used this substance not only for 
his violin, but also to obtain remarkable smectic 
textures. Scale bar: 20 pm. 

Figure 2. Spherical cholesteric germs of MBBA, plus a 
small amount of cholesterol benzoate. There is a disclina- 
tion similar to the Z- pattern shown in Fig. 25 and a spiral 
decoration in another spherulite. One polarizer only. Scale 
bar: 20 pm. 

Figure 3. Elongated germs of MBBA cholesterized by a 
small amount of Canada balsam as observed between par- 
allel polarizer and analyser. Layers lie mainly perpendicu- 
lar to the long axis, without defects, and orientate normal- 
ly to the isotropic interface. This germ does not float with- 
in the bulk, but is slightly sandwiched between the slide 
and the coverslip. Scale bar: 20 pm. 

Figure 4. A more developed cholesteric rodlet in the same 
preparation as in Fig. 3, showing a set of internal defects. 
Scale bar: 20 pm. 
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ture, spiral patterns generally appear at two 
opposite poles of the spherulite. 

When the helical pitch is much smaller, 
instead of being spherical, germs grow 
along an axis normal to ‘layers’ (Fig. 3), as 
in smectic phases. The shape of the smectic 
and cholesteric germs reveals the anisotro- 
p y  ofsurface tension. Molecules often tend 
to lie parallel to the isotropic interface in 
smectic and nematic phases, whereas they 
prefer to orientate normally to the air inter- 
face. There are strong similarities between 
the textures of smectic A and cholesteric 
phases, but the three-dimensional arrange- 
ment of cholesteric layers is often resolved 
in optical microscopy, whereas that of smec- 
tics is not. However, many textural patterns 
are similar in smectic A and cholesteric 
phases. Comparisons between the textures 
of these two phases concern mainly domains 
extending over distances that are very long 
compared to the helical pitch. For instance, 
when several tens of layers are present 
elongated cholesteric drops are observed. It 
should be noted that the germs shown in 
Figs. 3 and 4 have grown to dimensions 
larger than the distance from the slide to the 
coverslip, and are ‘flattened’, but a thin iso- 
tropic film is still present, separating them 
from direct contact with the glass plates. 

7.1.2.2 Lyotropic Textures 

Amphiphilic molecules have two parts, one 
hydrophilic and one hydrophobic, and form 
liquid crystals the textures of which are of 
great interest, since they are very close in 
morphology to biological materials and, in 
particular, cell membranes [ 17-19], show- 
ing a polymorphism related to that known 
in water-lipid systems (see Chaps. XV to 
XVII of Vol. 2 of this Handbook). The la- 
mellar structure displays some usual defects 
and textures (Fig. 5 ) .  The bilayers are more 
or less separated by water (Fig. 5 a, b); this 

Figure 5. Schematic representations of lyotropic la- 
mellar systems. (a) Bilayers of phospholipids (one po- 
lar end and two paraffinic chains) are more or less sep- 
arated by water (after Schmitt and Palmer [18]). (b) A 
bilayer (sketched on a different scale) with two par- 
allel surfaces (or two parallel lines in cross-section). 
(c) Myelinic finger, with cylindrically nested bi- 
layers, the number of which is strongly reduced (pos- 
sibly by a factor of lo3), compared to the lecithin fin- 
gers in (c’). (d) The bilayers parallel to the prepara- 
tion plane are said to be ‘horizontal’ and form a dark 
background (D) between crossed polariLer, whereas 
oblique or vertical bilayers appear bright (B), mainly 
if they extend at 45” from the orientation of the polar- 
izers, as shown in (d’) for lecithin. (e) Bilayers that 
were initially horizontal often corrugate in one or two 
directions to form domes and basins, each appearing 
as a ‘Maltesc cross’ (M) when observed between 
crossed polarizers (e‘). 
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swelling is important in the fluid myelin tex- 
tures, a very common texture in lyotropic 
systems, with concentrically nested layers 
(Fig. 5 c). Some cylindrical shapes, either 
straight or curved, or forming simple or dou- 
ble helices, are shown in Fig. 5 c’. 

When a myelinic system is progressively 
dehydrated between the slide and the cover- 
slip, many bilayers arrange horizontally 
(Fig. 5d). These appear black between 
crossed polarizers, whereas those that re- 
main vertical or oblique form brilliant 
stripes called ‘oily streaks’ (Fig. 5 d’). Fur- 
ther dehydration leads to the formation of 
air bubbles between the slide and coverslip; 
the bubbles extend progressively, and later- 
al compressions result in wrinkles that 
superimpose in several directions. The hor- 
izontal bilayers often transform into nested 
domes or nested basins, each being charac- 
terized by a ‘Maltese cross’, when examined 
between crossed polarizers (Fig. 5 e). The 
‘Maltese crosses’ arrange in a more or less 
regular fashion and form polygonal mosa- 
ics, which are frequent in many liquid crys- 
tals. The oily streaks also corrugate through 
dehydration, giving them a cross-striated 
aspect in polarizing microscopy. 

7.1.2.3 Liquid Monocrystals 

Instead of defects and complex textures, 
some experimental situations allow one to 
obtain a very good alignment and thus are 
useful for comparisons with local aspects of 
complex preparations. Large monocrystal- 
line domains are mainly obtained with ther- 
motropic liquid crystals and, much less of- 
ten, in lyotropic systems. Such alignments 
can be produced by external fields (see 
Sec. 9 of this Chapter) or by treating the 
slide and coverslip in order to create a reg- 
ular anchoring of molecules in a uniform di- 
rection (homeotropic if the direction is nor- 
mal to the glass, and horizontal if parallel 

to the glass), with a preferred or easy direc- 
tion within the interface plane (see Sec. 10 
of this Chapter). In polarizing microscopy, 
homeotropic preparations appear uniformly 
dark, with more or less intense light scat- 
tering due to director fluctuations. Liquid 
monocrystals with horizontally aligned 
molecules show an extinction in four posi- 
tions of the rotating stage in the polarizing 
microscope, each extinction being separat- 
ed by 90”. 

7.1.3 Images of Liquid Crystals 
in Polarizing Microscopy 

One of the difficulties in studying liquid 
crystals is to attain skill in making micro- 
scopic preparations and a general knowl- 
edge about images and their interpretation. 
In general, defects and textures are observed 
within preparations at equilibrium, but heat- 
ing of or pressure exerted on the coverslip 
produce motions and streams, which cease 
as a new equilibrium is progressively 
reached; this generally takes some minutes, 
but there are textures with remarkable reg- 
ularities which only appear after days. 

Consider a liquid crystalline slab sand- 
wiched between a slide and a coverslip, that 
is sufficiently thin (of the order of microm- 
eters) and has no strong anchoring condi- 
tions. The directors will align along practi- 
cally straight lines, lying normal, oblique or 
parallel to the glasses, since the elastic con- 
stants prevent the occurrence of high curva- 
tures (however, those exist in the vicinity of 
defects). This means that, in large domains, 
the length of curvature radii is notably larg- 
er than the liquid crystal thickness. Projec- 
tion of the local director onto the prepara- 
tion plane then corresponds to one of the two 
local directions of extinction between 
crossed polarizers, and the director is deter- 
mined with the help of an additive plate, 
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generally a quartz first-order retardation 
plate, a U4, or a compensator, as in con- 
ventional crystallography [8]. The use of 
quasi-monochromatic waves (e.g., sodium 
light) often facilitates these investigations. 

When the liquid crystal forms a thick 
layer (20-50 Fm) between the slide and the 
coverslip, the interpretation is more diffi- 
cult. Examination under natural light or be- 
tween parallel polarizers can be useful. It is 
remarkable that even with such thick prep- 
arations, which show an extreme complex- 
ity of textures and optics, it is still possible 
to obtain clear images, focused either at the 
upper level of the liquid crystal in contact 

with the coverslip or at the bottom level, at 
the slide interface. This is illustrated in 
Fig. 6 for a cholesteric texture [20]. The pic- 
ture quality is better at the coverslip level in 
Fig. 6 a, but both views are useful. 

Some good pictures can be obtained us- 
ing intermediate thickness optical sections, 
at horizontal levels between the slide and 
the coverslip. The quality of the images fa- 
cilitates the preparation of stereo-pairs, in 
order to observe textures in three dimen- 
sions. The two examples shown in Fig. 7 
were obtained simply by tilting the prepar- 
ation slightly differently. The stereoviews of 
Fig. 7 a  and b show hyperbolae branches 

Figure 6. Polygonal texture in a 
cholesteric liquid (MBBA and 
Canada balsam) observed under 
natural light: (a) coverslip level, 
(b) lower glass level. t, Transla- 
tion defects (there are other un- 
marked translation defects in the 
micrographs). Scale bar: 20 pm. 
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passing through ellipses, a classical pair of 
defects in smectics, and named focal con- 
ics, that it is worth seeing in three dimen- 
sions. Figures 7c and d show a polygonal 
field in a smectic A phase; there are lat- 
tices of ellipses, and the slide and the cover- 
slip levels can be distinguished. All ver- 
tices of the upper polygons superimpose 
vertically to central points in polygons of 
the bottom latice, and vice versa as in the 
cholesteric polygonal fields shown in 
Fig. 6. These textures were mainly studied 
by Friedel and Grandjean [ 11 ,  211. 

There is another method that can be used 
to explore textures in three dimensions. In 
some favorable cases, mesogenic molecules 

Figure 7. Stereoviews of 
smectic A textures of 8CB 
(see Fig. 1). (a, b) A stereo- 
pair in natural light, showing 
focal conics, each ellipse be- 
ing penetrated by a branch 
of a hyperbola passing 
through one of the two foci 
of the corresponding ellipse. 
(c, d) A stereopair of a po- 
lygonal texture, with ellipses 
in the two separated planes 
of the slide and the cover- 
slip. Scale bar: 100 pm. 

can polymerize within the mesophase and 
form a resin, without any modification of 
the initial distribution of directors and with 
a texture that remains stable. The whole 
transformation can be observed in the hot 
stage in polarizing microscopy [22]. The 
slide and coverslip can be unstuck and the 
resin slab polished on its two opposing fac- 
es, to suppress the thin layers in contact with 
the glasses. In this way the director distri- 
butions at the glass interface and in the bulk 
can be compared. Semi-thin sections of the 
resin slab can also be prepared by ultrami- 
crotomy, using a glass or diamond knife, and 
observed using polarizing microscopy. 
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7.1.4 Other Microscopic 
Methods 

Techniques introduced by biologists to 
study cells and tissues [23, 241 have been 
extremely useful for the examination of liq- 
uid crystals, mainly lyotropic crystals. Mi- 
crotomy methods are applied to embedded 
biological materials, after stabilization with 
small amounts of OsO, in water, introduc- 
ing numerous cross-links into the structure. 
The material must be progressively dehy- 
drated in ethyl alcohol before it is embed- 
ded in an epon resin. By using an electron- 
dense contrast agent (e.g. phosphotungstic 
acid, uranyl acetate) one can obtain excel- 
lent images, and artefacts are generally well 
controlled. The lamellar and middle phases 
of soaps or other water-lipid systems have 
been studied using these techniques, and ex- 
cellent views of defects and textures have 
been obtained [25]. 

An alternative method is the freeze-etch- 
ing technique [24, 251, which consists of 
producing platinum shadowed replicas of 
fractures created in rapidly frozen biologi- 
cal systems or lyotropic liquid crystals. The 
fracture orientation is somewhat haphazard, 
but occurs preferentially within the paraf- 
finic level of the bilayers. These methods 
offer the possibility of viewing bilayers di- 
rectly and preparing stereoviews. Beautiful 
pictures of liquid crystalline DNA, both 
cholesteric and hexagonal, have been ob- 
tained, but individual molecules are not eas- 
ily resolved. However, the director distribu- 
tion can be deduced from the images [26]. 

Microtomy and freeze-etching techni- 
ques have revealed many similarities be- 
tween liquid crystals and a large series of bi- 
ological materials, which show the same 
symmetries as nematic, smectic and choles- 
teric phases, but without being fluid [27- 
341. The biological materials are stabilized 

analogues, and it has been verified that most 
of these systems can be obtained in a true 
mesomorphic state [35, 361. Defects and 
textures also are present in these biological 
counterparts of liquid crystals, and are as- 
sociated with different shapes in tissues and 
organs; this aspect represents a new axis of 
research in biological morphogenesis [37]. 

7.2 Strong Deformations 
Resulting in Defects 

7.2.1 Singular Points 

Simple experimental situations lead to the 
formation of singular points, lines or walls. 
For instance, glass capillary tubes (diame- 
ter -0.5 mm) can be treated with a surfac- 
tant to ensure radial anchoring at the inside 
wall, which corresponds to homeotropy 
[38]. When filled with a nematic liquid, the 
director lines are radial at the periphery and 
lie parallel to the capillary along its axis 
(Fig. Sa). The main curvatures are of the 
splay (mainly along the axis) and bend 
types. Twist is not excluded, because mini- 
mization of the curvature energy requires 
contributions from the three terms. As there 
are two possible splay orientations along the 
tube axis, punctual singularities occur here 
and there, the patterns of which are shown 
in meridian section in Fig. Sa [39-411. 

The director lines distributed around one 
of these point singularities form a pattern 
reminiscent of the radial electric field pro- 
duced by a charged particle, whereas the 
other singular pattern recalls the electric 
field about the zero point, lying in the mid- 
dle of a segment the extremities of which 
are occupied by two identical electric charg- 
es. These singular points are very common 
in nematics and cholesterics. The two con- 
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b 

Figure 8. Textures produced by homeo- 
tropic boundary conditions in a capillary 
tube filled with a nematic liquid (a) or a 
smectic liquid (b). 

figurations shown in Fig. 8 a  are said to be 
complementary, since they can fuse and dis- 
appear, or can be created by pairs (e.g. due 
to strong disturbances in fluid streams). 

7.2.2 Singular Lines 

When a nematic-smectic A transition oc- 
curs in a capillary tube (Fig. 8a), smectic 
layers nucleate at disclination points and a 
singular line forms along the axis, with cy- 
lindrical layers (as shown in Fig. 8 b), but 
the presence of beads along the axial defect 
shows that the situation is less schematic 
~421. 

Another situation occurs in a nematic liq- 
uid between two parallel glasses with hori- 
zontal anchorage, the two easy directions 
lying at right angles to one another [43]. 
The nematic liquid can 'choose' between 
two orientations for the twist: a right- or left- 
handed helix (Fig. 9). In Figs. 9a-c, a 
narrow domain, limited by an arc or a com- 
plete circle, is represented at the boundary 
between regions of left- and right-handed 
twist. Within this domain, the directors di- 
verge by angles of 0-90"; this discontinu- 
ity is either attached to the coverslip (C) or 
the slide (S), or lies in the bulk. These nar- 
row discontinuities, present in each figure 
plane, correspond to the successive sections 

C 
Figure 9. Defect line produced in 
a nematic liquid by two parallel 
glasses so treated that they have 
planar anchoring conditions, with 
two mutually perpendicular easy 
directions. The discontinuity line 
is either attached to the upper glass 
(a) or to the lower one (c), or lies 
in the bulk (b). (d) The three local- 
izations of the defect thread along 
a path aABP, with a planar config- 
uration in the bulk. (e) A nonpla- 
nar distribution of directors is 
more likely. 
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of a thread, attached to the coverslip along 
a A ,  penetrating the bulk from A to B, and 
attached to the glass slide along B P  (Fig. 
9 d). The thread observed in the bulk forms 
a smooth curve, but when attached to glass 
it often follows a complex path, with a 
somewhat fractal aspect, as indicated in 
Fig. 9d.  The directors are not necessarily 
horizontal in this texture (Fig. 9e). 

Now, let us consider the distribution of 
directors along a circuit closed around such 
a thread of discontinuity in the bulk of the 
liquid. Following this circuit, it appears that 
the chosen orientation for the director n is 
reversed after one turn. The ribbon generat- 
ed by a short segment parallel to n, and cen- 
tred on a point M describing this circuit, is 
a Mobius strip and is, therefore, a non- 
orientable surface [44]. If the length of the 
circuit around the thread is progressively re- 
duced, it appears that a discontinuous dis- 
tribution of n is present at each point of the 
thread. More generally, the director field is 
said to form a non-orientable manifold, and 
physically this means that the director is not 
‘arrowed’, there being no preferred orienta- 
tion of the molecules (either parallel or anti- 
parallel to n), as indicated above. This type 
of thread comes from a topological obstruc- 
tion, a discontinuity due to the non-orient- 
able distribution of directors at the periph- 
ery. 

These two simple experimental systems 
show the presence in liquid crystals of two 
types of defect: lines and point singularities. 
Liquid crystals contain a large variety of 
lines with well-defined geometries or topol- 
ogies. There are also lines that have a con- 
tinuous core (for example, in the capillary 
tube); the axial zone corresponds to a max- 
imum of splay and is generally considered 
to be a defect line, although no discontinu- 
ities apart from the singular points are 
present. This situation is also encountered 
in the third type of defect - walls. 

7.2.3 Walls 

Discontinuity walls do not exist in principle 
in usual liquid crystals, since there are no 
apparent limits to certain curvatures, as far 
as this can be observed in the vicinity of sin- 
gular points and discontinuity lines. Sever- 
al types of wall are usually considered: 

Twins possibly occur in liquid crystals 
that have a structure close to that of sol- 
id crystals, with more or less extended 
three-dimensional order, possibly in a 
smectic E phase (see Sec. 7.4.4.6). 

0 Defect lines arrange along narrow zones 
separating domains of different orienta- 
tions in the liquid crystal, like grain boun- 
daries in true crystals. 

0 When the anchoring conditions are suffi- 
ciently strong, at the slide and coverslip 
levels for instance, a reversal in the orien- 
tation of the directors can be confined in 
a narrow band [45]. Such zones of rapid 
rotation of directors are analogous to 
those observed in magnetic materials and, 
according to the relative values of the 
elastic constants, there are ‘Bloch walls’ 
showing mainly a twist curvature and 
‘NCel walls’ associating bend and splay 
[461. 

7.2.4 Interface Defects 
(Points and Lines) 

A frequent situation in nematic phases close 
to the isotropic transition is the presence of 
a thin film of an isotropic phase separat- 
ing the liquid crystal from the preparation 
glasses. The molecules lie either horizontal- 
ly at this interface, or at an angle other than 
90”, with no preferred direction in the hor- 
izontal plane. Defects can be numerous, as 
shown in Figs. 10 and 11. 

The two vertical threads L in Fig. 10a 
and b correspond to singular lines surround- 
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ed by director lines following approximate- 
ly the planar solutions of the Laplace equa- 
tion V2@=0, as shown by Oseen and later 
reviewed by Frank [54]. @ is the azimuth of 
n supposed to be horizontal in a plane xy 
parallel to the glass plates. The solutions are 
of the type = Q0 + ( N q / 2 ) ,  where N is a pos- 
itive or negative integer or zero (with 
tanq=y/x and tan@=n,/n,), the horizontal 
Cartesian coordinate system xy being cen- 
tred on the disclination trace. In Fig. 10a 
N = l ,  and in Fig. 10b N=-1. In the recent 
literature, N is replaced by s=N/2 a multi- 
ple of +1/2. The fact that, in general, the 
three elastic constants are not equal, and that 
spontaneous curvatures can be present, the 
twist, for example, modifies the shape of the 
director lines and even the symmetries, but 
not the general aspect of these disclinations 
in cross-section. The expected and observed 
aspects between crossed polarizer in the 

case N=+l  are pairs of dark ‘brushes’ at- 
tached to a central point (Fig. 1Oc and d). A 
slight shift of the coverslip relative to the 
slide separates the two brushes, and a thin 
thread joins them, as shown in Fig. 9d.  

The preparations also show sets of four 
dark brushes attached to a common center, 
and a weak shear generally separates these 
patterns into pairs of dark brushes linked 
by a thread that is much thicker and less 
sharply contrasted than the threads de- 
scribed above. This texture was studied in 
resins produced by polymerized nematics, 
after abrasion and polishing of the upper and 
lower faces of the nematic analogue slab 
[22]. Different patterns were obtained, some 
of which are shown in Fig. 11 a-c, the types 
(a) and (c) being the most common. The cor- 
responding aspects in polarizing microsco- 
py are shown in Fig. 11 a’-c’. Examination 
using a compensator showed strong obliq- 
uities or even verticality of the directors in 
the core region, and continuous variations 
in their orientation. Splay, twist and bend 
are present, and there are no discontinuities 
along the thick threads in the bulk. 

Figure 10. Two common defects in nematics, be- 
tween parallel interfaces, with horizontal anchoring 
and no preferred orientation. (a, b) Three-dimension- 
al views; the director lines, rather than separate seg- 
ments as in Fig. 15, are represented and lie parallel or 
normal to the faces of the curved polyhedra. Bend and 
splay are concentrated in alternating sectors, the twist 
not being excluded from the bulk. (c, d) Correspond- 
ing aspects between crossed polarizers; the director 
lines are not visible under the microscope. 

Figure 11. (a, b, c) Continuous distribution of direc- 
tors within the median horizontal plane of three dif- 
ferent types of nematic nucleus with four brushes 
(a’, b’, c’). Corresponding aspects between crossed 
polarizers; the curves correspond to the alignment of 
nails, but are not visible under the microscope. 
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Each of these patterns was given a 
name by Lehmann [ 101 - halber Kernpunkt 
(s= 1/2), halberKonvergenzPunkt(s=-1/2), 
ganzer Kernpunkt (s= 1) and ganzer Kon- 
vergenz Punkt (s=-1) - and were called 
noyaux by Friedel and Grandjean [21], or 
nuclei in English works. The assemblies of 
nuclei were namedplages h noyaux [ 10,l I], 
or nuclei textures or Schlieren textures [45]. 

In a nematic preparation, between a hor- 
izontal slide and coverslip, the locus of ver- 
tical directors is made up of one or several 
lines, corresponding to intersections of sur- 
faces n,(x, y ,  z )=O and n,(x, y, z ) = O  (with- 
in a Cartesian coordinate system x ,  y ,  z at- 
tached to the preparation, z being normal to 

the preparation plane). Such lines, cut the 
interfaces at isolated points, where the an- 
choring conditions can make them singular, 
and their structure is represented in Fig. 12, 
the twist excepted 144, 471. Associations 
of these interfacial singular points are 
shown in Fig. 13. Similarly, the locus of 
horizontal directors corresponds to surfaces 
nz (x, y, z )  =0, cutting the limiting interfaces 
along curves, also made singular by the an- 
choring conditions, in particular, if horizon- 
tal directors are forbidden along an isotrop- 
ic interface such as the one due to the thin 
isotropic films that are often observed along 
the glasses, near the isotropic transition. 
This is shown in Fig. 14 for nuclei with N =  1 

a 

rl & b 

r - l  
J -  

2-  

Figure 12. Singular points of the di- 
rector distribution at an interface pre- 
senting a 45" anchoring angle, and the 
corresponding patterns in top view, at 
the interface (1) and just below in the 
bulk (2). The introduction of a twist al- 
lows one to pass continuously from the 
radial structure of point (a) to that of 
(b), with a constant revolution symme- 
try. Point (c) does not present this sym- 
metry. 

Figure 13. Vertical pairs of singular 
points at the slide (S) and coverslip (C) 
levels: (a) association of two radial 
points; (b) association of two non-radi- 
a1 points. 

Figure 14. Distribution of directors at an interface 
presenting a constant anchoring angle (as in Fig. 12) 
and around the extremity of a thin thread, with pat- 
terns (as in Fig. 10). A discontinuity line appears un- 
avoidably at the interface and is attached to the core 
of the defect. In the bulk, these lines create NCel or 

- - - I  -- Bloch walls, or hybrid textures. 
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and N=-1, at the interface level, when the 
anchoring angle is constant and different 
from zero. The presence of such discontinu- 
ity lines originating from the core extrem- 
ity of the nucleus is unavoidable for odd val- 
ues of N .  

7.2.5 The Nature of Thick 
and Thin Threads 

Since a horizontal shift of the coverslip rel- 
ative to the slide transforms a nuclei texture 
into a set of threads, this indicates that nu- 
clei correspond to vertical threads with min- 
imized length and elastic energy, this being 
confirmed by the generally observed stabil- 
ity of this texture. However, nuclei often 
fuse, and either disappear if their indices N 
are opposite, or form a new nucleus, the in- 
dex N of which is the algebraic sum of the 
corresponding indices of the two parent nu- 
clei [ 10,l  ll. Similarly, threads annihilate or 
recombine, following the same type of laws 
[48,49]. Threads were considered therefore 
as disclinations, the cross-sectional struc- 
ture of which is that shown in Figs. 10 and 
11 [16]. However, the situation is not that 
simple since, at any point M of a director 
field n (M), the director distribution within 
a plane P normal to n (M) generally forms 
patterns very similar to those shown in 
Fig. 11 a-c [44]. Each four-brush nucleus is 
continuous in the bulk and presents two sin- 
gular points at its extremities, whereas a 
two-brush nucleus corresponds to a vertical 
line of discontinuity of the Mobius type. 
Conversely, a simple circuit closed around 
a thick thread joining the two singular ex- 
tremities of a four-brush nucleus is not of 
the Mobius type. 

7.3 Topological 
Structure of Defects 

7.3.1 The Volterra Process 

Defects can be defined by the geometrical 
operations necessary to pass from the per- 
fect crystal to the disturbed structure. This 
point of view was developed in works by 
Volterra and Love [50,5 11, and was later ap- 
plied to crystals [52]. Consider an ordered 
material and suppose that it can be cut along 
surfaces and then deformed and restuck 
such that the two facing materials show par- 
allel crystallographic orientations. Such 
operations are topological since they may 
change the connectivity of the material and 
the deformations are equivalent to symme- 
try operations. Such a procedure is called 
the ‘Volterra process’ and leads, in general, 
to a theoretical structure close to that of sin- 
gular lines. This method was first intro- 
duced into the study of liquid crystals by 
KlCman and Friedel [2, 31. 

7.3.2 The Volterra Process 
in Nematic, Smectic A 
and Cholesteric Phases 

The local symmetries of nematics are all the 
translations, all the rotations about the di- 
rector axis and all the kz rotations about 
any axis normal to the director. The opera- 
tions combining these translations and rota- 
tions also correspond to local symmetries of 
the nematic structure. 

Topological rehandlings of nematics, af- 
ter cutting, deforming and resticking, do not 
necessarily result in defect lines. For in- 
stance, if the two lips s, and S 2  of a cut sur- 
face S, limited by a line L, are separated by 
a translation and restuck after an eventual 
addition or subtraction of nematic matter, 
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the line L would simply disappear by vis- 
coelastic relaxation. However, if we sepa- 
rate the two lips S ,  and S2 by an angle IT, 
through rotation about an axis normal to n, 
and add nematic matter as indicated in 
Fig. 1.5 a-c, the material relaxes into a dif- 
ferently connected system, with a defect line 
as represented in (c) and called a disclina- 
tion. Figure 1.5 d-f represent the situation 
when a piece of matter is subtracted and the 
two lips S 1  and S2 are stuck after another 7c 
rotation about an axis normal ton [2,3]. The 
peripheral distribution of directors corre- 
sponds nearly to that observed in many prep- 
arations, and it was concluded, more or less 
explicitly, that the director lines lie in par- 
allel planes as in Fig. 10. However, all three 
types of deformation (splay, twist and bend) 
are likely to be present. 

In smectic A phases the symmetries as- 
sociate: all translations normal to the direc- 
tor and all those parallel to the director, the 
length of which is an integer multiple of the 
layer thickness; all the rotations about an 
axis parallel to the director; and all &IT ro- 
tations about axes normal to the director, 
either at the limit between successive layers 
or at the half-thickness of a layer. 

Several examples of the Volterra process 
in smectic A phases are indicated in Fig. 16 
[2, 31. The symmetry involved can be a 
translation normal to the layers, in which 
case the defect is said to be a dislocation, 

the translation vectorb or Burgers vector be- 
ing either parallel to the line L as in a screw 
dislocation (Fig. 16a and a’), or normal to 
L as in an edge dislocation (Fig. 16 b and 
b’). As all rotations about any axis L normal 
to the layers superimpose a smectic A phase 
onto itself, any sector centred on L can be 
subtracted, and one obtains, be resticking, 
a set of nested conic layers, which remains 
stable for certain boundary conditions (Fig. 
16 c and c’) [.53]. This will be considered fur- 
ther in the study of focal conics (see Sec. 
7.4.2). When the symmetry involved is a ro- 
tation, the defect line is called a disclination 
and is mainly characterized by the corre- 
sponding angle. The production of disclina- 
tions in smectic A phases is similar to that 
presented for nematics in Fig. 15. The addi- 
tion of smectic layers is shown in Fig. 16 d’. 
The resulting viscoelastic relaxation often 
leads to a symmetrical disclination (Fig. 
16”), L being then a three-fold axis, as in ne- 
matics (Fig. 15 c). 

Disclinations are rotation defects, and are 
rare or absent in three-dimensional crystals, 
owing to their prohibitive energies, but are 
in general compatible with liquid crystalline 
structures. They were initially called ‘disin- 
clinations’ 12, 3, 541, but the term was later 
simplified to ‘disclination’. 

Cholesterics are helically twisted nemat- 
ics, the local symmetry of which is slightly 
biaxial, but close to that of nematics. If the 

Figure 15. The Volterra process ap- 
plied to a nematic liquid. A planar 
section limited by a line normal to the 
director n allows the two lips S I and 
S2 to be separated by an angle rt (b), 
and nematic material to be added to 
obtain the disclination structure (c). 
An initial matter subtraction creates 
two lips S ,  and S, (d), both rotated by 
an angle n/2 (e) and restuck to obtain 
another disclination (0. 
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a' 
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Figure 16. Creation of defects in a smectic A phase. 
(a, a') Creation of a right-handed screw dislocation. 
(b, b') Creation of an edge dislocation. (c, c') Creation 
of a stack of nested conic layers, as observed along 
focal conics. (d, d', d") Creation of a disclination from 
a planar cut surface limited by a line L; a +z separa- 
tion of lips S ,  and S, is followed by the addition of 
matter and relaxation. 

spontaneous twist is included in the struc- 
ture definition, the symmetry group is 
changed and associates: all translations nor- 
mal to the twist axis and all translations par- 
allel to the twist axis that are integer multi- 
ples of the half-helical pitch; and all +n ro- 
tations about any axis parallel either to the 
director or the twist axis, or normal to both 
[2, 31. 

Examples of defect lines created in chol- 
esterics according to the Volterra process are 
shown in Fig. 17. The core structure will be 
considered below this being replaced by a 
narrow cylinder. Figures 17a and b repre- 
sent translation dislocations: in both cases, 

the Burgers vector lies parallel to the chol- 
esteric axis, but is either normal to the line 
L, as an edge dislocation, or parallel to it, as 
a screw dislocation, as shown in Fig. 16 for 
smectic A phases. No additional material 
is necessary to obtain the screw dislocation 
in the Volterra process. Figure 17c-g show 
the two main disclinations created (see Sec. 
7.3.4). 

7.3.3 A Different Version 
of the Volterra Process 

De Gennes and Friedel [ 5 5 ]  proposed a sim- 
ple interpretation of thin threads forming 
loops in nematic liquids (Fig. 18 a) and pro- 
duced a modified version of the Volterra 
process by taking into account the liquid 
character of the mesophase. For instance, 
consider a perfect nematic liquid aligned 
along a common easy direction, defined at 
the surfcae of the slide and the coverslip. 
The medium is cut along S, a horizontal disk 
in the bulk, limited by a circular loop L, and 
two lips S,  and S, are created. Each direc- 
tor close to S is rotated about a vertical 
axis by an angle +nl2 in S1 and -7~12 in S,, 
the structure being restuck along S.  Such 
topological rehandlings are only possible in 
liquid ordered media, and not in true crys- 
tals. After relaxation, the director shows a 
+n twist through L, between the slide and 
the coverslip, whereas this global twist is 
absent from the remainder of the prepara- 
tion. The Volterra process adapted for ne- 
matic liquids is represented locally in the vi- 
cinity of L (Fig. 18 b-d), in a purely planar 
model. 

At the interface limiting a mesophase, the 
anchoring conditions often lead to the crea- 
tion of singular lines lying either at the inter- 
face or in the bulk, when the anchoring con- 
ditions are very strong. The case of such 
lines at an interface in a cholesteric liquid is 
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Figure 17. The Volterra process 
applied to cholesteric phases. The 
core structure is masked by a cylin- 
der along the line L. (a, b) Edge 
and screw dislocation. (c-e) A sec- 
tion S limited by L, normal to the 
cholesteric axis, allows one to build 
either the edge dislocation (a) or a 
disclination (d), as in smectics (Fig. 
16d and d"). (f, g) Construction of 
the opposite disclination. (Drawing 
made in collaboration with F. Livo- 
lant). 
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illustrated in Fig. 19 [56] .  Here, purely lo- 
cal rotations of directors near the interface 
are sufficient for the defect structure to be 
attained, whereas surface cuts would be nec- 
essary for defect lines to appear in the bulk. 
Different aspects of director distributions 
are shown in nematic liquids in the vicinity 
of a singular line at an interface, which for- 
bids horizontal anchoring (Fig. 20). Start- 
ing from a uniform nematic alignment, a cut 
and a local reorientation of directors may be 

Figure 18. Planar model of a very thin thread in a ne- 
matic liquid and the modified Volterra principle used 
to produce it. (a) The distribution of molecules in five 
successive planes. (b) Directors are initially normal to 
the plane of the page. (c) A local twist about an angle 
n/2 is introduced in each lip S ,  and S2, after a section 
S. (d) Relaxation occurs after resticking of the direc- 
tors, which are supposed to remain horizontal. 

necessary to obtain such defect structures at 
an interface. (Such lines are also considered 
in Fig. 14). 

Another example of topologically stable 
lines is observed in smectic C liquid crys- 
tals [571. When layers lie horizontally 
between the slide and the coverslip, four- 
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Figure 19. Distortions of a left-handed cholesteric 
liquid, introduced between the slide and the coverslip, 
with forbidden horizontal anchoring; the twist axis is 
horizontal between the plates. 

Figure 20. Distribution of nematic directors at an 
interface, when horizontal anchoring is forbidden. 
Interface line defects appear, with three possible 
cross-sections (a-c). 

branch nuclei resembling those shown in 
Fig. 11 for nematics, are frequently seen 
under the polarizing microscope. These 
arise from the oblique orientation of the 
molecules relative to the layers and the 
existence of stable arrangements defined 
along closed circuits within the layers (Fig. 
21 a and b). These patterns are transmitted 
from layer to layer along nearly vertical sin- 
gular lines. There are also horizontal lines 
of the same type, the characteristic circuits 
of which are shown in Fig. 21 c and d [57]. 
Such disclinations are produced by the Vol- 
terra process applied to a perfect smectic C 
liquid and, therefore, according to the fol- 
lowing operations: an appropriate cut, a ro- 
tation of molecules within the layers of one 
lip, resticking and viscoelastic relaxation. 
Brunet and Williams [58]  have described 
examples of such lines running parallel to 
layers in chiral samples of smectic C phases. 

The helicoidal periodicity of smectic C* 
phases, due to the twisted distribution of the 
molecular tilt is not given by the half-pitch 

as in cholesterics, but by the whole pitch p .  
Edge dislocations of this periodicity are eas- 
ily recognizable in preparations, as they 
have Burgers vectors the lengths of which 
are a multiple of p. In principle, these de- 
fects of the helical periodicity can form 
without defects of the lamellar structure 
(Fig. 21 e). The equidistant stripes resulting 
from the helicoidal periodicity do not lie 
strictly parallel to the smectic layers. These 
dislocations need the presence in their core 
of a disclination line of the type shown in 
Fig. 21 d (or 21 c), as shown in Fig. 21 e. 
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Figure 21. Schematic representation of singular lines 
in a smectic C phase. (a, b) The distribution of the 
directors in four-branch nuclei, the layers being seen 
from the top; open circles indicate the singularity po- 
sition. (c, d) Cross-sections of singular lines parallel 
to layers. (e) Superimposed layers of a smectic C* 
phase can be devoid of defects, whereas an edge dis- 
location is present for the rotation periodicity (left- 
handed helix). The tilted molecules show a -4n rota- 
tion on the left-hand side of the diagam and only a - 2 ~  
one on the right-hand side. This situation involves the 
presence of a line similar to (d) in the defect core. The 
double lines indicate the locus of directors parallel to 
the plane of the page. 
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7.3.4 Continuous and 
Discontinuous Defects 
in Cholesteric Phases 

Thin threads in nematics are due to the pres- 
ence of a discontinuity line, whereas thick 
threads correspond to the locus of vertical 
directors. The situation is similar in choles- 
terics, which are spontaneously twisted ne- 
matics, the threads in which are recogniz- 
able in large-pitch samples ( p  > 10 mm) [48, 
491. This situation is appropriate for study- 
ing the core structure of dislocations and 
disclinations. Let us start from a perfect 
cholesteric liquid (assumed to be left-hand- 
ed) and isolate a virtual cylinder, the axis of 
which coincides with the twist axis (Fig. 
22 a). The arrangement of the directors at the 
lateral surface of this cylinder is represent- 
ed in Fig. 22 a’, a rectangle obtained by un- 
folding the limiting cylindrical surface, af- 
ter cutting along a generator AA’ (or BB’). 
The positions of the directors lying within 
the drawing plane form a series of oblique 
stripes, corresponding to a double helix at 
the cylinder periphery, and this is also the 
case for positions of directors normal to this 
plane. Directors at +45” form a quadruple 
helix and are represented by a series of nails. 
A cross-section of this cholesteric cylinder, 
at the level of line nm is shown in Fig. 2 1 a’’ 
to recall the constant director orientation 
within a thin ‘cholesteric layer’, and it can 
be verified that the nail orientations along 
line nm in Fig. 22 a’ correspond well to the 
expected obliquities of the directors relative 
to the interface in the successive sectors of 
the cylinder in Fig. 22 a”. 

If we now apply the Volterra process, 
there are two possible ways to obtain a 
screw dislocation, as indicated in Fig. 22 b 
and c, when the length of the Burgers vec- 
tor isp/2, the half-helicoidal pitch. In a sim- 
ple model it is assumed that the directors 

have a planar distribution, normal to the 
screw axis. The arrangement of directors re- 
mains that of parallel stripes in rectangles 
AA’BB’ transformed into parallelograms in 
Fig. 22 b’ and c’. However, due to the Vol- 
terra process, the double helices in Fig. 22 a 
and a’ are replaced by triple helices in Fig- 
ures 22b and 22b‘ and simple helices in 
Fig. 22 c and c’, which also are left-handed. 
The lateral distribution of directors along 
the circumference nn’ can be prolonged to- 
wards the core, the director orientation be- 
ing constant along any radius. One then re- 
finds the two classical patterns of disclina- 
tions in nematics (Fig. 22 b” and c”), con- 
sidered above in Fig. 10. 

The patterns of various screw disloca- 
tions are represented in Fig. 23, either in 
meridian or cross-sectional views. The di- 
rectors are coplanar and lie normal to the 
screw axis, as in Fig. 22, but have various 
Burgers vector lengths (multiples of p/2). 
The orientations of vectors b andp (Burgers 
vector and helical pitch vector) are identi- 
cal if the spontaneous twist and the screw 
dislocation follow the same handedness. By 
convention, we say that the Burgers vector 
length b and the helical pitch p are positive 
when the corresponding distortions (and the 
spontaneous twist) are right-handed. These 
two lengths are negative if they both corre- 
spond to left-handed orientations. Each 
screw dislocation is characterized by an in- 
teger Z, which can be positive or negative, 
such that h=Zp/2;  the cholesteric liquid is 
perfect when Z=O. 

The locus of the horizontal directors ly- 
ing at a constant angle to the cylinder forms 
helices at the surface of the limiting cylin- 
der, or a set of equidistant circles for Z=-2. 
A 180” arc of these helices for radial direc- 
tors is represented in each of the drawings 
in Fig. 23, except for the case when Z=-2. 
All meridian sections of these screw dislo- 
cations are equal and superimpose through 
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the corresponding helicoidal displacement. 
It can be verified that the pitch of this helix 
is h=(Z+2)p/2). The hatched part of the 
meridian section allows one to generate the 
whole screw dislocation by means of the 
corresponding helical motion. This hatched 
region is absent from the top figure, since 
the helix is replaced by a series of coaxial 
circles and a pure rotation suffices to gen- 
erate the whole structure, with different pat- 
terns according to the section level (concen- 
tric circles, spirals, diverging radii). 

The cross-sections of the various screw 
dislocations in cholesterics show disclina- 
tion patterns similar to those encountered in 
nematic liquid crystals and correspond to 

Figure 22. The distribution of directors 
along circular cylinders, within a left- 
handed cholesteric phase; the cylinder 
axis corresponds in (b) and (c) to the 
core of a screw dislocation. (a) The chol- 
esteric order is perfect and the cylinder is 
cut along a generator, to be developed 
into a planar rectangle ABA'B' repre- 
sented in (a'), the drawing corresponding 
to the external view of the cylinder. 
Along a circle nm, directors show a defi- 
nite distribution that is coherent, with a 
uniform alignment within the horizontal 
plane (a"). When the Volterra process is 
applied along the cylinder axis to create 
screw dislocations (b or c), the rectangles 
ABA'B' are transformed into parallelo- 
grams (b' or c') and the distributions of 
the directors are changed along a trans- 
verse circle nm. This leads to two differ- 
ent patterns in the core (b" or c") when 
the molecules are assumed to remain 
horizontal. (Drawn in collaboration with 
F. Livolant.) 

solutions of V2@=0 in the plane [54, 591. 
The core patterns corresponding to odd val- 
ues of Z cannot be made continuous, since 
the ribbon of directors centred on a simple 
circuit closed about this defect line is a 
Mobius strip. Conversely, the disclination 
structures obtained for even values of Z (2, 
-2, -4, -6) can be made continuous, as in- 
dicated in Fig. 24 a-f, the expected merid- 
ian structure corresponding to Fig. 24 g 
[59-611. The director that was normal to L 
in Fig. 23 is now made oblique by the pres- 
ence of a component n, which grows con- 
tinuously from 0 to 1, from the periphery of 
the core ( p )  to its axis (a) in Fig. 24g. The 
two dotted areas correspond to zones of in- 



7.3 Topological Structure of Defects 425 

........ t ......... 

A A .................... ............... 
r - e  - - >  .................. 
<-2=&<e r' k,!. . .  c@ 

.................... c c c  
c c c  4 - 4  ................. ........... ._ 
d - 4  L L L  ... -1.. :. ... : ..... .............. 

N=i s=- ; z=-1 N.3 s = f  

-_  - -  

..................................... 

N-a S=O Z = O  

. .................. 

................ ............... 
"4 S.2 z.-4 

Figure 23. Meridian views of a right-handed choles- 
teric liquid, after the application of the Volterra pro- 
cess creating screw dislocations, and the correspond- 
ing patterns in cross-section. The parameters indicat- 
ed below each pattern are N ,  s = N12 and Z= 2 blp, the 
ratio of the Burgers vector to the half-helical pitch, 
both of which have positive length if the twist and the 
screw distortion are right-handed. The helical arcs in- 
dicate how one passes by helical displacement from 
the pattern on the left (hatched rectangle) to the cor- 
responding one on the right (also hatched). The pitch 
of these helices is h=p+h. The cross-section patterns 
verify that CJ = CJo+Nq12, and one has N=-Z. 
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Figure 24. Transverse and meridian patterns of con- 
tinuous cores in even-indexed (or non-Mobian) screw 
dislocations in cholesterics. (a-f) Transformations of 
transverse patterns for Z=-2 (a-c), 2 (d), -4 (e) and 
-6 (0, by 'escape in the third dimension'. (g) Merid- 
ian section expected from (a-d), L representing the 
axis of the screw line. (h) Another type of meridian 
section, also compatible with the production of screw 
dislocations along the axis L. (i. j) Two patterns de- 
duced from (h), where the locus of the vertical direc- 
tors consists of L and a set of equidistant rings with 
Z=-2 (i) or a helix with Z=O Q ) ,  the observation ax- 
is being either parallel to L or close to it. 
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verted twist. The meridian section in 
Fig. 24 e is quite different: this screw dislo- 
cation was observed in cholesteric spheru- 
lites, the cholesteric layers of which are 
nested concentrically and, therefore, lie par- 
allel to the external interface [62]. This de- 
fect, often called a ‘radius of disclination’, 
presents a continuous structure and has been 
modelled in both cross-sections and in me- 
ridian sections [63]. A planar twist zone is 
differentiated along the screw axis, with an 
orientation opposite to that of the spontane- 
ous twist, with a pitch slightly larger than 
the spontaneous one. Alternative meridian 
structures are possible, and avoid twist in- 
version by the introduction of point singu- 
larities at regular intervals along the screw 
axis [59] (as has been supposed to occur 
along the disclination diameter of some 
cholesteric spherulites [63]). The continu- 
ous meridian structure shown in Fig. 24 h al- 
so avoids twist inversions but these have 
been shown to occur in the two structures 
shown in Fig. 24i and j [49, 601. 

The core structure of cholesteric discli- 
nations was interpreted by KlCman and Frie- 
del [2,3]. The rotation vector considered in 
the Volterra process is normal to the choles- 
teric axis and is either parallel to the mole- 
cules or normal to them, this resulting in a 
core structure that is either continuous, with 
a longitudinal nematic alignment of direc- 
tors in the core (A disclinations), or discon- 
tinuous (z disclinations), with a singular line 
of the type encountered in non-twisted ne- 
matic liquids. 

Now, consider around any of these discli- 
nation lines a closed circuit C and the rib- 
bon generated by the set of directors centred 
along C [44, 531. Figure 26 shows a short 
straight segment of such a circuit, at a place 
where the director rz is nearly constant, and 
the corresponding ribbon. One can replace 
a segment C, of this circuit by a curved seg- 
ment C;, which adds one helical turn and 

Figure 25. Local addition of a helical turn to a rib- 
bon of directors (see text). 

joins C tangentially at the two extremities 
of C,. The addition of a helical turn modi- 
fies by one unit the ‘linking number’ of the 
two closed lines formed by the ribbon edg- 
es, but does not change the status of the rib- 
bon, which is either the separation of the two 
faces, or their communication in the case of 
a Mobius strip. Note that the edges of a 
closed strip form either two closed curves, 
in a non-Mobius strip, or a single closed 
curve, in the case of a Mobius strip. In the 
study of such strips, there is also the prob- 
lem of points the director of which is local- 
ly tangential to C, but in this case a slight 
modification of the circuit suffices to avoid 
such points [44]. 

The main result in this study is that sim- 
ple circuits closed about A disclinations give 
non-Mobius strips with a vector n, whereas 
those closed around z disclinations are of 
the Mobius type. The core needs, to be con- 
tinuous in order to be surrounded by non- 
Mobius strips. Similar ribbons built with the 
twist vector C centred along such circuits 
are of the Mobius type for the four disclina- 
tions shown in Fig. 25. 
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Figure 26. Transverse 
sections of cholesteric 
disclinations, with con- 
tinuous or discontinuous 

C (Lor  T) cores. 

7.3.5 Core Disjunction 
into Pairs of Disclinations 

The main variations of the core structure in 
edge dislocations are illustrated in Fig. 27 
and 28. Consider a large-pitch cholesteric 
liquid introduced between two parallel 
glasses, with a unique direction of easy 
alignment lying in the plane of the page, and 
assume that the distance separating the two 
glasses is 3 ~ 1 4 ,  intermediate between pi2 
and p .  Two types of domain are expected: 
those corresponding to a +n rotation and 
those to a +2n rotation from the slide to the 
coverslip, and these are separated by a dis- 
continuity line analogous to that found in a 
very close situation, when a nematic liquid 
is twisted either by an angle of + d 2  or -d2, 
between two parallel glasses rubbed at right 
angles (see Fig. 9). 

---- 
+--+--I---++-+ 

+ +.. .......... Figure 27. Planar model 

of a discontinuous thread 
separating a 2n twist zone 
(right) from a n one (left) 
(right-handed twist). 
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Figure 28. Progressive disjunction of edge disloca- 
tions in cholesterics (left-handed twist). The open cir- 
cles show the locus of vertical directors. (a) Planar 
model of a ‘very thin thread’. (b) First step of the dis- 
junction into a k- and a z+ dislocation. (c) Cross-sec- 
tion of a ‘thin thread’, with complete disjunction of 
the two disclinations L- and z+, corresponding to a 
Burgers vector of length b =p/2 .  (d) Edge-dislocation 
ofthetypeL-L+, withb=p. (e)AL-L+pairwithb=3p. 

When a large pitch cholesteric liquid is 
introduced within a wedge of two rubbed 
glasses, the ‘Grandjean-Cano wedge’ [64], 
edge dislocations form and arrange in par- 
allel, those with large Burgers vectors lying 
in the thickest regions of the wedge. Planar 
models such as the one shown in Fig. 27 ap- 
ply in the thinnest zones, whereas in thick- 
er areas the directors present vertical com- 
ponents in the vicinity of the defect and this 
transforms the dislocation lines into pairs of 
disclinations (Fig. 28 a-c), with a z- on the 
left and a A+ on the right [48,65]. Edge dis- 
locations having larger Burgers vectors 
transform into dislocation pairs of the type 
A+ A-, with a fully continuous distribution of 
directors (Fig. 28 d and e). 
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These structures are well evidenced when 
cholesteric layers extend normally to the 
preparation plane, with weak anchoring 
conditions, resulting in so-called ‘finger- 
print textures’. Disclinations are well ob- 
served in these conditions between crossed 
polarizers, if the pitch is large enough, and 
the presence of a central black zone is de- 
monstrative of a A core; this is not the case 
with a z disclination. The A+ A- associations 
are the most frequent. It can be verified that 
the set of directors centred on a circuit form- 
ing a simple loop around such disclination 
pairs is not a Mobius strip when the core is 
continuous, but is of the Mobius type when 
one of the two disclinations of the pair is a 
z disclination. Conversely, the ribbon ob- 
tained with the cholesteric axis C along such 
circuits is not of the Mobius type, whatever 
the nature of the two disclinations forming 
the dislocation. 

Disjunctions into disclination pairs are 
general in liquid crystals when the Burgers 
vector is large enough, and this holds for 
both edge and screw dislocations. This was 
first considered for edge dislocations in 
cholesterics [2,3], but also applies to screw 
dislocations (see Fig. 24i and j). 

7.3.6 Optical Contrast 

All the translation defects shown in Fig. 28 
are easily prepared in a wedge obtained, for 
instance, when a coverslip lies tangentially 
along a generator of a cylindrical lens, both 
the lens and the coverslip having been treat- 
ed to obtain a planar anchorage with a pref- 
erential direction. A drop of nematic liquid 
added together with a small amount of a 
twisting agent allows one to obtain a pitch 
of 20-30 ym. After this cholesteric mix- 
ture has been introduced between the two 
glasses, edge dislocations stabilize on both 
sides of the contact generator and form a se- 

ries of parallel lines that is easily observed 
under natural light. 

The use of a single polarizer or analyser 
is sufficient to vary the defect contrast 
considerably. As the local ellipsoid of indi- 
ces is positively uniaxial and the twist 
is weak, the electric vector of any penetrat- 
ing wave rotates as the director orientation 
(Mauguin’s condition: the wavelength be- 
ing very small compared to the cholesteric 
pitch) [66, 671. 

If the electric vector of the incident beam 
is normal to the anchoring direction, the 
wave propagates as an ordinary ray, where- 
as if it is parallel the resulting extraordinary 
ray deviates and the image of the threads is 
much more shadowy and fuzzy [ 11,681. The 
use of a polarizer the main axis of which is 
perpendicular to the common anchoring di- 
rection of the two glasses gives clear-cut or- 
dinary images of threads, much thinner than 
the half cholesteric pitch p/2, and by analy- 
sis of the whole system several types of 
thread can be distinguished. 

Very thin threads in the vicinity of the 
contact generator between the cylindrical 
lens and the coverslip are poorly contrast- 
ed, and correspond to the planar structure 
shown in Fig. 28 a. 

The thin threads lie in slightly thicker re- 
gions of the preparation and correspond to 
the model shown in Fig. 28c. Horizontal 
streams decrease the contrast of these 
threads, which then resemble ‘very thin 
threads’, this probably being due to a hori- 
zontal alignment of directors [48, 651. 

The thick threads observed at the pe- 
riphery correspond to the model shown in 
Fig. 28 d, but often form groups of parallel 
lines, separated by a distance that is the half- 
helical pitch, as shown in Fig. 28 e. 

The positions of thin and thick threads are 
indicated in Fig. 28 by open circles; many 
observations have led to the conclusion that 
these correspond to the locus of directors 
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parallel to the optical axis of the micro- 
scope, i.e. normal to the preparation plane, 
which is usually called the vertical [48]. 
Most papers dealing with thick and thin 
threads in nematics and large pitch choles- 
terics generally consider that these threads 
represent disclination cores. This is true for 
thin threads, but generally not so for thick 
ones. The confusion arises mainly from the 
fact that the core of a defect line corresponds 
to a strong maximum of curvature and it is 
highly likely that vertical directors will be 
found in its vicinity. A good approximation 
is to say that thick threads represent the lo- 
cusofpoints wheren,=n,=O, andn,=I, but 
the optics are complex, and this simply re- 
mains a first approximation. 

7.3.7 Classification of Defects 

As shown in every part of this section, liq- 
uid crystals are states of matter some of 
which are most appropriate for illustrating 
remarkable situations in combinatorial to- 
pology. The fluidity of mesophases is com- 
patible with different types of curvature re- 
sulting in large series of defects, particular- 
ly disclinations, and the best tools for their 
definition and classification are the 'homot- 
opy groups', the applications of which to 
liquid crystals are numerous [69-781, but 
their use is somewhat arduous; they can be 
understood as a mathematical generaliza- 
tion of the Volterra process [72]. All the 
'topologically plausible' points, lines and 
walls and their rehandlings are predicted 
without exception by this theory. The Vol- 
terra process has been used to define singu- 
lar lines, but not defects as points, walls and 
certain structures with a continuous core. 
The theory also considers the rehandlings of 
defects [48, 531. However, it is worth re- 
membering that among the defects that are 
'topologically plausible', many of them do 

not exist, since they involve considerable 
energies; the simplest example is that of dis- 
clinations which are topologically plausible 
in three-dimensional crystals - these have 
drawn [79] but are excluded in true crystals 
for energy reasons. This is also true for most 
liquid crystals. Geometrical and mechanical 
constraints are forgotten in purely topolog- 
ical considerations, and these are presented 
in the next section. 

Translation and rotation vectors are still 
the best tools in crystallography and for de- 
fining and classifying defects in liquid crys- 
tals. We have distinguished above between 
edge and screw dislocations, which are 
translation defects characterized by a Bur- 
gers vector, either normal or parallel to the 
line, but these defects often lie oblique to 
this vector as in three-dimensional crystals, 
and the structure of jogs and kinks has main- 
ly been studied in cholesterics [48]. Discli- 
nations (or rotation dislocations) introduce 
a rotation vector v that is either normal to L, 
a twist disclination, encountered mainly in 
planar models (see Figs. 9, 18 and 27), or 
parallel to L, a wedge disclination, more fre- 
quent in smectics and cholesterics. In the 
latter, we deal with four vectors: the direc- 
torn, the cholesteric axis C ,  the rotation ax- 
is v and the line axis L. Let us recall that, in 
ildisclinations, v is parallel to n, but normal 
to C .  In z disclinations, v is normal to n and 
C (see Fig. 25); in x disclinations, v is nor- 
mal ton,  but parallel to C (see Fig. 23). Note 
also that these disclinations, when they run 
parallel to the twist axis, reproduce the 
structure of screw dislocations in cholester- 
ics. The symbols il, z and x are often fol- 
lowed by an exponent +n, -z, +2z, -2n, etc. 
corresponding to the rotation angle of the 
director after one 2 n  turn along a small cir- 
cle surrounding the core line of the defect. 
These exponents are often reduced to +, -, 
2+, 2-. Figure 25 shows a A+.+", a APE, a z+.+" 
and a z-" (often abbreviated as A+, il-, z+, 
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z-), whereas Fig. 23 shows a series of x dis- 
clinations from x + * ~  to x - ~ ~ .  

The purely orientational order of nemat- 
ics leads to discontinuities that are discrete 
structures in the form of points and thin 
threads. Continuous defects also exist, but 
some of these cannot be deformed continu- 
ously into the monocrystal and therefore 
should be classified as genuine defects. The 
presence of a spontaneous twist in a nemat- 
ic liquid facilitates such situations, the main 
example being that of thick threads forming 
interlocked rings [48,49, 53,731. 

7.4 Geometrical 
Constraints and Textures 

7.4.1 Parallel Surfaces and 
Caustics in Liquid Crystals 

Many liquid crystals show a lamellar aspect, 
due to layers of uniform thickness arranged 
along parallel surfaces, and this is well ob- 
served in polarizing microscopy for some 
cholesterics, when the layer outlines are 
apparent (see Fig. 6). In these two micro- 
graphs, the layers change direction abrupt- 
ly along straight or curvilinear segments 
belonging to the hyperbola branches, since 
they correspond to successive intersections 
of nearly circular profiles centred on two 
different points lying in the same optical 
section. The layers in fact form spirals, ow- 
ing to the helical structure of cholesterics, 
rather than circular rings, and their thick- 
ness varies due either to real changes in hel- 
ical pitch, or to apparent variations when 
layers are oblique. 

When the cholesteric pitch is less than 0.5 
pm, the parallel profiles of the cholesteric 
layers cannot be resolved in light microsco- 
py, but the straight or bent segments due to 

abrupt changes in orientation remain well 
contrasted. These segments belong to hy- 
perbola branches or ellipses, or parabolae, 
and form well-structured arrangements that 
are found not only in short pitch cholester- 
ic but also in smectic phases [ 111. 

Parallel contours are also evident in 
smectic phases viewed under a polarizing 
microscope. In the case of smectic C* phas- 
es, for example, these contours are due to 
the helical periodicity, while in smectic E 
and lyotropic lamellar phases they occur 
when defects accumulate along certain la- 
mellae or groups of lamellae. 

Normals to parallel layers form straight 
lines, as do the light rays with respect to 
waves in an isotropic medium, and they en- 
velop two surfaces, called.focal surfaces or 
caustics [ 19, 801. However, their presence 
in the mesophase produces a discontinuity 
wall, which generally disjoins into alternate 
+n and -n disclinations [20, 811. Caustics 
are often absent from liquid crystals, since 
layers can be poorly curved, with ‘virtual 
caustics’ located outside the liquid crystal. 
For instance, layers are nearly horizontal in 
stepped drops of smectics, when the condi- 
tions are homeotropic along the glass and at 
the air interface. They appear to interrupt 
along oblique ‘cliffs’, arranged as more or 
less concentric level lines, and distortions 
are observed in their vicinity [82]. There are 
also examples of parallel spherical layers, 
with caustics reduced to a single point. The 
most extreme case of degeneracy of caus- 
tics occurs when each of the two surfaces 
reduces to a unique singular line and not to 
a series of lines as indicated above. 

7.4.2 Dupin’s Cyclides 
and Focal Conics 

Surfaces C that are envelopes of spheres 
centred along a curve L have their normals 
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passing through L; conversely, all surfaces 
with normals converging along a curve L 
are envelopes of such families of spheres 
(Fig. 29 a). The contact curves between the 
spheres S and the envelope C are circles y. 
The normals along y converge towards A, 
the centre of the sphere S, and form a revo- 
lution cone, the axis of which is tangent to 
L in A. Cylindrical bilayers, which are 
straight, bent, or helical in myelin figures, 
are an example of such surfaces, which are 
envelopes of spheres of equal radius centred 
on a straight, bent or helical line L. 

Each caustic surface can reduce to lines 
L and L’ and a simple example is presented 
in Fig. 29b; the parallel surfaces are the 
nested and parallel tori, forming a +27r dis- 
clination L, the whole system presenting a 
revolution symmetry about a vertical axis, 
which is itself a second defect line L’. These 
tori are surfaces generated by (at least) two 
families of circles, their meridians and par- 
allels, which also are their lines of curva- 
ture. 

The general problem of surfaces the nor- 
mals of which pass through two curves L 
and L’ was solved by Dupin [83] and the first 
applications were considered by Maxwell; 
the general theory was developed in the 19th 
century [83] and in more recent articles [84]. 

Such surfaces Z are envelopes of spheres 
in two different ways - either a family of 
spheres S centred on L, or a family of 
spheres S’ centred on L’- and there are two 
spheres S and S’ tangent at any point M of 
Z. The revolution cone associated with a 
contact circle y of S contains L’, and vice 
versa. If one knows one sphere S and three 
spheres S‘ tangent to S, the family S can be 
defined (and the S’ family also). The three 
spheres S’ cut each other at two points, 0 
and R, either real or imaginary. Let 0 be an 
inversion centre with a coefficient k=OM . 
Om=OR2, where M and m are two homol- 
ogous points aligned with 0. The three 

L 

Figure 29. Cyclides are surfaces the lines of curva- 
ture of which are circles. (a) An envelope Z of a fam- 
ily of spheres S, centred in A describing L, and con- 
tact circles y. (b) Nested tori, the normals of which 
pass through the circle L and the axis L‘, one sheet be- 
ing suppressed to avoid intersection of the surfaces. 
(c) General aspect of Dupin’s cyclides, the normals of 
which pass through an ellipse E and a hyperbola H. 
(d) A focal domain built on the arc FM of a hpyerbo- 
la and on the arc PAA’N of the ellipse E. AA’ is the 
major axis with the two foci FF‘. H’ is the virtual hy- 
perbola branch. D and D’ are circular intersections of 
Dupin’s cyclides, the revolution cones being repre- 
sented by their generators or director lines. 

spheres S’ transform into three planes p’ and 
the spheres S transform into spheres s tan- 
gent to the planes p‘, their envelope being a 
revolution cone c, and thus the inverse of 
the surface E. The tangent planes to this 
cone are the inverse of spheres S‘, which al- 
so pass through 0 and R, and the line L’ lies 
in the mediator plane of OQ. L’ is planar 
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and belongs to all revolution cones of the 
normals converging on L, and is therefore a 
conic, an ellipse or a hyperbola or a parab- 
ola; this also holds for L. These two lines 
are conics, one being the locus of the ver- 
tices of the revolution cones passing through 
the other one. This situation is that offocal 
conics, which lie in two normal planes inter- 
secting along their major axes, the vertices 
of one conic coinciding with the foci of the 
other one. In general, an ellipse is associat- 
ed with a hyperbola of inverse eccentricity, 
and this leads to a set of nested toroidal sur- 
faces, the Dupin cyclides (Fig. 29 c), a sys- 
tem that is less symmetrical than the one 
shown in Fig. 29 b. In this case, instead of a 

‘D 

revolution symmetry and a mirror plane 
(Fig. 29 b), there are two mirror planes at 
right angles to one another, which are the 
planes of the two focal curves. 

Smectic A phases often contain pairs of 
focal conics (see Fig. 7 a and b) that are well 
contrasted in the liquid, even in the absence 
of polarizers. A more common situation is 
the presence of arcs of conics associated in 
pairs (Fig. 29d). The parallel Dupin cy- 
clides and the associated revolution cones 
form three mutually orthogonal systems of 
surfaces [7 ] ,  and therefore the lines of cur- 
vature of any surface in one system are its 
intersections with the surfaces of the other 
two systems. The toroidal shape of Dupin’s 

/” 

Figure 30. Dupin’s cyclides and 
their deformations. (a) A toroidal 
Dupin cyclide and its circular lines 
of curvature y and y‘, the planes of 
which intersect along the axes A 
(joining 0 and Q) and A’, respective- 
ly. Two tangential planes along two 
symmetrical circles T intersect along 
A. (b) A parabolic Dupin’s cyclide, 
with its two focal parabolae P and 
P’, its circular curvature lines y and 
f, and its axes A and A’. (c) Three 
parallel, but separated, parabolic 
Dupin’s cyclides. The lines represent 
sections by planes x=0, y = 0  and 
z = 0; at the top of the figure, two 
conical points are present, as in (b), 
but the spindle-shaped sheet has 
been removed (Rosenblatt et al. 
[SS]). (d, e) Edge and screw disloca- 
tions ‘compensate’ the bend and the 
twist of directors in a set of equidis- 
tant surfaces normal to the director 
lines. 
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cyclide is indicated in Fig. 30a. Conical 
points of Dupin’s cyclides are present all 
along the two conics, but one of the two 
sheets is absent, since interpenetration of 
layers is impossible. The forbidden conical 
sheets are shown explicitly in Fig. 29 d. The 
case of confocal parabolae is particularly 
frequent in the lamellar phase of lyotropic 
systems [85 ]  and the corresponding Dupin’s 
cyclides (Fig. 30 b and c). 

Micrographs of focal conics were pre- 
sented in the pioneer work by Lehmann 
[lo], and, some years later, in that by 
Friedel [ 111 who, together with Grandjean, 
observed the alignment of the positively 
uniaxial ellipsoids of indices along the 
straight segments joining points on the two 
associated conics [ 1 11. The transition to the 
solid crystal obtained after cooling often 
shows the formation of thin crystalline la- 
mellae lying normal to these molecular 
alignments between the two conics (ethyla- 
zoxycinnamate or its mixture with, for ex- 
ample, ethylazoxybenzoate). The paired 
conics remain generally recognizable in this 
solid texture, which is called a pseudomor- 
phosis [ l l ]  or paramorphosis [13, 141. By 
reheating the preparations one can revert to 
the initial liquid crystalline texture, with the 
focal conics located in the same places. This 
suggested the presence in these liquids of 
fluid layers forming sets of parallel Dupin’s 
cyclides, with molecules lying normal to 
them [86]. Very similar textures and defects 
were found in soaps and other lyotropic 
systems, which justifies the term ‘smectic’ 
chosen by Friedel for these lamellar liquid 
crystals [I 11, the structures of which were 
rapidly confirmed by the first X-ray diffrac- 
tion studies [87]. The persistence of various 
textural aspects and domains through many 
phase transitions is common, and several 
examples have been described [13, 141. 

7.4.3 Slight Deformations 
of Dupin’s Cyclides 

In a perfect system of parallel Dupin cy- 
clides, the unit vectors normal to surfaces 
align along straight segments joining two 
focal conics. A deformation resulting in a 
local bend modifies the layer thickness or 
involves edge dislocations (Fig. 30 d). Sim- 
ilarly, screw dislocations compensate a 
twist, when for instance focal conics are re- 
placed by different curves. This is indicat- 
ed in Fig. 30e, in which the layers are as- 
sumed to extend normally to straight seg- 
ments, the extremities of which belong to 
two rectilinear segments AC and BD instead 
of to two arcs of focal conics. Suppose, for 
example, that AB, AC and BD are parallel 
to the axes of a tri-rectangle trihedron. The 
intersections of layers with the four faces of 
the tetrahedron ABCD form concentric cir- 
cular arcs, the concavities of which alter- 
nate, showing that layers are saddle-shaped. 
Moreover, successive arcs joined at their ex- 
tremities do not form a closed loop, but a 
helical path. The geometry of this tetrahe- 
dral domain requires the presence of right- 
handed screw dislocations, whereas the mir- 
ror image of ABCD would lead to left-hand- 
ed defects. The local density of these defects 
within a lamellar structure (total Burgers 
vector in the unit volume) is Inxcurlnl for 
pure edge dislocations and In . curl n I for 
pure screw dislocations [88]. 

Polygonal textures such as those shown 
in Fig. 6 associate not only horizontal seg- 
ments (curvi- or rectilinear), but also verti- 
cal ones, joining centres to the vertices of 
polygons at the upper and lower faces of the 
mesomorphic slab, between the slide and the 
coverslip. The positions of these segments 
are shown schematically in Fig. 3 1 a for the 
cholesteric phase occupying the vertical 
prism AA’CC’BB’DD’. The cholesteric 
axes, normal to layers, join points belong- 
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Figure 31. (a) Prismatic subunit of a polygonal field, 
in cholesteric and smectic A phases. Double lines rep- 
resent focal segments. (b) The prismatic unit shown 
in (a) decomposes into five tetrahedral domains. 
(c) General aspect of the layers in a square polygonal 
field; double lines represent the array of focal seg- 
ments. (d) Very acute conical points along focal seg- 
ments are not only rounded, but are also rehandled by 
a -IS disclination. This actually introduces two coni- 
cal walls, but the layers also are slightly rounded and 
more focal curves are involved. 

ing to the two contours A’ABB’ and CC’D’D 
indicated by a doube line. Therefore, the 
prism decomposes into five tetrahedra (Fig. 
3 1 b) filled with saddle-shaped cholesteric 
layers. In each tetrahedron two opposite 
edges, called focal curves or focal segments, 
play the role of focal conics. These segments 
often are conics, but not in a focal position. 

The whole texture is made of such prisms, 
juxtaposed in continuity. These divergenc- 
es from the Dupin cyclides model can result 
in the presence of either translation disloca- 
tions or layer thickness variations, or in 
layers that are slightly oblique to segments 
joining the conjugated contours. The chol- 
esteric layers extend continuously across 
the triangular faces joining the tetrahedra, 
except for the focal segments A’ABB’ and 
CC’D’D. There are no other discontinuities 
across the vertical faces joining all the 
prisms into a texture such as the one shown 
in Fig. 10a and b. Note, however, that the 
two radii of curvature show a discontinuity 
along the oblique edges of the tetrahedral 
domains, which is probably attenuated by 
slight deformations. 

Polygonal textures often form square lat- 
tices in cholesteric and in smectic A phas- 
es. The global arrangement of nested par- 
allel layers, between the horizontal slide and 
coverslip is shown in Fig. 31 c. The layers 
lie vertically at the upper and lower faces of 
the mesophase and are oblique in between, 
but they are not perfectly perpendicular to 
straight lines joining the conjugated seg- 
ments, and thus show important thickness 
variations, particularly in the vicinity of fo- 
cal segments. This is often corrected by a 
rehandling such as the one illustrated in 
Fig. 31 d. 

7.4.4 Textures Produced 
by Parallel Fluid Layers 

The main patterns present in these textures 
are shown in Fig. 5 for lyotropic lamellar 
phases and in Fig. 32 for thermotropic liq- 
uid crystals. 

7.4.4.1 Planar Textures 

Layers lie parallel to the slide and the cover- 
slip, a more or less frequent situation in 
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smectic A and cholesteric phases, when the 
glasses have not been treated for molecular 
anchoring. These textures are produced reg- 
ularly in smectic A phases, where strong ho- 
meotropic conditions prevail, while a pla- 
nar anchoring with an easy horizontal direc- 
tion is required for cholesterics. In general, 
edge and screw dislocations are present 
within these planar textures (Fig. 32 a) and 
are often seen by light microscopy of chol- 
esteric phases of sufficiently large pitch 
[20], whereas these defects are detected on- 
ly by electron microscopy in cryofractured, 
mainly lyotropic, smectic phases [89]. In 
some cases, edge dislocations intercalating 
a unique smectic layer can be visualized 

i 
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Figure 32. The main types of texture in layered liquid 
crystals. (a) Planar texture with edge (E) and screw (S) 
dislocations. (b) Two tangent focal domains, and their 
tangent ellipses and the converging arcs of hyper- 
bola. (c) Nested ‘hats’ along a focal line. (d) Screw 
superimposed on a focal line. (e) Focal lines attached 
to the upper and lower interfaces. (f) Focal domains 
tangent along a series of coplanar generators; contacts 
between domains are parallel or antiparallel. (8) Sec- 
tion of (d) along the symmetry plane, showing the dis- 
continuities in the curvature at the antiparallel con- 
tacts. (h) General patterns in fans, associating +nand 
-n disclinations and edge dislocations (and also focal 
curves, not shown). (i) Schematic distribution of tex- 
tures in the vicinity of the isotropic phase in lamellar 
thermotropic liquids; ft, fan texture; is, isotropic phase 
of the mesogen; p, planar texture; pf, polygonal fields; 
s, spherulites. 

by means of light microscopy; an example 
of this has been described in smectic C 
phases, together with all the technical de- 
tails of the optics [90]. Some edge-disloca- 
tions, however, present large Burgers vec- 
tors and disjoin into +T and -T disclina- 
tions; layers intercalated between these dis- 
clinations lie vertically and form brilliant 
stripes in polarizing microscopy or oily 
streaks (see Fig. 5 d), a common textural pat- 
tern in smectic A and cholesteric phases [ 1 11. 

7.4.4.2 Focal Conics 
and Polygonal Textures 

We have already considered the polygonal 
networks of cholesteric liquids, which 
assemble saddle-shaped layers close to 
Dupin’s cyclides, and the focal segments of 
which differ from those of focal conics (see 
Sec. 7.4.3). Friedel and Grandjean [21] de- 
scribed in smectic A phases a texture much 
closer to Dupin’s cyclides, with genuine fo- 
cal conics. As for cholesterics, this texture 
is obtained when a thin film of the isotrop- 
ic phase of the mesogenic compound sepa- 
rates the mesophase from the two glasses. 

The mesophase itself is divided into fo- 
cal domains, each one being defined by its 
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two conjugated arcs of conics (see Fig. 
29 d), which determines uniquely the corre- 
sponding family of parallel Dupin cyclides. 
Each domain is limited by fragments of rev- 
olution cones joining along edges, which are 
either generators or arcs of these conics. The 
fragments of Dupin cyclides filling these 
domains are essentially saddle-shaped (see 
Fig. 32 b), but are hat-shaped along the fo- 
cal curves, with a strong maximum of cur- 
vature and layer thickness (see Fig. 32c). 
This can be viewed in cholesterics by using 
light microscopy (see Fig. 6) and in lyotrop- 
ic smectic phases by using electron micros- 
copy [89]. Screw dislocations sometimes 
superimpose on focal curves, as shown in 
Fig. 32 d [54]. When focal lines run horizon- 
tally, attached to the upper and lower inter- 
faces limiting the mesophase, the layers 
form half-cones, which also present a 
rounded apex (Fig. 32 e). 

Focal domains in smectic A phases are 
tangent along generators of their limiting 
cones, the contact being either parallel or 
antiparallel in Fig. 32f, where the major 
axes of ellipses are aligned, and this allows 
one to obtain a view of layers in the media- 
tor plane (Fig. 32g). The dashed lines in 
Fig. 32 g represent the contact generators 
between the tangent focal domains, either 
parallel and without discontinuity of the ra- 
dii of curvature, or antiparallel and with a 
discontinuity. It is worth remembering that, 
as for cholesterics, these discontinuities of 
curvature present in the model are attenuat- 
ed or smoothed out by a rapid but continu- 
ous change in the sign of the curvature. Such 
tangent domains are illustrated in Fig. 33, 
which shows a lattice of ellipses, just below 
the coverglass. The ellipses are separated 
into different sectors, which end in a polyg- 
onal field at the top left-hand side of the mi- 
crograph. The sectors are separated by lines 
that are particular polygon edges, and in fact 
each sector belongs to a polygon. 

The ellipses are tangent to other ellipses 
and to the polygon edges. Their focal hyper- 
bolae converge to a point on the opposite 
interface, which is a vertex of the conjugat- 
ed polygonal lattice. This means that, with- 
in the polygon plane, the major axes of the 
ellipses converge to a point that is the ver- 
tical projection of a vertex common to sev- 
eral polygons of the conjugated lattice. 
When three ellipses are tangent, the free 
space left between them is often occupied 
by another ellipse at the base of a narrower 
focal domain, tangential to the surrounding 
domains, and the interstices can in turn be 
filled by narrower cones. It has been pro- 
posed that this iterative process persists 
down to a few molecular lengths [91], and 
therefore below the resolving power of the 
light microscope. This view is justified in 
models that keep all layers normal to the 
horizontal interfaces, thus limiting the po- 
lygonal field. It is also justified by energy 
estimates and by cryofracture images, 
which often show very local conical defor- 
mation involving a few bilayers only [89]. 
However, in thermotropic smectic phases 
forming polygonal networks, very small el- 
lipses seem to be absent, their size rarely be- 
ing less than the 1/20 of the polygon diam- 
eter. On the contrary, the interstices are as- 
sumed to form spherical domains, the layers 
being spherical and centred on the polygon 
vertex, where the hyperbolae of the sur- 
rounding focal domains converge [92]. 

7.4.4.3 Fan Textures 

Layers that are mainly vertical and the pres- 
ence of disclinations (see Fig. 32 h) are the 
two very common characteristics of fan tex- 
tures in smectic and cholesteric phases. The 
name ‘fan texture’ comes from the circular 
contours that are often visible around dis- 
clinations in, for example, cholesterics, and 
from the frequent radial decorations (see 
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Figure 33. Polygonal field (top 
left) and elongated polygons, with 
their long edges converging at a +JT 
disclination. 4-Cyano-4’-n-octyl- 
biphenyl plus Canada balsam; 
crossed polarizer. Scale bar: 50 pm. 

Fig. 33) seen in smectic A phases. Focal 
curves and translation dislocations are not 

7.4.4.4 Texture Distribution 
in Lamellar Mesophases 

excluded from fan textures. The fan patterns 
themselves can be absent from certain ar- 
rangements of disclinations, which howev- 
er belong to the family of fan textures. This 
is illustrated by the rhombus in Fig. 34a 
and b, where two +n and two -z disclina- 
tions are associated with several focal 
curves at the top and bottom levels of the 
mesophase. 

When smectic A or cholesteric phases are in 
equilibrium with their isotropic phase, the 
mesophase is present in the preparation in 
the form of bstonnets or droplets, and ex- 
tends here and there over larger domains, 
with a definite distribution of textures. Fans 
lie in the vicinity of the isotropic interface, 
whereas planar textures are rarely in contact 
with it, and polygons are observed along 
zones separating fans from planes. 
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As indicated above and illustrated in 
Fig. 32i, layers lie horizontally in planes 
and show some translation dislocations. 
They are oblique in polygonal fields and 
generally cross the focal lines at points 
where they are strongly hat-shaped, where- 
as elsewhere they are saddle-shaped and dis- 
locations are present, often superimposed 
on the focal lines. In fans, the layers are ver- 
tical and all types of defect (disclinations, 
focal curves, dislocations) are present. 

Figure 34. Cholesteric tex- 
tures: (a-c) MBBA plus Can- 
ada balsam; (d) MBBA plus 
cholesterol benzoate. (a, b) 
Two views at the coverslip 
and slide levels of a fan tex- 
ture, with lozenges associating 
two +a and two -a disclina- 
tions, linked by pairs of focal 
lines. (c) Planar domains sep- 
arated by walls of nearly ver- 
tical layers. (d) One of the 
walls is associated with hori- 
zontal and vertical focal lines, 
appearing as intercalated 
black spots. (a, b) Crossed po- 
larizers; (c, d) natural light. 
Scale bars: (a, b) 20 pm; 
(c. d) 50 pm. 

This texture distribution is common, but 
corresponds to a rather schematic model, 
indicating that high-energy defects, such 
as disclinations, are found mainly in the 
vicinity of the isotropic transition. Other 
situations are observed in thick prepara- 
tions of cholesterics, for example, where 
planar domains can be interrupted by walls 
of vertical layers (Fig. 34c and d), due to 
edge dislocations disjoining into disclina- 
tion pairs (see Fig. 5 d). Despite these par- 
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ticular examples, the presence of disclina- 
tions remains a general character of fan tex- 
tures. 

The textures described above belong to 
the same phase and are not separated by 
sharp interfaces. The frontiers are fuzzy and 
are often the sites of hybrid, but interesting, 
textures. Among these, at the limit between 
polygons and fans, one finds occasional 
chevrons, the organization of which is 
shown in Fig. 35 [93]. 

Chevrons and related textures are com- 
mon in smectic phases but, at the horizon- 
tal interfaces, the directors must be adjust- 
ed to the anchoring conditions [88, 931. 
They are regularly produced when opposite 
sides of polygons are extremely elongated 
in a given direction [20]. This leads to ar- 
rangements as those represented in Fig. 35. 
When vertical anchoring of layers is pre- 
ferred, ellipses or parabolae can form at the 
interfaces, with the corresponding focal do- 
mains, but the layer anchoring remains 
oblique in the interstices between domains 
[93]. This situation is also realized in Fig. 33 
with a radiating series of extremely elongat- 
ed polygons, centered around a +z disclina- 
tion. 

7.4.4.5 Illusory Conics 

The analyis of focal conic systems in liquid 
crystals is made difficult by the presence in 
pictures of lines, which often resemble fo- 
cal conics or focal curves but actually are 
not. It was indicated above that conics such 
as polygon edges are not in a focal position, 
and that many lines differ from conics but 
play a focal role. Figure 36 shows an exam- 
ple of a cholesteric texture simulating the 
presence of a series of parabolae, but this 
aspect is due to complex behavior of the po- 
larized light, associated with a frequent 
moirC pattern. This texture is simply inter- 
preted in Fig. 37 on the basis of an exam- 
ination of the orientations of the layer and 
the focal lines, which are straight or slight- 
ly curved in this texture, but not parabolic. 

7.4.4.6 Walls, Pseudowalls 
and Broken Aspects 

True walls are defined by a director discon- 
tinuity extending over a surface within a liq- 
uid crystal, but these defects are excluded 
from nematic, cholesteric and smectic A 
phases (see Sec. 7.2.3). Grain boundaries 
comparable to those of true crystals are 
associated with translation dislocations, 
which lie paralleI within the wall or form 

Figure 35. A model of chevron 
textures (the chevrons are viewed 
from the top) showing alternating 
angular and rounded contours, at 
both the slide and the coverslip 
level. Prismatic domains d and d‘ 
are filled with antiparallel conical 
sheets, in continuity along the 
generators r, s, t and u. Parabolic 
contours M, N and P join and 
form angles along the lines L at 
the coverslip level C, and simi- 
larly arcs M’, N’ and P‘ join and 
form angles along the lines L’ at 
the slide level S. 
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diverse networks [9]. The presence of such 
defects is probable in smectic phases hav- 
ing two-dimensional order within layers, 
and in certain columnar phases. This also 
holds for smectic systems, when the hexag- 
onal or rectangular arrangements are coher- 
ent over several lamellae (smectics B, E, G, 
H, etc.) the order being three-dimensional. 

When smectic layers are mainly horizon- 
tal, the existence of walls often leads to mo- 
saic textures, each domain extending over 
the entire thickness of the preparation. A 
platelet texture is observed when the do- 

Figure 36. A choles- 
teric texture simulating 
the presence of focal 
parabolae. (a, b) Opti- 
cal sections at the 
coverslip and slide 
levels. MBBA plus 
cholesterol benzoate, 
crossed polarizers. 
Scale bar: 20 wm. 

mains of the horizontal layers are much thin- 
ner than the mesomorphic slab, and super- 
impose here and there, with their distinct 
orientations [ 13, 141. When vertical layers 
bend concentrically about +n disclinations, 
circular bands of different colour or shade 
appear, indicating changes in the crystallo- 
graphic orientations along grain boundaries. 
These banded textures are common in or- 
thorhombic smectic E phases. 

A planar wall has been described in 
smectic C* phases, giving rise to a particu- 
lar chevron texture. This has been shown 
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Figure 37. Model of the arrangement of layers and 
focal lines in the texture shown in Fig. 36. (a) Distri- 
bution of layers. (b) Vertical and horizontal focal lines 
at the top (coverslip C) and bottom (slide S) levels of 
the mesophase. 

by high-resolution X-ray scattering in sur- 
face stabilized ferroelectric samples (see 
Chap. VI, Sec. 2 of Vol. 2 of this Handbook) 
obtained by cooling from the smectic A 
phase [94]. At the smectic C transition, the 
layers progressively tilt symmetrically in 
two opposite directions, by an angle of about 
lo", whereas molecules are tilted horizon- 
tally within layers at about 20" from the nor- 
mal to the layers. The long axis of molecules 
show a quasi uniform orientation within this 
wall and the two domains, but the ferro- 
electric polarization changes abruptly 
across the wall and breaks its apparent sym- 
metry. This type of chevrons leads to com- 
plex textures [95]. 

In smectic A phases, such a change in the 
orientation of layers along a wall involves a 
discontinuity of molecular alignment. If the 
wall is replaced by a narrow zone of strong- 

ly curved layers, this involves an equal splay 
of molecules, and the structure is generally 
handled by dividing it into a set of focal 
curves or even disclinations. The case for 
smectic C phases is different, as such walls 
often are compatible with a uniform align- 
ment of molecules, facilitated by a dilata- 
tion modulus of the layer thickness that 
is much smaller than that for smectic A 
phases. This leads to noticeable undulation 
instabilities [96]. Molecules rotate within 
layers and, conversely, layers show differ- 
ent possible orientations with respect to a 
molecular alignment. In chevrons such as 
those shown in Fig. 35, the layers are at a 
constant angle to the lines L and L', an an- 
gle which can be chosen to be that of the tilt 
[57]. The discontinuity in the layer orienta- 
tion in the ferroelectric display can be 
smoothed by focal curves and other defects, 
which are weakly contrasted because the 
molecular orientation is not really altered by 
their presence. 

Singular lines often attach to interfaces. 
Among the numerous examples given here 
is the case that occurs in nematic phases at 
the slide or coverslip level (see Fig. 9) and 
that of large-pitch cholesteric phases at var- 
ious interfaces (see Figs. 19 and 20). Such 
lines are due to the presence of horizontal 
directors that are forbidden at a horizontal 
interface. The locus of horizontal directors 
in the bulk form a surface, which shows a 
higher mean refractive index and appears 
contrasted under natural light or in phase- 
contrast microscopy. The clear-cut interface 
line seems to extend into a wall within the 
bulk, but actually this is a mere optical illu- 
sion, which is the origin of the so-called 
Grandjean planes in cholesteric phases [44]. 

Broken aspects are classical in focal con- 
ics or fan textures of tilted smectics, and al- 
so originate from singular lines attached to 
an interface. This is observed in smectic C 
phases when disclinations like those shown 
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in Fig. 21 a-d adhere at an interface and 
separate two different molecular orienta- 
tions. The smectic layers lie almost vertical- 
ly (i.e. perpendicular to the interface), 
whereas the molecules are horizontal with- 
in the layers at the interface contact. How- 
ever, the molecular orientation remains con- 
tinuous in the bulk. The lines limiting these 
interfacial domains are either parallel or 
normal to layers and this creates a contour 
composed of straight segments alternating 
with arcs at right angles and with some inter- 
spersed irregularities [97]. These interface 
textures superimpose broken patterns onto 
smectic focal domains and fans, not only in 
smectic C phases but also in more ordered 
types of tilted smectic phases such as SmF, 
SmG and SmH [ 13, 141. 

7.4.5 Origin of Spirals 
in Chiral Liquid Crystals 

Cholesteric layers show spiral contours 
(Fig. 6 a and b) around polygon centres and 
vertices (see Fig. 6 a  and b). Analogous 
patterns decorate cholesteric droplets (see 
Fig. 2). Such spirals have also been found 
in thin sections of stabilized analogues of 
cholesterics, i.e. in biological materials as- 
sembling long biopolymers such as chitin, 
in various arthropod carapaces (crabs, in- 
sects) [27-331. To explain these patterns, let 
us start from cholesteric layers arranged as 
nested toroidal surfaces (see Fig. 29 b). This 
situation is shown schematically along a 
meridian plane in Fig. 38 a; the left-handed 
twist and three section planes (1 - 3) are il- 
lustrated in Fig. 38 b-d. The hatched zone 
in Fig. 38 a indicates the part of the drawing 
to be suppressed in order to obtain a situa- 
tion similar to that of layers in contact with 
an isotropic phase of the mesogen at level 1 
(Fig. 38 b). Going up Fig. 38 a one passes 
continuously from a uniform alignment of 

directors (d) to a double-spiral pattern (c) and 
a pair of A+n disclinations (b). These three 
steps are assembled into a unique pattern in 
Fig. 38 e, which indicates how a continuous 
deformation resembling a whorl produces a 
disclination pair and a spiral the orientation 
of which is linked to that of the twist. 

Figure 3 1 d shows how the presence of a 
-E disclination eliminates very acute coni- 
cal shapes of nested layers. This arrange- 
ment of layers creates a rhombic and coni- 
cal domain in the midpart of most of the 
polygon edges in Fig. 6 a. Careful examina- 
tion of the layers under natural light at a lev- 
el close to the coverslip generally shows a 
structure like the one shown in Fig. 38 f. The 

disclination forms a helical half-loop 
[20] due to the cholesteric twist, a situation 
very similar to that described in other heli- 
cal cholesteric patterns (see Sec. 7.3.4). 

Spirals and concentric circles are com- 
mon in the focal domains of smectic C* 
phases [97]. They are produced by lines 
such as those shown in Fig. 21c and d. 
These disclination lines have often been ob- 
served in preparations of vertical or slight- 
ly tilted layers. The molecules lie almost 
parallel to the glass plates at their contact, 
with uniform alignment, whereas the heli- 
cal arrangement is present in the bulk. Equi- 
distant and parallel disclinations of the type 
indicated shown in Fig. 21c and d separate 
the chiral and non-chiral domains; these 
have been called ‘unwinding lines’ [58]. 
They are present at two levels: in the neigh- 
bourhood of the upper and lower plates; and 
adjoining the thinner regions of the prepara- 
tion, where they form loops or simple heli- 
cal lines [97]. 

When focal domains are differentiated in 
smectic C* phases, with ellipses attached to 
a glass, the molecules also lie parallel to the 
glass, and this prevents the formation of a 
helical structure, which does, however, oc- 
cur at a distance in the bulk. Unwinding 
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lines therefore appear, and produce patterns 
the principle of which is closely related to 
that described above for cholesterics. The 
main differences are that in smectic C* 
phases, the distance between two successive 
lines is p ,  the helical pitch, whereas in chol- 
esterics the periodicity is p / 2 ,  and the dou- 
ble spiral in cholesterics is reduced to a sin- 
gle one in smectic C phases. One can also 
observe concentric circular lines, the suc- 
cessive radii of which differ by p ,  and this 
is explained by the presence of a screw line 
superimposed on the vertical focal line, as 
in cholesterics (see Fig. 32 d). 

Figure 38. Continuous passage 
from a focal line to disclination 
pairs in a cholesteric liquid. 
(a) Meridian section of the tex- 
ture corresponding to a three-di- 
mensional representation of the 
structure shown in Fig. 29 b; the 
nail convention indicates the 
presence of a left-handed twist. 
(b-d) Distribution of directors at 
levels 1-3 in (a), presented with 
the nail convention. (e) An imag- 
ined pattern to show in one pic- 
ture the continuous passage from 
a uniform alignment at the pe- 
riphery to a whorl-like texture, 
with two A,+" disclinations in the 
core. In (b) and (e), the separated 
segments corresponding to hori- 
zontal directors are represented 
by continuous lines. (f) Helical 
shape of the il-" disclination in 
Fig. 3 1 d and the lozenges of 
polygonal edges shown in Fig. 6. 

7.4.6 Defects and 
Mesophase Growth 

Defects, particularly screw dislocations, 
play an important role in the growth of true 
crystals [9]. Liquid crystal germs present the 
defects that were described in detail by Frie- 
del and Grandjean [21] for smectic A phas- 
es. The germs elongate perpendicular to the 
mean direction of the layers, the surface ten- 
sion being anisotropic, and the focal do- 
mains present in the batonnet are arranged 
such that the layers lie normal to the isotrop- 
ic interface. A focal line is often present 
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along the axis of the bbtonnet, and screw dis- 
locations can be superimposed [54], which 
could accelerate the transition and facilitate 
the elongation. 

Cholesteric rodlets and spherulites hav- 
ing parallel layers can be devoid of inner de- 
fects, but this does not prevent their growth. 
However, surface points or surface lines are 
present. Some -n disclinations, resulting 
from germ coalescence, are frequent, but 
disappear by confluence with the isotropic 
interface, as for nematic droplets. 

Spherulites showing concentric layers 
present a disclination radius or diameter, but 
this structure is due to a topological con- 
straint and does not seem to be linked to 
liquid crystal growth. Very rapid growth of 
cholesteric phases often generates screw 
dislocations of the two types shown in 
Fig. 24i and j ,  and this has been filmed by 
Rault in p-azoxyanisol added to cholesterol 
benzoate [98,99]. Slow growth does not re- 
sult in the production of these defects. 

Experiments have also been done at phase 
transitions from nematic to smectic A phas- 
es, starting from a twisted situation between 
two glasses with a strong planar anchoring, 
the two easy directions being at right angles 
(see Fig. 9). Thin threads are present at the 
junction of twisted zones (left-handed and 
right-handed). These transform at the smec- 
tic transition into a broken helical line, com- 
posed of a series of triplets comprising (1) a 
focal curve, ( 2 )  a segment of a +n disclina- 
tion and (3) a focal curve, the two focal seg- 
ments (1 and 3 )  being conjugated [ 1001. Con- 
siderations such as those developed for 
Fig. 30e show that numerous screw disloca- 
tions attach to the +n line and form a radiat- 
ing pattern that is visible under the light mi- 
croscope, which suggests the presence of im- 
portant Burgers vectors. Lyotropic lamellar 
systems often show undulated or helical ar- 
rangements of focal domains [loll, possibly 
similar to those of thermotropic phases [ 1001. 

7.4.7 Defect Energies 
and Texture Transformations 

Translation dislocations do not strongly 
modify the orientation of the directors or 
layers at long distances, as disclinations in 
liquid crystals do, and focal conics occupy 
an intermediate position (see Fig. 32i). This 
indicates a gradation of energies, which will 
be considered below using some examples. 

7.4.7.1 Disclination Points 

Let us begin with simple defects, such as 
those that occur in capillary tubes (see 
Fig. 8). In the left-hand part of Fig. 8 a there 
is a radial point in the vicinity of which the 
directors are supposed to be aligned radial- 
ly: n (M)=r / r ,  with r=OM and r being the 
positive distance separating M from 0, the 
core of the defect. Then divn = 2 / r ;  the twist 
and bend, whether spontaneous or not, are 
absent, and the density of the elastic energy 
is given by 

~~ dF - - 2kj’ or d F  = 8nkll d r  
du r 

Integrating the elastic energy over a sphere 
centred on 0, of radius R, yields 

F =  8 n k , , R  

Such a pure’ly radial arrangement of direc- 
tors is more plausible when twist and bend 
are forbidden, particularly in smectic drops 
immersed in an isotropic fluid creating ho- 
meotropic conditions. This is realized for 
some spherical 4-cyano-4’-n-octylbiphenyl 
(8CB) droplets immersed in water or glyce- 
rol (Fig. 39a), but for most droplets in this 
domain the spherical symmetry is reduced 
to revolution symmetry by a focal domain 
attached at the centre, with smectic layers 
normal to the interface (Fig. 39b). This 
means that interfacial tension depends on 
the angle of directors at the interface, with 
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Figure 39. Spherical smectic droplets of 8CB in wa- 
ter or glycerol. (a) Presence of a radial singularity. 
(b) A focal domain associating a focal radius and a 
circle. The distribution of the layers is drawn in a me- 
ridian plane. 

a strong minimum for molecules lying nor- 
mally and a less marked one for those par- 
allel to this interface with water or glycerol. 
In nematics, director lines form diverse pat- 
terns around singular points, associating 
splay, twist and bend in different propor- 
tions [102]. In a spherical nematic droplet 
floating in an isotropic medium, with the di- 
rectors parallel to the interface, two singu- 
larities appear at two diametrically opposite 
poles, with radial arrangements similar to 
the one shown in Fig. 12 a. For a spherulite 
of radius R, with k ,  , = k,, = k, and assuming 
that the twist is absent, F = S n k R .  This 
means that the volume energy due to a radi- 
al point at the centre of the spherulite is ap- 
preciably higher than that of two surface 
points. This confirms that defects ‘prefer’ 
to join an outer interface in order to mini- 
mize their energy, and this is reinforced by 
the fact that nematic molecules generally 
align with the isotropic interface, rather than 
lying normally. 

7.4.7.2 Disclination Lines 

As shown in Fig. 8 b, lateral homeotropy in 
a capillary tube filled with a smectic A 
phase results in pure splay that is distribut- 
ed homogeneously about a disclination line, 
together with cylindrical symmetry. Note, 
however, that core rehandlings are observed 
[42]. If r represents the transverse compo- 
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nent of OM (0 being an arbitrary point of 
the line), then 

or dF=nL[+)dr  

where L is a given length of the singular line. 
The energy cannot be integrated from 0 to 
R, as for the radial point, and a cut-off is re- 
quired. A radius core R, that is close to mo- 
lecular dimensions is introduced; E,  is the 
core energy per unit length. Hence the line 
energy density E in the capillary or in a mye- 
lin form is 

E = E, + n kl In [ e) 
The disclination patterns usually considered 
in energy calculations in nematics are the 
solutions of a Laplace equation V2@=0 of 
the type 

(see Sec. 7.2.4; in energy calculations, 
the topological parameter s = N/2 is now 
generally used rather than N). In this case 
k , ,  =k22=k33=k ,  and 

2 dQ2 (nxcurln) =-  
dr2 + r2 dcp2 

from which we deduce 

d F  ks2  knLs2 d r  
2-=,- or dF=-- 

dv rL r 

E = E , + k n s  In ~ 

For s = 1, we now re-find the energy of the 
radial disclination of a smectic liquid in a 
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capillary tube. At the nematic transition, this 
disclination relaxes, with an ‘escape in the 
third dimension’ (see Fig. 8 a), the splay ly- 
ing mainly along the axis and the bend at the 
periphery. In the absence of twist, one has: 
rIR= tan 8/2 (where R is the inner radius of 
the capillary, r is the distance from point M 
to the axis, and 8 is the angle separating the 
director at point M from the axis). This 
means that the director lines have a merid- 
ian profile of constant shape and, to a first 
approximation, the textures in two different 
tubes of radii R, and R, differ only by a pure 
dilation of ratio R,/R,. The total deforma- 
tion remains constant and the energy does 
not depend on the inner radius R. The 
energy per unit length is E = 3 k n ,  in 
disclinations s=+l,  with a continuous core 
139-411. For s=-1, E = k n .  The passage 
from a planar structure of a disclination to 
a continuous core suppresses the factor 
In (RIR,), and represents a non-negligible 
energy saving. 

Vertical disclination lines normal to hor- 
izontal layers in smectic C phases also form 
nuclei. Polarizing microscopy shows that 
these nuclei have four branches, and when 
examined in projection onto the layer 
plane the observed patterns correspond to 
@ = O0 + s cp, with s = +1. It has been demon- 
strated that the tilt angle of molecules with 
respect to the normal to layers is variable, 
but decreases to zero in the vicinity of the 
disclination core [ 1031. This also resembles 
an ‘escape in the third dimension’, and is 
mainly due to the low value of the dilatation 
modulus B. 

Interactions of disclinations have been 
studied in nematic and smectic C schlieren 
textures, which associate nuclei interpreted 
as vertical disclinations. Assuming a pure- 
ly horizontal distribution of directors and an 
’elastic isotropy’, within any horizontal 
plane and in the vicinity of disclination Di, 
centred on Oi,  we have @ = ai + si qi. At any 

point M in the texture, the director is defined 
as @ = Q0 + C si  qi, but this superposition 
principle requires that R, 4 r12 Q r [ 1041. The 
energy of a disclination pair is given by 

The first term disappears when sl=-s2, a 
common situation in schlieren textures of 
nematic and smectic C phases. In general, 
Csi/m -0, m being the total number of nu- 
clei in the texture [ 1 1,451. The second term 
in the energy represents the interaction: dis- 
clinations of opposite sign (sl s2 < 0) attract 
because variations in E and r12 occur in par- 
allel [45], whereas they repel when they are 
of like signs (s,s2>O). 

7.4.7.3 Focal Curves 

The energy of a focal domain defined by the 
ellipse E and the corresponding hyperbola 
branch, extending from one focus of E to in- 
finity, is: 

E = k l , n L ( l  -e2)ln(a/R,) 

L being the ellipse perimeter, e its eccentric- 
ity and a its half major axis. The energy of 
focal domains was also calculated for pairs 
of parabolae [ 1051. 

It was indicated in Fig. 32c that layers 
along the conics are not exactly conical 
but present a rounded apex, with a local 
thickness maximum. Assuming curvature 
radii very large relative to the layer thick- 
ness, 8 being the angle between the normal 
to layer and the focal curve, whose maxi- 
mum 8, remains small, the energy associat- 
ings play and layer dilatation, is per unit 
length: 

E = n k , , ( 8 , ) 2  ln(1.46RIr) 
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with r-2il/Om, il being the penetration 
length ( k ,  ,/B)1’2 [106]. 

7.4.7.4 Translation Dislocations 

All the expressions given above for discli- 
nation and focal curve energies are similar 
to those for screw and edge dislocations in 
true crystals [9, 151, but the situation is dif- 
ferent for translation dislocations in smec- 
tics. The presence of a screw dislocation of 
weak Burgers vector does not introduce any 
splay and does not really modify the layer 
thickness even at small distances [16]. The 
energy is reduced to a core term and there- 
fore interaction terms are absent in the frame 
of the linear theory. This is not the case for 
edge dislocations in this approximation 
[106], and one has the expression: 

E = E, + k , ,  b2/2ilR, 

with i12=k,, /B, b being the Burgers vec- 
tor length. Actually, edge dislocations in 
smectics generally split into parallel discli- 
nations +n and -n, distant of b/2 [16] and 
this introduces a pure splay in domains of 
nested cylindrical layers, whose energy is: 
n k l l  ln(b/2Rc)/2. A third term z, is to be 
added and corresponds to the core energy of 
the -n, what leads to a more complex ex- 
pression: 

E = k , ,  b2/2il R, + n k , ,  ln(b/2RC)/2 + z, 

When parallel edge dislocations lie in the 
same plane, their interaction is negligible; 
but if they lie at different levels, dislocations 
attract or repel according to their relative po- 
sitions and orientations [ 1071. 

7.4.7.5 Simulations of Defects 
and Textures 

Computer models have been used to simu- 
late the distribution of directors in nematic 
disclinations and textures, the partial dif- 

ferential equations being replaced by finite 
difference equations [log, 1091. For in- 
stance, in a square lattice, the cell i, the di- 
rector of which is specified by an angle Qi, 

has four neighbouring cells i’. If the elastic- 
ity is isotropic V2@=0, the interaction en- 
ergy is Ei =Z sin2(air -ai). Differentiating 
with respect to gives the best orientation 
in cell i (generally a minimum of Ei,  not 
a maximum) if the air only differ by a few 
degrees: 

The total energy over the model is then: 

E = C sin2 < Q ~ ~  - @ j )  
i, i‘ 

Note that a knowledge of @ along the cells 
at the periphery is generally sufficient to de- 
duce the entire pattern, since it leads to a lin- 
ear system with an equal number of equa- 
tions and unknowns, plus a determinant dif- 
ferent from zero, as indicated in early work 
on Dirichlet’s problem [ 1101. It is also pos- 
sible to start from a given distribution of @, 
with various boundary conditions such as 
those known to produce disclinations, and 
to recalculate the different ai averaged over 
the four neighbouring cells. This leads first 
to a decrease in E, the process being repeat- 
ed iteratively towards a complete relaxa- 
tion. One can verify that a planar +2n dis- 
clination disjoins into a pair of +n disclina- 
tions, due to the presence of the s2 term in 
the energy: The total energy of two discli- 
nations s = 1/2 represents the half-energy of 
a single disclination s = 1. Obviously, there 
are textures where integer indices are pre- 
ferred, for many reasons: escape in the third 
dimension, point singularities, certain an- 
choring conditions, and topological con- 
straints (such as in smectic C phases) all for- 
bid half-integer values of the s indices. 
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These methods have been refined to give 
a constant splay/bend ratio in purely planar 
systems, and they allow one to reproduce 
the well-known aspects of disclinations in 
pure bend or pure splay situations. These 
models have also been extended to three di- 
mensions by taking the twist into account, 
and one can re-find the geometries of direc- 
tor lines in capillary tubes or other cases of 
'escapes in the third dimension'. 

7.4.7.6 Defect Nucleation 

Many defects originate from a non-parallel 
coalescence of germs (Fig. 40). In addition, 
mechanical constraints generate edge and 
screw dislocations, or another pattern called 
'elementary pinch' (Fig. 41), which is also 
found in cholesterics and probably at the or- 
igin of focal domains in smectics. This pat- 
tern seems, therefore, to be essential in tex- 
ture transformations. 

Figure 40. Schematic representation of defects creat- 
ed by the coalescence of nematic germs. 
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Figure 41. Creation of defects in a lamellar liquid 
crystal. (a) Edge dislocation due to a layer rupture. 
(b) Deformation of an edge dislocation into the heli- 
cal structure of a screw dislocation. (c) Differentia- 
tion of an elementary pinch. (d) A pair of elementary 
pinches transforming into a pair of edge dislocations. 

Elementary pinches differentiate from lo- 
cal fluctuations that are able to diverge and 
produce large defects, if certain constraints 
are present. In cholesterics, the formation of 
elementary pinches is continuous, since it 
involves the nucleation of a A-A+ pair [48]. 
These pinches are produced in the same 
way in nematics submitted to electric fields 
(see Fig. 5 a  in Stieb et al. [ l l l ] ) .  In large- 
pitch cholesterics, the transition from a con- 
strained aligned state to the relaxed twisted 
state also involves the nucleation of these 
elementary pinches. The constrained state is 
due, for example, to strong homeotropic 
conditions, and is relaxed by a progressive 
increase in the distance separating the two 
horizontal plates [ 1121, or by a transverse 
electric field, if the dielectric anisotropy is 
negatively uniaxial [113, 1141. 

Many textures arise from a field or a dy- 
namics created in a previously aligned liq- 
uid crystal [115, 1161. Such evolutions are 
also observed in cholesteric mixtures in 
equilibrium with the isotropic phase, with 
fans along the interface, and with polygons 
and planar textures generally at a greater 
distance from the isotropic transition. Gent- 
le heating modified the positions of the tex- 
tures by means of local transformations, but 
hydrodynamic streams are absent, or almost 
so. Cholesteric layers, which are initially 
planar, arrange progressively into domes and 
basins, and the transformation is continu- 
ous, the explanation being derived from Fig. 
38 a-e. This also arises from local fluctua- 
tions forming directly elementary pinches, 
which easily transform into spiral patterns. 

7.4.7.7 Textures and Defect Associations 

Defects form complex networks, but be- 
tween these singular structures the liquid 
crystal is regularly curved. The geometry is 
often well defined, and one may think that 
a knowledge of the network would be suf- 
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ficient to rebuild the complete director dis- 
tribution. Actually, this is a difficult prob- 
lem, the solution of which depends on its ac- 
curate formulation. For instance, two par- 
allel disclinations A+ and A- can be associat- 
ed to give either an edge dislocation (as in 
Fig. 28 d and e) or an elementary pinch (see 
Fig. 41 b), or very different textures. On the 
contrary, the presence of two conjugated fo- 
cal curves defines unambiguously the direc- 
tor distribution within the corresponding 
domain, with the exception of the exact 
layer position. 

Three types of defect association have 
been encountered in this discussion: super- 
position of defects, concurrence of lines at 
singular points and conjugation between 
two lines or two points. 

Among superpositions, the first case is 
simply that of lines of identical nature, for 
instance translation dislocations that join or 
disjoin, with additive laws for the Burgers 
vectors. As indicated above, the energy of 
these dislocations increases as the square of 
the Burgers vector b2, and in principle they 
split into series of elementary dislocations. 
However, in practice, they are seen to as- 
semble or separate in, for example, choles- 
terics. This fact underlines the importance 
of boundary conditions and the presence of 
other defects in their vicinity. Another com- 
mon association is that of two +n disclina- 
tions, which add to form a 27r disclination. 
The reverse transformation occurs during 
the course of water evaporation in a myelin 
form which is squashed between a slide and 
a coverslip. The dissociation of one line into 
several lines often occurs at definite points, 
or in restricted volumes, and these singular 
points have their own topologies and ener- 
gies that are rarely considered in theories. 
Focal curves can branch into pairs and ram- 
ify (see Fig. 27 in Friedel and Grandjean 
[21]). Trees of focal conics have even been 
photographed in the bulk, near an air-smec- 

tic A interface, with several ramification 
steps, as in fractals [ 1171. Lines of different 
nature can also be superimposed. Screw dis- 
locations often run along focal lines (see 
Fig. 32d), and disclination lines can play 
the role of focal curves (see Fig. 33 and oth- 
er examples in Bouligand [20]). 

The main systems of concurrent lines are 
those of converging hyperbolae at the ver- 
tices of polygons in smectic phases and tan- 
gent conics (ellipses and hyperbolic edges 
of polygons), which are often replaced by 
systems of branching focal curves. Focal 
curves can attach at definite intervals along 
disclinations. All the points considered 
where such sets of lines converge, also have 
their own topologies and energies, depend- 
ing on the textural environment. 

The vertices of two focal conics are sin- 
gular, since they correspond to a reverse in 
the orientation of the materialized conic 
sheets of Dupin’s cyclides. These points of- 
ten disjoin into pairs of lower energy (see 
Fig. 3 1 d and Fig. 11 in Bouligand [53]). At 
a transition from a smectic A to a smectic C 
phase disclination lines appear in focal do- 
mains, linking the two conics, and are of the 
type shown in Fig. 21 a and b [ 1181. Their 
origin is easily understood from Figs. 14 
and 25 in Bouligand and KlCman [57]. 

Much more work has been concerned 
with systems of conjugated lines, mainly 
pairs of focal conics and pairs of disclina- 
tion lines of opposite indices, forming typ- 
ical patterns of dislocations or elementary 
pinches. Such associations also exist be- 
tween singular points showing complemen- 
tary topological properties, as occur in the 
capillary tube (see Figs. 8 a, 13 a and b). 
Note that certain associations are strictly 
obligatory. For example, a singular point in 
the bulk of a nematic liquid, or in a large- 
pitch cholesteric, always lies along a thick 
thread, since these threads correspond to the 
locus of vertical directors (i.e. parallel to the 
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microscope axis), and all possible directions 
(vertical in particular) are represented in the 
immediate vicinity of such points. This 
thick thread is itself vertical in the case in 
Fig. 8 a for an observer looking from above 
the capillary tube, and the pattern seen under 
a polarizing microscope is that of nuclei (see 
Fig. 4.16 in Meyer [47]). 

7.4.7.8 Crystals of Defects 

The distribution of defects in mesophases is 
often regular, owing to their fluidity, and 
this introduces pattern repeats. For instance, 
square polygonal fields are frequent in 
smectics and cholesteric liquids. Such re- 
peats occur on different scales - at the 
level of structural units or even at the mo- 
lecular level. Several types of amphiphilic 
mesophase can be considered as ‘made of 
defects’. In many examples the defect en- 
ters the architecture of a unit cell in a three- 
dimensional array and the mesophase forms 
a ‘crystal of defects’ [ 1191. Such a situation 
is found in certain cubic phases in water- 
lipid systems [ 1201 and in blue phases [ 1211 
(see Chap. XI1 of Vol. 2 of this Handbook). 
Several blue phases have been modeled as 
being cubic centred lattices of disclinations 
in a ‘cholesteric matrix’. Mobius disclina- 
tions are assumed to join in groups of 4 x 4  
or 8x8, but in nematics or in large-pitch 
cholesterics such junctions between thin 
threads are unstable and correspond to brief 
steps in recombinations. An isotropic drop- 
let or a Ginsburg decrease to zero of the or- 
der parameter probably stabilizes these 
junctions in blue phases. 

Similarly, the recently discovered smec- 
tic A* phases [122, 1231 are layered like or- 
dinary smectic A phases, but show a regu- 
lar twist and the director follows the distri- 
bution that is classical in cholesteric liquids, 
whereas bend and twist are forbidden in 
principle (curl n =O). Layers are disrupted 

by nearly equidistant twist grain boundar- 
ies, each of which is composed of quasi- 
equidistant and parallel screw dislocations, 
normal to the helical axis, and well evi- 
denced by freeze-fracture studies [ 1241. 

In columnar liquid crystals also, twist and 
splay are excluded in principle, but twist 
boundaries are plausible when these sys- 
tems are strongly chiral [ 1251. The existence 
of such cholesteric columnar phases awaits 
confirmation. 
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Flow Phenomena and Viscosity 

E Schneider and H. Kneppe 

A complete assessment of the literature on 
the hydrodynamics of liquid crystals is be- 
yond the scope of this handbook. Therefore, 
only the most important fundamentals for 
the description of flow phenomena will be 
discussed. Further details can be found in 
the references cited at the end of each sec- 
tion and in the review articles and books of 
Porter and Johnson [I], de Gennes 121, Ste- 
phen and Straley [3], Jenkins [4], de Jeu 151, 
Vertogen and de Jeu 161, and de Gennes and 
Prost [7]. Two review articles of Leslie [8, 
91 are exclusively devoted to this subject. 
Experimental results for uniaxial nematic 
liquid crystals are described in Chap. IIL2.6 
of Vol. 2A of this Handbook. 

The hydrodynamic theory for uniaxial ne- 
matic liquid crystals was developed around 
1968 by Leslie [lo, 111 and Ericksen 112, 
131 (Leslie-Ericksen theory, LE theory). An 
introduction into this theory is presented 
by F. M. Leslie (see Chap. 111, Sec. 1 of this 
Volume). In 1970 Parodi [14] showed that 
there are only five independent coefficients 
among the six coefficients of the original LE 
theory. This LEP theory has been tested in 
numerous experiments and has been proved 
to be valid between the same limits as the 
Navier-Stokes theory. An alternative deri- 
vation of the stress tensor was given by Ver- 
togen [ 151. 

In 197 1 the Harvard group [ 161 present- 
ed a different form of the constitutive equa- 
tions which gives very compact expressions 
for systems with nearly uniform director 
orientation. The results of both theories 
agree. Nevertheless, the LEP presentation is 
preferred in most of the experimental and 
theoretical studies in this field. 

The constitutive hydrodynamic equa- 
tions for uniaxial nematic calamitic and ne- 
matic discotic liquid crystals are identical. 
In comparison to nematic phases the hydro- 
dynamic theory of smectic phases and its ex- 
perimental verification is by far less elab- 
orated. Martin et al. [17] have developed a 
hydrodynamic theory (MPP theory) cover- 
ing all smectic phases but only for small de- 
formations of the director and the smectic 
layers, respectively. The theories of Schil- 
ler [18] and Leslie et al. 119, 201 for SmC- 
phases are direct continuations of the theo- 
ry of Leslie and Ericksen for nematic phas- 
es. The Leslie theory is still valid in the case 
of deformations of the smectic layers and 
the director alignment whereas the theory of 
Schiller assumes undeformed layers. The 
discussion of smectic phases will be restrict- 
ed to some flow phenomena observed in 
SmA, SmC, and SmC* phases. 

Although the constitutive hydrodynamic 
equations for nematic and polymeric liquid 

0 
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crystals are identical the following discus- 
sion is only devoted to monomeric systems. 
Polymeric liquid crystals exhibit a great va- 
riety of special effects which restrict the ap- 
plication of standard hydrodynamic theory. 
Reviews on this topic are given by Wissbrun 
[21] and Marrucci and Greco [22]. 

which is a consequence of the Onsager re- 
lations. Thus, the viscous properties of an 
incompressible nematic liquid crystal can 
be described by five independent coeffi- 
cients. 

In the following, we assume a steady and 
laminar flow of the liquid crystal. 

8.1 Nematic Liquid 
Crystals 

Most of the hydrodynamic effects observed 
in nematic liquid crystals can be explained 
by the LEP theory. Its generality is sufficient 
for the following discussion. According to 
this theory the viscous part of the stress ten- 
sor oij for an incompressible uniaxial nemat- 
ic liquid crystal is 

oij = a,ninj2jvkpnknp + $njNi + a3niNj 
+ a,vij + a’-jnjyknk + a(jniyknk (1) 

8.1.1 Shear Viscosity 
Coefficients q l ,  q2, q3, and q12 

Figure I shows the system of coordinates 
which is used in the following discussion. 
The liquid crystal flows parallel to the x-ax- 
is, and the velocity gradient is parallel to the 
y-axis. The orientation of the director n is 
described by the angles dh and 0 

n = (sin@cos@, sin@ sin@, cos0) (5  1 
Assuming that the velocity is only a func- 
tion of y, the only non-vanishing compo- 
nents of the velocity gradient tensor are 

(6) 1 
using the notation of Clark and Leslie [23] 
and usual summation convention. V is the 
symmetric part of the velocity gradient ten- 
sor 

V,  = V,, = - v  2 X.Y 

If the orientation of the director is fixed, for 
example by application of an external mag- 
netic or electric field, Eq. ( 3 )  reduces to 

1 
2 

N = - (- sin 0 sin @, sin 0 cos dh, 0) v,,), (7) 

If a liquid crystal is sheared between two in- 
finite plates parallel to the xz-plane, a con- 

(2) 

and N is the rotation of the director n rela- 
tive to the fluid 

Nl = $ --(vl ,J  1 - v J , Z ) n J  

(3) 1 or N = ri - -(curlv) x n 
2 

A superposed dot denotes the material time 
derivative. The Leslie coefficients a, are as- 
sumed to be independent on velocity gradi- 
ent and time. They depend on temperature 
and pressure. Four of the coefficients are re- 
lated one with another via the Parodi equa- 
tion [14, 241 

% + a, = a6 - a’j (4) 

stant velocity gradient parallel to the y-axis 
results. Assuming stationary flow the stress 
component ox, can be calculated from 

2 

Figure 1. Director orien- 

flow velocity and the ve- 
locity gradient 

tation with respect to the 

/ x -  
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Eqs. (1) and (5-7). 

oxy = ( al sin4 o sin2 0 cos2 @ 

a2 a 
2 2 

2 2  

- -s in2@sin2@+3sin20cos2@ 

+* + %sin2 @sin2 

Collecting terms with the same dependence 
on the director orientation and calculation 
of the viscosity q= oxylvx,y gives 

q(0,@)=-(a4 1 +a5 -a2)sin20sin2@ 
2 

1 
2 
a 4  2 +--cos 0 
2 

+ - (a4 + a6 + a3 sin2 o cos2 

+al sin4 o cos2 @ sin2 (9) 

Therefore, it makes sense to introduce a new 
set of viscosity coefficients (see Fig. 2) 

1 
2 
1 
2 
1 

171 '-(a4 + a 5  - a 2 )  

172 = -(a4 +a6 + a31 

173 = 2 a 4  

1712 =a1 (10) 

Rewriting Eq. (9) gives 

q(@,@) = q1 sin2@ sin2@ + q 2 s i n 2 ~ c o s 2 @  
+ q3cos20 
+ 1712s in4~~os2@ sin2@ ( 1  1) 

Figure 2. Definition of the shear viscosity coeffi- 
cients q,,  q2, and q3. The outer pair of arrows sym- 
bolizes the shear flow. 

Several notations for the shear viscosity co- 
efficients are used. The notation used here 
stems from Helfrich [25]. A different nota- 
tion was proposed by Miesowicz [26]. 

The shear viscosity coefficients ql, q2, 
and q3 can separately be determined in shear 
flow experiments with adequate director or- 
ientations [27]. 

ql: nllgradv 

172: nllv 
q3: n l v ,  n l g r a d v  (12) 

For the determination of q12 at least three 
experiments are necessary. Two for the de- 
termination of q1 and q2 and one experiment 
with a director orientation where the influ- 
ence of q12 on the shear viscosity is maxi- 
mal (@=90", @=45"). Then, qI2 can be cal- 
culated according to 

Methods for the determination of the shear 
viscosity coefficients will be described in 
Chap. 111, Sect. 2.6 of Vol. 2A of this Hand- 
book. 

8.1.2 Rotational Viscosity 

Viscous torques are exerted on the director 
of a liquid crystal during a rotation of the 
director and by a shear flow with a fixed di- 
rector orientation. The density of the vis- 
cous torque is obtained by application of the 
Levi-Civita tensor 

1 i ,  j , k  cyclic 

&$ = -1 i , j , k  anticyclic (14) L otherwise 

on the stress tensor. Only the skew symmet- 
ric part 
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of the stress tensor (Eq. 1) gives a contribu- 
tion 

r. 1 = I.. rJk ass= kJ I.. IJk {(a, - a , ) n j ~ k  
+ (as - v k , n p }  (16) 

(17) 

or 

r= - n x ( X N  + y2vn) 

with 

y1 = a3- %; y2= a5 (18) 

x is called rotational viscosity or rotation- 
al viscosity coefficient. 

At first the viscous torque on a rotating 
director is calculated. If the liquid crystal is 
at rest the last term in Eq. (17) vanishes. A 
director rotation in the xy-plane gives 

r, = - yl d 
Multiplying with the volume of the liquid 
crystal we obtain the viscous torque 

M,=-I/,@V (20) 

The torque which has to be applied on the 
director for this rotation amounts to -M,. 

If a liquid crystal at rest is surrounded by 
a vessel the torque exerted by a rotating 
magnetic or electric field on the director 
must be transferred to the vessel. 

This torque will be calculated for a com- 
pletely filled vessel with quadratic cross 
section. The liquid crystal and the vessel are 
assumed to be at rest and the director is ro- 
tating in the xy-plane (see Fig. 3). 

As in this case neither the director and its 
rotation N nor the velocity gradient tensor 

a x  +Y Figure 3. Surface forc- 
es on a vessel due to a 
rotating director. 

V contains components depending on z ,  the 
only non-vanishing stress tensor compo- 
nents are oxy and CJ& and in these compo- 
nents only terms with the coefficients a, and 
a, are non-vanishing. We obtain from Eqs. 
(3) and (1) 

(21) N = (- sin@, COSCP, 016 
and 

oxy = (- a, sin2@ + a, cos2@)@ 

Multiplying by the areas uy and a, of the ves- 
sel gives the forces f, and &, 
J ,  = - oXYuY = (a, sin2@- a, cos2@)duy 

f, = - oy,ux = (- a, cos2@ + a, sin2@)6u, 

(23) 

There are no forces on the base and the top 
plate. The total torque is, therefore, 

o,, = (q cos2@ - a, sin2@)& (22) 

M, = (a3 - a?_)@V (24) 

which is in agreement with the torque exert- 
ed on the director (Eq. 20). In principle, 
Eq. (23) allows determination of the Leslie 
coefficients a, and a, separately. a, corre- 
sponds to the force on the surface if the di- 
rector is perpendicular to it, a, corresponds 
to the force for the parallel case. 

The magnitude of the torque does not de- 
pend on the shape of the container. It is on- 
ly a function of the volume of the liquid 
crystal, that is the number of rotating mole- 
cules. The torque on a body with volume V 
suspended in a liquid crystal has the same 
magnitude but different sign. 

The rotation of the director can be 
achieved by application of rotating magnet- 
ic or electric fields [5 ,  281. For larger sam- 
ples magnetic fields can be applied with less 
experimental problems. In the following we 
will therefore consider a liquid crystal in a 
rotating magnetic field with constant field 
strength and angular velocity. The results 
are identical for a rotating sample in a fixed 
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field if the calculation is carried out with re- 
spect to the rotating sample. 

The torque exerted by the magnetic field 
on the director amounts to 

(25) 
M = - j ~ ~ ~ ~ H ~ V s i n 2 ( Y  1 -@) 

2 

where 

xa = XI1 - x_L 

is the anisotropy of the magnetic suscepti- 
bility which is assumed to be positive and 
H i s  the magnetic field strength. Under sta- 
tionary conditions and small angular veloc- 
ities of the field rotation the director follows 
the magnetic field direction with a constant 
phase lag Y- @, see Fig. 4. The viscous and 
the magnetic torque become equal 

(27) 

Increasing the angular velocity of the rotat- 
ing field increases the phase lag between 
field and director until the maximum mag- 
netic torque is exerted at a phase lag of 7d4. 
The corresponding angular velocity is the 
critical angular velocity @= 

yl& = - ~ L ~ x ~ H ~  1 s i n 2 ( ~  - @) 
2 

A further increase of the angular velocity 
leads to a non-stationary behaviour. The so- 
lutions of the corresponding differential 
equation 

(29) &= @c sin 2(Yt - 0) 

are known [29]. Their characteristic feature 
is a periodicity in time. Because of distur- 

I 
V H  

Figure 4. Director alignment 
in a rotating magnetic field. 

bances by the surrounding surfaces the pre- 
dicted oscillations are usually not observ- 
able and an inhomogeneous director rota- 
tion results [30]. 

Measuring the torque on a sample of a ne- 
matic liquid crystal in a magnetic field ro- 
tating with an angular velocity smaller than 
the critical one represents a relatively sim- 
ple method for the determination of the ro- 
tational viscosity coefficient. Below the 
critical angular velocity Eq. (24) is valid 
with & = Y Neither the phase lag Y-@ nor 
the anisotropy of the magnetic susceptibil- 
ity have to be known. This method will be 
thoroughly discussed in Chap. 111, Sect. 2.6 
of Vol. 2A of this Handbook. 

8.1.3 Flow Alignment 

If a nematic liquid crystal with a fixed di- 
rector orientation is sheared a torque ac- 
cording to Eq. (17) is exerted on the direc- 
tor 

r= n x -yl(curlv) x n - y2Vn ) (: (30) 

If the direction of flow and shear gradient 
are the same as in Fig. 1, the torque on the 
director becomes 

r= vx,y (a3 s i n 0  c o s 0  cos@, 
- a, s in0  c o s 0  sin@, 
sin2@($ sin2@- a, cos20)) (31) 

The following discussion is simpler in a co- 
ordinate system which refers to the director 
(see Fig. 5) .  The @axis is parallel to z x n  
and the @axis is parallel to the nx0vector. 

Figure 5. System 
of coordinates for 
the director orien- 
tation. 

_ - -  
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The torques with respect to this system of 
coordinates are 

= - vX,), (a, + a,) s i n 0  c o s 0  sin@ cos@ 
(32) 

= s in0  (a, sin2@ - a, cos2@) (33) 

If the director is free to rotate there will be 
either a rotation to a stable orientation (flow 
alignment, see Fig. 6) or a continuous rota- 
tion (tumbling) under the influence of the 
shear gradient. Which case is observed de- 
pends on the signs of a, and a,. Because of 
thermodynamical arguments (see Sect. 8.1.9) 
the rotational viscosity coefficient must be 
positive. 

x=a,-a,>O (34) 

That is, a, > 0 and a, < 0 is not allowed. All 
nematic liquid crystals investigated up to 
now exhibit negative a, values. Therefore 
we will discuss in the following only differ- 
ent signs for a3. 

Some nematic liquid crystals show pos- 
itive a, values in the neighbourhood of a 
nematidsmectic transition. For positive a, 
the sign of the torque component r, does 
not depend on @. This leads to a continuous 
rotation if the director is orientated in the 
shear plane ( O=90°). The sign of the torque 
component r, depends on @, that is, the di- 
rector is stabilized in the shear plane for two 
quarters of a revolution and destabilized for 
the other two quarters. Because of the addi- 
tional influence of surface alignment and 
elastic torques the real movement of the di- 
rector is difficult to predict [31]. 

Figure 6. Flow alignment. 

Negative a, and a, values are the most fre- 
quent combination for nematic liquid crys- 
tals. Under these circumstances no torque is 
exerted on the director in three orientations 

(a) O=O" 
(b) 0=90", @=@, 
(c) 0=90", 

where 
-~ 

tan@o = +, a3/a2 (35) 

Equations (32) and (33) show that only the 
orientation (b) is stable against deviations 
from this orientation. Experiments have 
shown that I a, I &- 1 a, I is usually valid. Mi- 
croscopic theories [32, 331 in which the 
molecules are assumed to be ellipsoids of 
revolution predict 

where a and b are the length of the ellipsoid 
parallel and perpendicular to the symmetry 
axis and a perfect parallel alignment of the 
molecules (S= 1) is assumed. Thus, the flow 
alignment angle is usually small. For a flow 
aligned liquid crystal the viscosity is given 

by 

qo = ql sin2@, + q2 C O S ~ C D ~  

= r72 + (771 - v2)  sin2@o 
= q2 - (a, + a,) sin2Qo (37) 

neglecting a small term with the coefficient 
a,. Inserting Eq. (35) yields 

r70 = v 2  - a3 (38) 

As a, is negative and usually small as com- 
pared with q2, the viscosity under flow 
alignment is somewhat larger than q2. 
Mostly the difference can be neglected. 

Equation (38) is only valid for a uniform 
director orientation. In a capillary with cir- 
cular cross section there are regions along 
the surface and the capillary axis where the 
orientation of the director disagrees with the 
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capillary lary. 

flow alignment angle (see Fig. 7 and 
Sec. 8.1.4). By choosing proper values for 
radius and flow velocity and by a surface 
treatment the influence of these regions can 
be minimized. 

Theoretical studies on the flow alignment 
can be found in the papers of Manneville 
[34], Carlsson [35], and Zuniga and Leslie 
~311. 

8.1.4 Viscous Flow under the 
Influence of Elastic Torques 

Except for the short discussion at the end of 
the last section, a uniform director align- 
ment has been assumed up to now. Surface 
alignment and inhomogeneous fields can 
lead to an inhomogeneous alignment and the 
occurrence of elastic torques. For a com- 
plete description of hydrodynamics of ne- 
matic liquid crystals these elastic torques 
have to be included. 

The equilibrium condition for the elastic 
torques corresponds to the minimum of the 
elastic energy under the constraint of con- 
stant director length. It is convenient to in- 
troduce a molecular field h [36] 

h = h,  + h, + h,  (39) 

where the three terms describe splay, twist 
and bend distortion of the liquid crystal. 

h, = kIlgrad divn; 
h, = -k22{(ncurln)curln+curl[(ncurln)n]} 
h, = k33{ (n x cur1n)x curln 

(40) + curl[n x (n x curln)]} 

In hydrostatic equilibrium without electric 
and magnetic fields the molecular field is 
parallel to the director and the elastic torque 

r e = n x h  (41) 

vanishes. 
As the values of the three elastic constants 

are comparable and the expression for the 
molecular field is rather complicated, the 
one constant approximation 

k ,  1 = k22 = k,, = k (42) 

is often preferred and the molecular field be- 
comes 

h = kV2n (43) 

Elastic terms have to be taken into account 
in the equations for the balance of linear 
and angular momentum. If the body forces 
are assumed to be conservative their scalar 
potential can be added to the pressure in 
the equation for the linear momentum. 
Nevertheless, as director rotation and shear 
stress are coupled both equations have to 
be combined for a solution of a given prob- 
lem. 

At low shear rates viscous torques on the 
director can be neglected. Then the equa- 
tions for linear and angular momentum are 
uncoupled and the orientation of the direc- 
tor in the bulk can be calculated for any giv- 
en surface orientation by solving the equa- 
tion for angular momentum. Using the ob- 
tained director profile the equation for lin- 
ear momentum can then be integrated. The 
apparent viscosity will be a function of the 
choosen surface orientation and the elastic 
constants. 

At high shear rates the director orienta- 
tion in the bulk is dominated by flow align- 
ment. The influence of elastic torques is re- 
stricted to small boundary layers at the sur- 
faces and regions where the velocity gradi- 
ent changes sign. Therefore the apparent 
viscosity is close to the value for flow align- 
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ment and does not depend on the surface or- 
ientation or elastic constants. 

At medium shear rates director orienta- 
tion and velocity profile can only be ob- 
tained by numerical calculations. In the fol- 
lowing the flow between parallel plates with 
a surface alignment parallel to the pressure 
gradient is calculated [37]. The orientation 
of the capillary is the same as in Fig. 10. The 
equation for linear momentum is: 

(44) 
Y 

u x , y  = P,x ~~ 

g(@) 

where g (0) is the viscosity 

g ( 0 )  = q1 sin2@ + q2 cos2@ (45 1 
The small a,-term has been neglected. The 
equation for angular momentum is: 

k@“ + Ux&(@o) - g(@)> = 0 (46) 

or with the aid of Eq. (44) 

(47) 

where Qo is the flow alignment angle. This 
equation is solved numerically. The align- 
ment at the surface is assumed to be 0 = 0 .  
Figure 8 shows 0 as a function of ylT for 
(q ,  -q2)/q2=8, @,=0.1, and different val- 

Figure 8. Alignment angle @as a function of y /T for 
different values of the non-dimensional parameter D. 

ues of the non-dimensional parameter 

where 2 T is the distance of the plates. The 
different slopes of the curves for y=O and T 
are due to the different velocity gradients in 
these areas. 

Integration of the velocity with the aid of 
Eqs. (44) and (46) gives the apparent vis- 
cosity 

(49) 

@’(T) (that is, @’ at the plates) is taken from 
the numerical solution. Figure 9 shows 
the viscosity ratio q2/q as a function of 1/D = 
k/T 3 p , x  for ( q1 - q2)/q2 = 8 and different 
flow alignment angles. 1/77 gives an asymp- 
totically linear dependence on 1/D for large 
D-values. 

Some general predictions can be made 
with the aid of the scaling properties [ 191 of 
the Leslie-Ericksen equations. Neglecting 
the molecular inertia, the substitution 

I 
0.0 0.5 1/D 1.0 

Figure 9. Viscosity ratio q2/q as a function of 
l lD=k/T3p,,  for different flow alignment angles. 
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Stationary flow and i=z gives 

- P,z + %,x + ~ Z Y , Y  + %,Z = 0 (52) 

The second term vanishes because of the 
translational symmetry in flow direction 
and the last term vanishes for an infinite 
width of the capillary. The remaining stress 
tensor element amounts to 

CT ZY = (q2 - q3) sin@ c o s 0  zlx,Y 

P , ~  = (q2 - q3) sinOcosO ux,Yu 

- P,z + %,x + oxy,,y + oxz,, = 0 

For the case studied this leads to 

P , ~  = (q2 sin2@- q3 cos 0) zlx,uy 

leading to the final result 

(57) 
P , ~  - (q2 - q3)sin@cos@ 

P , ~  q2 sin2 o + q3 cos2 o 
The transverse pressure gradient passes 
through a maximum at approximately 
@=45". A transverse pressure for this case 
and an angle dependence according to 
Eq. (57) has been experimentally confirmed 
[41]. In principle this experiment can be 
used for the determination of viscosity co- 
efficient ratios. Because of experimental 
difficulties it should only be used to dem- 
onstrate the tensor property of the viscosity 
of nematic liquid crystals. 

If the director is orientated in the shear 
plane (@=90") a pressure gradient is also 
generated along the velocity gradient. The 
conservation of linear momentum gives for 
i = y  

( 5 8 )  
The second term vanishes for symmetry rea- 
sons. The last term is the symmetric coun- 
terpart to the third term in Eq. (52), but 
vanishes under our assumptions (infinite 

(53) 

and therefore 

(54) 

The x-component of Eq. (5 1 ) becomes 

( 5 5 )  

(56) 
2 

~ - 

- P,Y + 'Tyx,x + qJy,,y + qw = 0 

Figure 10. Transverse 
Y pressure in a capillary 

with rectangular cross 
section. 

2 

x 

leaves the form of the differential equations 
unchanged. The scaling parameter h can be 
the gap width. Currie [37] has shown that 
the apparent viscosity is mainly a universal 
function of a non-dimensional parameter de- 
pending on the specific geometry of the flow 
and a parameter which depends on the surface 
orientation and the flow alignment angle. 

Flow phenomena in the presence of elas- 
tic torques have been studied in the Couette 
[38, 391 and the Poiseuille geometry [40]. 

8.1.5 Transverse Pressure 

Due to the tensor properties of the viscosity 
a nematic liquid crystal will generally not 
flow along the pressure gradient. If flow di- 
rection and director are neither parallel nor 
perpendicular a pressure gradient is ob- 
served transverse to the flow direction. The 
skew director orientation can be accom- 
plished by application of a magnetic field to 
the liquid crystal flowing in a capillary. As 
an example the flow in a long capillary with 
rectangular cross section will be discussed 
(see Fig. 10). The width 2 Wof the capillary 
is assumed to be considerably larger than its 
thickness 2 T. Therefore the velocity gradi- 
ent across the capillary width can be ne- 
glected. 

The largest transverse pressure difference 
is observed for a director orientation in the 
xz-plane (@=O). The transverse pressure 
can be derived from the equation for the con- 
servation of linear momentum 

poi = ( - p a i j  + 0Jj  (51) 
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width). Neglecting a small term with the co- 
efficient a, gives 

P , ~  = a, sin@ cos@ v, 1. v,, . (59) 

and with Eq. (55) 

the final result becomes 

(61) 
p,y  - a6 sin@cos@ 

P , ~  qi sin2 + q2 cos2 0 

As the thickness of the capillary is smaller 
than its width the pressure difference across 
the thickness is considerably smaller than 
the difference across the width. 

~ - 

8.1.6 Backflow 

An externally applied torque on the director 
can only be transmitted to the surfaces of a 
vessel without shear, if the director rotation 
is homogeneous throughout the sample as 
assumed in Sect. 8.1.2 for the rotational vis- 
cosity. Otherwise this transmission occurs 
partially by shear stresses. The resulting 
shear flow is called backflow. As there is 
usually a fixed director orientation at the 
surfaces of the sample container, a director 
rotation in the bulk of the sample by appli- 
cation of a roating magnetic field leads to 
an inhomogeneous rotation of the director 
and to a backflow [42]. 

We study a nematic layer (Fig. 11) con- 
fined between two parallel plates of infinite 
dimension. The director is assumed to lie in 
the x,y plane and the pressure is constant. 
The inertial terms in Eq. (5 1) can be neglect- 
ed under usual conditions and the x compo- 

Figure 11. Director orien- 
tation under the influence 
of a magnetic field. 

nent gives 

OXXJ + Oxy,y + %, = 0 (62) 

The first and third term in this equation van- 
ish due to the translational symmetry. Ne- 
glecting a term with the usually small coef- 
ficient a, gives 

a .  -(@ (a3 cos2 @ - a 2  sin2 
aY 
+ v,,,(q sin2 CD + q2  cos2 = o (63) 

and integration with respect to y leads to 

@ (a3cos2@- %sin2@) 
+ v,,,(qi sin2@ + q2cos2@) = const. (64) 

The integration constant may still depend on 
time and can be determined from the boun- 
dary condition at the solid surface or in the 
middle of the cell. Equation (63) shows that 
every inhomogeneous director rotation is 
coupled with a velocity gradient. 

We assume a homeotropic orientation of 
the director at the solid surfaces and apply 
a magnetic field in the x,y plane with an ori- 
entation nearly parallel to the y axis. The 
magnetic anisotropy is assumed to be posi- 
tive and the strength of the magnetic field 
to be small. Then the deformation will be 
small and one gets from Eq. (64) 

- %@+ % V , , , = -  a 2 4 l l a x  (65) 

For a common liquid crystal with negative 
a, and positive q1 a positive angular veloc- 
ity & of the director will be coupled with 
positive shear gradients at the solid surfac- 
es as the angular velocity vanishes there. 
This leads to a positive rotation of the bulk 
and an increase of the angular velocity of 
the director with respect to a fixed system 
of coordinates. This effect is usually de- 
scribed by introduction of an effective rota- 
tional viscosity coefficient yT which is 
smaller than yl. 

The exact solution for this and other cas- 
es [42,43] shows that the effective rotation- 
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a1 viscosity coefficient can be as small as 
25% of x. Backflow effects are not ob- 
served for a planar orientation of the direc- 
tor and a rotation of the magnetic field in the 
surface plane (twist geometry). 

8.1.7 Discotic Liquid Crystals 

Nematic discotic liquid crystals consist of 
disc-like molecules with a preferred parallel 
orientation of their short molecular (sym- 
metry) axes. There is no translational order. 
The symmetry of the liquid crystal agrees 
with that of usual calamitic nematic liquid 
crystals consisting of rod-like molecules. 
Accordingly, the stress tensor for calamitic 
and discotic nematic liquid crystals are 
identical. Nevertheless, there are some dif- 
ferences in the flow phenomena due to dif- 
ferences in flow alignment. 

The flow alignment angle depends on the 
ratio of the axes of the molecules according 
to Eq. (36) 

The flow alignment angle for discotics 
should therefore be approximately 90". A 
stability analysis shows that the angle above 
90" is the stable one [44]. Thus for both 
types of nematic liquid crystals the config- 
uration with the large dimension nearly par- 
allel to the flow direction is the stable align- 
ment. Figure 12 demonstrates this phenom- 
enon. 

grad v grad v 

8.1.8 Influence of Temperature 
and Order Parameter 
on the Viscosity Coefficients 

The theory of Leslie and Ericksen is a mac- 
roscopic theory. Predictions for the temper- 
ature dependence of the viscosity coeffi- 
cients can only be derived from microscop- 
ic theories. Because of several simplifica- 
tions whose validity is not obvious the re- 
sults of these microscopic theories are in 
some cases contradictory and at best qual- 
itatively correct. A general feature is an 
exponential temperature dependence as 
known for isotropic liquids with compar- 
able activation energies for all viscosity co- 
efficients far away from the clearing point. 
This temperature dependence is superposed 
by an individual dependence on the order 
parameter whose influence dominates in the 
neighbourhood of the clearing point. Up to 
first order all authors predict a linear depen- 
dence of the Leslie coefficients $, a,, a, 
as well as a, and a quadratic dependence 
of a, [12, 33,45,46]. The viscosity coeffi- 
cient a, should be independent of the de- 
gree of order. The dependences of the shear 
viscosities on the order parameter are more 
complicated. Different results were ob- 
tained for the rotational viscosity. Howev- 
er, there are strong arguments that the rota- 
tional viscosity vanishes at the clearing 
point with S2.  

According to most theories the depen- 
dence on the order parameter and the gen- 

t 
I Figure 12. Flow alignment of nematic 
I -E discotic and a nematic calamitic liquid 

crystals. The director alignment is shown 
schematically by the alignment of one 
molecule. 

4 
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era1 temperature dependence can be separ- traut and Hess [33] suggest the ansatz 
ated 

ai = f i  [S(T)I ’ gj (T )  (67) 

where g , ( T )  is related to a relaxation pro- 
cess in the nematic liquid crystal. If the ac- 
tivation energies for the various relaxation 
processes are equal the ratio between two 
Leslie or shear viscosity coefficient should 
be constant far away from the clearing point 
which has been observed experimentally. 

Kuzuu and Doi [45] obtained the follow- 
ing expressions for the Leslie coefficients 

2 
al = - 2 f P s 4  

p2 + I  

s4 = S2(1 - (1 - S,)”) (74) 

with v=0.6. 
This and other mesoscopic theories as- 

sume that the molecules consist of rigid rods 
or ellipsoids, that a special form of the inter- 
action potential is valid and that there are no 
pretransitional phenomena due to a smectic 
phase. As real liquid crystal molecules do 
not show such properties these theories on- 
ly allow a very rough description of the 
experimental observations. A comparison 
between some theories has been presented 
by Kroger and Sellers [47]. 

8.1.9 Concluding Remarks 

(69) 

(70) 

The six Leslie coefficients can not be mea- 
sured directly. They can only be determined 
with the aid of several experimental meth- 
ods which ususally lead to combinations of 
these coefficients. Taking into account the 
Parodi equation, the six coefficients can be 
obtained from five linear independent vis- 
cosity coefficients. Thus, the four viscosity 
coefficients ql, q2, q3, and qI2 and the ro- 
tational viscosity coefficient yl give 

a 4 = f - 7  2 p2-1  (7-5s2 -2s4) 
3 5 p  +1 

(71) 

where the common factor f is 

c is the number density of molecules, p =alb 
the aspect ratio and D, is the effective rota- 
tional diffusion coefficient. The parameter 
il is connected to the flow alignment angle 

(73) 

and can be calculated from the theory. The 
expression for A contains the order param- 
eter Sz. S2 and S4 are the averages over the 
Legendre polynomials of second and forth 
order of the equilibrium distribution func- 
tion. S2 corresponds to the usual order pa- 
rameter. As S ,  is usually not known Ehren- 

1 COS2cDo = n 

L 

1 
a3 =y(V2-V +rd 

a5 = $3771 + 172 - 4773 - TI) 

a 4  = 2773 
1 

1 (75) 

Furthermore, Eqs (lo), (18) and (35) lead to 

a6 =2(771+3V2-447h-yl) 

( 7 7 ,  - 772) cos 2% = y1 (76) 

which can be used to introduce the flow 
alignment angle Q0 into Eq. (75) instead of 
q, ,  77, or 8. Owing to thermodynamical ar- 
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guments [8] the values of the Leslie coeffi- 
cients are subject to the conditions 

a, > 0; 2a, + 3a4 + 2a5 + 2a, > 0; 
y1 > 0; 2a4 + a5 + a, > 0; (77) 
4 ~ , ( 2 a 4  + as + as) > (a2 + a3 + 
or 

773 > 0;  7712 + 2(771 + 772) > 773 + Yl 

Yl > 0; Yl{2(771 + 772) - Yl) > (772 - %I2 
(78) 

The fourth condition in Eq. (77) has been 
omitted in Eq. (78) as it follows from the 
third and the fifth. Whereas ql, q2, q3, and 
y, must be positive q12 can have either sign. 

8.2 Cholesteric Liquid 
Crystals 

Under isothermal conditions the constitu- 
tive equations for the description of flow 
phenomena in nematic and cholesteric liq- 
uid crystals are identical [48]. Nevertheless, 
a series of novel effects are caused by the 
helical structure of cholesteric phases. They 
arise firstly because of the inhomogeneous 
director orientation in the undistorted helix 
and secondly because of the winding or 
unwinding of the helix due to viscous 
torques. 

Regarding the orientation of the helical 
axis with respect to velocity and velocity 

Figure 13. Orientation of the helix with respect to the 
shear gradient. The pair of arrows symbolizes the 
shear flow. 

gradient there are three main cases (see Fig. 
13) which are labelled according to the in- 
dices of the shear viscosity coefficients of 
nematic liquid crystals. The helical axis h is 
assumed to be parallel to the z-axis for the 
following discussion. @describes the angle 
between local director n and x-axis (see Fig. 
14). 

8.2.1 Helical Axis Parallel 
to the Shear Gradient (Case I) 

The cholesteric liquid crystal is sheared 
between two parallel walls at z=+T. Leslie 
[49] and Kini [50] have studied this case 
with different boundary conditions. Leslie 
assumes that the pitch of the helix remains 
constant at the walls whereas Kini assumes 
a fixed orientation of the director at the wall 
with an orientation which corresponds to 
that of the undistorted helix. Both boundary 
conditions are difficult to realize in an ex- 
periment. In spite of the different orienta- 
tions at the walls the results of the calcula- 
tions are qualitatively the same. In the bulk 
the director orientation is determined by 
elastic and viscous torques. Transverse flow 
in z-direction is excluded. 

The differential equations can analytical- 
ly be solved for small helix distortions. If 
the pitch Po is comparable to the cell thick- 
ness 2 T the volume velocity and the appar- 

Figure 14. Orienta- 
tion of the helical axis 
and the director with 
respect to the coordi- 
nate system. 
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ent viscosity respectively are oscillating 
functions of the pitch for constant cell thick- 
ness. The reason for this effect is the oscil- 
lating mean value of the director orientation. 
With decreasing pitch these oscillations die 
out and the apparent viscosity approaches 
the limiting value 

(79) 

For larger shear rates the helix will be dis- 
torted. The corresponding differential equa- 
tion can only numerically be solved. The 
calculations of Leslie and Kini show, that 
for a given pitch and cell thickness the ap- 
parent viscosity starts with a plateau for 
small shear rates and decreases with increas- 
ing shear rates to the viscosity which is ob- 
served for flow alignment. The necessary 
shear rates for this transition depend on the 
pitch. The smaller the pitch the larger are 
the necessary shear rates as the resistance 
against a distortion increases with decreas- 
ing pitch. 

The influence of static shear deforma- 
tions has been studied in several papers [5  1, 
521. 

w, = 0) = 2v2%4q2 + %) 

8.2.2 Helical Axis Parallel 
to the Flow Direction (Case 11) 

The flow of a cholesteric liquid crystal 
through a narrow capillary with circular 
cross section according to Fig. 15 is the 

helical axis 
mad D A P 

Figure 15. Flow of a cholesteric 
liquid crystal parallel to the helical M axis. 

most simple example for this case. The or- 
ientation at the capillary wall should be con- 
sistent with the helical structure and the 
pressure gradient along the capillary axis 
should be small. Helfrich [53 ]  assumes that 
the helical structure remains undistorted and 
a permanent rotation of the director in the 
flowing liquid crystal results. The director 
rotation is coupled with a specific energy 
dissipation of 

2 
~ E = y , b 2  = y,(y) 27cv 
V 

For small pitches and large velocities this 
term exceeds the energy dissipation by Poi- 
seuille flow and the resulting flow velocity 
is nearly constant across the cross section 
(plug flow). The dissipated energy is taken 
from the pressure gradient along the capil- 
lary. This leads to 

In contrast to Poiseuille flow the volume 
flow depends only on the square of the cap- 
illary radius. For P 6 R  the apparent viscos- 
ity exceeds yl by far. According to Helfrich 
this type of flow is called permeation. Kini 
et al. [54] have studied the same problem 
using the equations of continuum theory. 
They could show that the velocity profile is 
almost flat except a small layer near the cap- 
illary wall. Neglecting the boundary layer 
the equations presented above were ob- 
tained. 

8.2.3 
and grad v (Case 111) 

Helical Axis Normal to v 

The cholesteric liquid crystal is sheared 
between two parallel walls. It is assumed 
that the walls do not influence the director 
orientation (weak anchoring) and that the 
flow velocity is parallel to the movement of 
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the walls. Under these assumptions the con- 
tinuum theory gives the differential equa- 
tion 

where 

are a non-dimensional time z, position 5, 
and a non-dimensional parameter k of the 
system. k22 is the twist elastic constant and 
Po is the pitch of the undistorted helix. 

For small k values the helical structure re- 
mains undistorted and its pitch constant. 
Then Eq. (82) allows a simple calculation 
of the director rotation: 

(84) 

( 8 5 )  

Thus a permanent director rotation results. 

which gives 

@ - vx2Y 
2 ,f - 

The apparent viscosity amounts to 

(86) 

which agrees with the value for a fixed he- 
lix, as there is no rotation of the director with 
respect to the fluid in both cases. 

For larger k values the helix becomes dis- 
torted and its pitch increases with k.  Final- 
ly, the helix unwinds and a flow aligned 
structure appears. 

1 
7app '$71 +72) 

8.2.4 Torque Generation Under 
Flow 

In the case of geometry I1 the director of the 
cholesteric liquid crystal rotates during the 

flow through a round capillary. According 
to the section on the rotational viscosity this 
director rotation is coupled with a torque on 
the liquid crystal. The torque generation 
must be compensated by elastic deforma- 
tions or additional circular flow. 

For a flow of a cholesteric liquid crystal 
through the gap between two coaxial cylin- 
ders the torque is partly transferred to the 
walls of the cylinders. Fischer et al. [55] 
used a fixed outer cylinder and determined 
the torque on the inner cylinder. 

Equation (20) gives for the torque on the 
walls 

(87) 
2x 
P 

M =  yl@v=+y,-vv 

for a sample with volume V. 
The experiments could only demonstrate 

the existence of the effect, as the flow in the 
experiment was dominated by shear flow 
and only a minor part (some %) resulted 
from permeation. 

8.3 Biaxial Nematic Liquid 
Crystals 

Shortly after the first observation of a biax- 
ial nematic phase by Yu and Saupe [56] the 
hydrodynamic theory of the uniaxial nemat- 
ic phase was extended to the biaxial case in 
several papers [57-601. The following de- 
scription is similar to that given by Saupe 
[59] as well as Govers and Vertogen [60], 
but the notation is different. 

A biaxial nematic phase is characterized 
by two orthogonal directors a and b of 
length 1. Introduction of a third orthogonal 
vector c of length 1 simplifies the notation 
of the following equations. According to 
Saupe, Govers and Vertogen the viscous part 
of the stress tensor of an incompressible bi- 
axial nematic phase is the sum of the sym- 
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metric part 

0:. 1J = pl (ua .Vbb l J  + b,bjVuu) 
+ p2(bibjVcC + cicjVbb) 

+ p4(ui bj + uj bi)Vab 
+ p5(bjcj + bjcj)Vb' 

+ ,u,(uibj + ujb,)Ab 

+ pU3(c;CjVuu + U i U j V " " )  

+ p,(c; uj + cj U;)VCU 

+ pg(c;uj + C j U j ) C U  (88) 

+ Pg(b; cj + bj c;)B' 

and the skew symmetric part 

05s  = p7(a.b. - a.b.)Vab 
lJ 1 J  J z  

+ p8(bi cj - bj ci)vbc 

+ plo(uibj - ujbi)Ab 
+ &(Ci uj - cj U;)VCU 

+ pl2(C;uj - cja;)Cu (89) 

v.. = - ( u .  1 . + v .  .); w.. = - ( v .  1 . - u .  . )  (90) 

+ , ~ l l ( b i ~ j  - bjci)B" 

where 

Y 2 1.J J d  lJ 2 l , J  J J  

are the symmetric and the skew symmetric 
part of the velocity gradient tensor and 

A . = a . - W . a . ;  B . = b . - W . b . ;  
1 1 I J J  1 I I J J  c. 1 = c. 1 - W.C.  1 J . I  (91) 

are the director rotations relative to the fluid. 
Furthermore, the following notation is used 

X " = X p u p ;  Yp= Y,,u,; Y""= Y,,u,vp 
(92) 

The viscous torque is obtained according to 
the procedure in Sect. 8.1.2 on the rotation- 
al viscosity. 

& = &jjk0:;' 2&ijk(P7UkbjVab -k pgbkCjVbC + 
&ckajVcu + ,UloakbjAb 
+ P1 lbkCjBC + P12ckajca> 

(93) 

Equations (88) and (89) include the case of 
the stress tensor for the uniaxial nematic 
phase [59]. 

8.3.1 Shear Viscosity 
Coefficients 

For a fixed director orientation and a flow 
according to Fig. 16 the velocity gradients 
and the director rotations relative to the fluid 
are 

(94) 
v = v  = w  =-w = - v  1 
M Yx xv yx 2 X J  

A . = -  w j u j ;  B i z -  W . b . ;  C .= -  W . C .  
I I  J I I  J 

(95) 
and the viscosity q= becomes 

1 2 2  

2 77 = -{'x by(P4 + 2P7 + PIO) 

+b,2c;(P5 2k3 PI 1) 

+c:n:(P6+2/4+P12) 

+ ay2b3P4 - 2P7 + PIO) 

+&(k - 2/4 + P12) 

+ 2axa,bxby(2Pl+ P4 - P1O) 
+2bxbycxcy(2P2 +P5 - P I ] )  

+b;c:(P5 - 2k3 + 1 )  

+ 2cx cy ax uy(2P3 k - p12) 1 (96) 

In principle, the director components can be 
expressed in terms of Eulerian angles. How- 
ever, the resulting expression is rather 
lengthy and the cyclic structure of Eq. (96) 
is lost. 

Director orientations with all directors 
parallel to the coordinate axes are described 
by the first six terms, for example, the or- 
ientation a IIx and b ( ( y  corresponds to the 

Figure 16. Director or- 
ientation in a biaxial ne- 
matic phase with respect 
to the flow velocity and 
the velocity gradient. The 
case cllz is shown where- 
as the equations in the 
text correspond to the 

grad F+ 
x c  general case. 
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viscosity coefficient % (p4- 2 p7 + plO). The 
last three terms give a maximum contribu- 
tion if two directors lie under 45" in the xy 
plane, i.e. they correspond to the (xl term of 
uniaxial nematics. Thus, nine coefficient 
combinations can be determined with the 
aid of flow experiments. 

8.3.2 Rotational Viscosity 
Coefficients 

The last three terms in the torque Eq. (93) 
describe the torques due to director rota- 
tions. The three main cases are rotations 
around a,  around b,  and around c .  The lat- 
ter corresponds to de#O in Fig. 16. The vis- 
cous torques for these cases are 

r, = - 2p1 @a; r, = - 2p1,q,; 
r e  = - 2PIO@c (97) 

where Qi describes the rotation around the 
i axis. 

The three rotational and the nine shear 
viscosity coefficients according to Eq. (96) 
represent a complete set of coefficients. 

8.3.3 Flow Alignment 

It is assumed that the c director is parallel 
to the z axis, e.g. by application of a mag- 
netic field. A shear flow vx,y exhibits a 
torque on the directors around the z axis. 
Calculation with Eq. (93) gives 

r c  = - 2PlO@c - vx,JP, COS2@, + Pl0) (98) 

r', = 0 and be = 0 give 

PI0 COS2@, = -__ 
P I  

This equation only has solutions for 

(99) 

Correspondingly, the flow alignment angles 
around all axes are 

COS2@, = --; Pl 1 COS2@b = --, P12. 
P8 iug 

(101) Pl 0 COS20, = -__ 
PI  

The conditions for the first two viscosity co- 
efficient ratios correspond to Eq. (100). A 
discussion of the stability of the various so- 
lutions is presented in the paper of Saupe 
[59]. Brand and Pleiner [61] as well as Les- 
lie [62] discuss the flow alignment without 
the restriction that one director is perpen- 
dicular to the shear plane. 

8.4 SmC Phase 

The hydrodynamic theory for SmC phases 
was developed by Schiller [ 181 and Leslie 
et al. [19]. Schiller as well as Leslie et al. 
assume a constant layer thickness, a con- 
stant tilt angle and do not include the per- 
meation, that is, the dissipation of energy by 
the penetration of molecules through the 
layers. Furthermore, Schiller neglects the 
distorsion of the layers in contrast to Leslie 
et al. The Leslie theory is, therefore, some- 
what more general. The orientation of the 
SmC phase is described by two directors. 
The director a is normal to the layers and c 
is parallel to the layers in the direction of 
the tilt. The a director, the preferred direc- 

z 
A & X 

Figure 17. Definition of 
the directors a and c for an 
SmC phase. 
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tion of the long molecular axes, n, and c lie, 
therefore, in a plane (Fig. 17). According to 
the theory of Leslie et al. [19] the viscous 
part of the stress tensor is the sum of the 
symmetric part 

0; = hv j  + ,ulVaaaiaj + p2(&"aj + y"ui) 
+ p3vccc;c; + P 4 ( Y C C j  + v,".;) 
+p5V""(aicj+ ajcJ + A1(Aiaj+Ajui) 
+ &(Ci cj + Cj ci) + A3AC(ui cj + a; c;) 
+ K ~ ( & " C ~  + yac i  + y c a j  + Ycq)  
+ K*(V""(U;C; + U j C i )  + 2V""a;a;) 

+ 2qA"aiai + 2z4ACcicj (102) 

+ K3(Vc'(a; C; + aj C i )  + 2v"'Cj C;) 
+ ~1 (C; ~j + C; a;) + z ~ ( A ;  C; + A; c;) 

and the skew symmetric part 
0ij ss = al(VJ"a; - y u ; )  + &(v,"c; - ycc.> 

+ a5(c. c.  - cj ci) + h ~ c ( ~ ~  cj - c i )  

+ z4VCC(a; cj - uj C j )  

J 
+ ~ V " " ( a , ~ ~ - a ~ c ~ ) + ~ ~ ( A ~ a ~ - A , a ~ )  

+ Zl(VJ A '  ci - y c ; )  + Z2(VJCU; - v,"a;) 
+ ~ 3 V a a ( a i c j - u j c j )  

+ ~ g ( A j ~ j - A ; c ; +  C j a j - C i ~ j )  (103) 

The notation is the same as described in 
Sect. 8.3. The stress tensor contains 20 in- 
dependent coefficients. It fulfills the Onsag- 
er relations. 

The viscous torque is obtained according 
to the procedure used for nematic liquid 
crystals 

r ,=&ijk0~~=-2&ijk{uj(alvka+ &ckVac 
+ &Ak + &CkA" + Z 2 v i  
+ Z3CkV"" + Z4CkVCC + ZSCk) 

+cj(L2V;+a5ck+ qV,a 
+ %%k)l (104) 

8.4.1 
Director Orientation 

Shear Flow with a Fixed 

The xy plane of the system of coordinates 
(Fig. 18) used for the following calculation 
is assumed to be parallel to the smectic 

Figure 18. Defini- 
tion of angles for a 
flow experiment in 

X the SmC phase. 

layers. The a director and the z axis are, 
therefore, parallel to one another. As a flow 
perpendicular to the layers is largely su- 
pressed due to the permeation effect, the 
flow has to be parallel to the xy plane. Fur- 
thermore, it can be assumed without loss of 
generality for this calculation that the flow 
is parallel to the x axis. The c director lies 
in the xy plane and its direction is described 
by the angle @. The velocity gradient lies in 
the y z  plane and is described by the angle Y. 

Under these conditions the effective vis- 
cosity calculated from the stress tensor 
Eqs. (102) and (103) becomes 

77 = p0 +p4 -2a2 +jlg)sin2 cr~ 

1 
2 

{ l  

I: 
++(P0+p4+2a2+a5)cos2@ 

+p3 sin2 @cos2 @)sin2 Y 

+ -(po + p 2  - 2ill + a4 )sin2 di 

1 
2 + - (pO+h+p4+P5-2a l  +2a2 

-2a3 + a4 + a5 + a6 )cOs2 @}COS' Y 

+(rl --TI -Q + ~ 5  + 2 ( ~ 3  - z ~ ) c o s ~ @ }  

(105) .sin @sin Y cos Y 

We define, therefore, a new set of viscosity 
coefficients 

771 = 2 ( P O + P 4 - 2 a 2 + a 5 )  1 

1 
2 772 = - ( / & + P 4 + 2 a 2 + a 5 )  

773 = P3 
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7 4  =2(p0+p2-2a1+a4) 1 

1 
775 = 2(pO +p2 + p 4  +p5 

-2a1 +2n2 -2n3 +a4 +a5 +a6) 
776 = K ]  -r2 +r5 

777 = 2(23 - r4) 

and get finally 

17 = (ql sin2@ + q2 cos2@ 

(106) 

+ q3 sin2@ cos2@) sin2 Y (107) 
+ (q4 sin2@ + q5 cos2@) cos2y/ 
+ (q6 + q7 cos2@) sin@ sinYcosY 

The flow properties of a SmC phase with 
fixed director orientation and a flow parallel 
to the layers can, therefore, be described 
by seven independent viscosity coeffi- 
cients. The experimental determination of 
these coefficients should be connected with 
a series of problems. If the coefficients q4 
or q5 are determined in a capillary with a 
rectangular cross section with T< Wand the 
layer parallel to one of the plates as in 
Fig. 20 I. The thickness has to be constant 
over the whole sample with an accuracy 
that is not easy achieved [63,64]. There 
are similar problems in the measurement 
of the other coefficients. Minor difficulties 
should occur in a shear experiment with 
a small lateral movement of one of the 
plates. 

8.4.2 Rotational Viscosity 

Equation (104) allows to calculate the vis- 
cous torque which is exerted on the c direc- 
tor during a rotation around the a director 
with a constant tilt angle 0. It is assumed 
that the liquid crystal is at rest. The only 
non-vanishing term in Eq. (104) is that with 
the coefficient A5. 
r, = - 225 &uk cj ck = - 2a5 (c, cy - c,cx) 

= - %I5@ (108) 

The viscous dissipation requires 

as > o (109) 

It is often interesting to compare the rota- 
tional viscosity coefficient in the nemat- 
ic phase and 

in the SmC phase. Then it has to be taken 
into account that A and k are different and 
that the torque on c is only the projection of 
the torque on n .  A rotational viscosity coef- 
ficient suitable for a comparison with the co- 
efficient x in the nematic phase is, there- 
fore 

yf*= yf/sin2@ (1  11) 

A magnetic field rotating in the xy plane 
leads to a rotation of the c director. The cal- 
culation is similar to that in the nematic 
phase. However, it has to be taken into ac- 
count that the interaction with the magnet- 
ic field is different for the two phases. Prin- 
cipally, the magnetic susceptibility of an 
SmC phase is biaxial with the main suscept- 
ibilities parallel to n (xl), perpendicular 
to n in the layer plane (x2) and perpendicu- 
lar to these two directions (x3) .  In a good 
approximation x2=x3 can be assumed and 
the magnetic torque on the c director be- 
comes 

1 r = - k x a ~ 2  sin2 @sin 2(y - (1 12) 
2 

where y is the angle between field direction 
and x axis and 

xa=x1- x2 (1 13) 

In the biaxial case x1 sin2 0+x3 cos2 0-x2 
has to be used instead of xa sin2 0. As in the 
nematic phase there is a critical velocity 

(1 14) @ =- 

up to which the director follows the field ro- 
tation with a phase lag. As can be determined 

. p o ~ a ~ 2  sin2 0 

4a5 
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from the torque on the sample 

M ,  = 2A5 yv (1  15) 

8.4.3 Flow Alignment 

The SmC phase is sheared between two par- 
allel plates of infinite dimension. The dis- 
tance between the plates is so large that the 
influence of the surface alignment at the 
plates can be neglected in the bulk. The or- 
ientation of the directors, the velocity and 
the velocity gradient is the same as already 
discussed for the shear flow experiment 
(Fig. 18). Furthermore, a rotation of the di- 
rector c is now allowed. Calculation of the 
torque according to Eq. (104) and r,=O 
gives 

2A5d+ {(a5 + & c o s 2 @ ) s i n ~  (1 16) 
+ (z5 - zl)sin@cosY) v , ~  = 0 

where v , ~  is the velocity gradient. For y=O 
this equation gives 

2A5d+ (z5- z,)sin@v,,,=~ (1 17) 

Time independent solutions of this equation 
are 

@ = O ;  @=n (118) 

Assuming vx,, > 0, a stable flow alignment is 
obtained at @=O for z5 > z, and at @= n for 
z5 < z, . For y=90° Eq. (1 16) gives 

2A5,di+ (a5 + & c o s ~ @ ) v , , ~  = o (1 19) 

A5 is always positive (see Eq. 109). For 
A5> I &  I there is no flow alignment. For 
A5 < 1 & I a time independent solution is 

( 120) a5 COS2@0 = -- 
A2 

which gives four solutions for a0. The 
stable solutions are found by an expansion 
of Eq. (1 19) around the flow alignment an- 
gle (@= Q0 + A@) for small deviations. This 

leads to 

& sin2Q0 < 0 (121) 

Assuming v ~ , ~  > 0 and & > 0 gives a stable flow 
alignment for sin 2 aO<O and vice versa. 

An extensive discussion of the flow align- 
ment in SmC phases can be found in a paper 
of Carlsson et al. [65]. 

The viscous properties of a SmC phase 
with a fixed orientation of the layers can be 
described by nine independent coefficients. 
Seven coefficients can be determined with 
the aid of flow experiments (see Eq. 107). 
The investigation of the flow alignment in- 
cluding the relaxation time gives the three 
combinations A,, &, and z5-z1. & can, 
however. be determined from 

772 - 771 = (1 22) 

The nine coefficients can, therefore, be de- 
termined from the seven viscosity coeffi- 
cients, the rotational viscosity coefficient 
2A5 and the relaxation time for the flow 
alignment for y=O. Instead of the two last 
determinations it is also possible to use two 
flow alignment angles at different yvalues. 

A mesoscopic theory for the SmC phase 
has been presented by Osipov and Terent- 
jev [66]. 

8.4.4 SmC* Phase 

The viscous part of the stress tensor for the 
SmC and the ferroelectric chiral smectic 
(SmC*) phase agree with one another. The 
flow phenomena with a fixed director orien- 
tation discussed in the foregoing section can 
not be observed due to the inhomogeneous 
director orientation in the SmC* phase. 
However, there is a large interest in rotation- 
al movements of the director in ferroelectric 
displays. 

In surface stabilized ferroelectric liquid 
crystal cells the liquid crystal is sandwiched 
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A rearrangement gives 

oij = ~ l u i u j ~ p u k u p  + ( A ,  - A4)ujAi 
+ (A1 + A&Aj + k y j  
+ ( ~ 2  - A 1 ) a j K k a k  + ( ~ 2  + A i ) a i ? ~  

(125) 

and 

r= - 2a x (A4A + alVa) (1 26) 

As the symmetry of the SmA and the nemat- 
ic phase agree, the structure of the stress ten- 
sors is identical and the connection between 
the coefficients is 

a1 G P l  y, e2A4 
% G a l  -a4 a 5 ~ P 2 - a ,  y2e2al 
a3ea, +a4 a6sp2 + al (127) 

Up to now the influence of the permeation 
effect has been neglected and the Eqs. 
(123-126) give only meaningful results if 
the flow velocity component perpendicular 
to the layers can be neglected. 

In the other case the permeation effect, 
that is, an energy dissipation for a flow per- 
pendicular to the layers, has to be taken into 
account. For this purpose the layer normal 
is assumed to be parallel to the z axis 
(Fig. 20) and the stress tensor becomes 

oij = Plyz4z4z + (4 - A4)Ai4z 
+ ( A ,  + A4)AjSi, + kvj  
+ (P2 - 4) VZ lijz + (P* + 4) vz 4, 

(128) 

According to Helfrich [53], de Gennes [69], 
and Martin et al. [ 171 the permeation can be 
described with the additional term 

(1 29) 

in the equation of motion, (vz- i )  is the flow 
velocity with respect to the layer structure. 

In the following the flow of a SmA phase 
between two infinite plates will be consid- 
ered. In contrast to the discussion of nemat- 
ic phases these plates will be assumed to be 
at rest as moving plates are not always com- 
patible with the layered structure. The three 
main cases are outlined in Fig. 20. 

1 P,z = -(i -"z> c 

Figure 19. Direc- 
tor alignment in a 
ferroelectric liquid 
crystal cell. 

between two glass plates which are treated 
to give the book shelf alignment shown in 
Fig. 19 with two stable director orientations 
at the glass plates. Due to the alignment of 
the director at the glass plates and due to the 
short distance of the glass plates the helical 
structure of the SmC* phase is surpressed 
and the orientation of the c director is near- 
ly homogeneous within the cell. The Leslie 
theory assumes a rotational movement on 
the cone during the switching from n to n'. 
Other trajectories have also been discussed. 
Carlsson and ZekS [67] found out that the 
viscosities for a movement of the n director 
on the cone and perpendicular to it are iden- 
tical. Experiments [68] have shown that the 
movement occurs on the cone apart from a 
small deviation due to the electroclinic ef- 
fect. 

8.5 SmA Phase 

The stress tensor for the SmA phase can be 
obtained from the two director theory for the 
SmC phase by elimination of all terms con- 
taining the c director. The sum of the sym- 
metric and the skew symmetric part be- 
comes 

ojj = poxj + ~ , V p a a U i u j  + p 2 ( y U j  + yaui) 
+ A1(Aiuj + Ajui + VJnai - Fauj) 
+ A4(Aj ui - Ai  uj) 

l-, = - ~ E ~ ~ U ~ ( A , V ;  + A4Ak) 

(123) 

and the viscous torque 

(1 24) 
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I 

I11 

Z 

I1 

Figure 20. Flow of an 
SmA phase between two 
parallel plates (hatched). 
The layer normal is parallel 
to the z-axis. 

For the cases I and I11 parabolic velocity 
profiles as known for isotropic liquids re- 
sult. The viscosity coefficients are 

caseI: ql =z(po+p2-2A1+A4)  1 

(1  30) case 111: q3 = -po 

For case I1 the permeation has to be taken 

1 
2 

into account. 

1 -P,z +772v,,yy --vz = o  r 
with 

1 
2 772 = -(PO + p2 -I- 2a1 +a4) 

Integration gives the velocity 

where 

a =  ,ij;f 
is the thickness of the shear dominated part 
and 2 T  is the distance of the plates. Thus 
T l b  1 gives a plug flow and TlA9 1 gives 
a shear dominated velocity profile (Fig. 21). 

The viscosity coefficient pl can only be 
determined in a flow experiment where the 

1 

- "2 - 
(PW 

0 
- T  O Y  T 

Figure 21. Velocity profile for a flow with permea- 
tion (case I1 of Fig. 20). 

flow is neither parallel nor perpendicular to 
the layer normal. 

The elastic behaviour of the smectic 
layers, the permeation effect and the viscous 
flow lead to a great variety of phenomena in 
SmA phases: effects due to the compression 
of the layers [70,71], flow behind obstacles 
[69, 721, and instabilities [73, 741. 
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Behavior of Liquid Crystals in Electric 
and Magnetic Fields 

Lev M. Blinov 

9.1 Introduction 

As is well known, liquid crystals are very 
sensitive to electric and magnetic fields [ 11 
and it is this property which allows their 
application in display and other optical de- 
vices technology. The field effects may be 
divided into three groups. The first includes 
the electric- or magnetic-field-induced 
changes in the microscopic structure of a 
liquid crystal phase. This implies that the 
field is directed in such a way with respect 
to the director that, under the action of the 
field, the orientational state of the meso- 
phase is unchanged (the field stabilizes the 
director distribution). The second group in- 
cludes changes in the macroscopic struc- 
ture, due to a destabilization and reorien- 
tation of the director under direct action 
of the electric or magnetic field. The back- 
flow effects accompanying the distortion 
in the transient regime are driven by the 
director reorientation (primary process) 
and are of secondary importance. The fluid 
is considered to be nonconducting. The 
effects caused by the electric field and re- 
lated to the conductivity of a liquid crystal 
are included in the third group (electrohy- 
drodynamic instabilities). All these effects 

are dissipative in nature and have no mag- 
netic analogs. 

Due to the strong anisotropy of liquid 
crystals, field effects are accompanied by 
dramatic changes in optical properties. The 
electro-optical properties of liquid crystals 
have been studied very actively since the be- 
ginning of the century, and many important 
phenomena have been discovered. The ear- 
lier theoretical and experimental results on 
the physical properties of liquid crystals, in- 
cluding certain electric field effects, have 
been reviewed in a variety of books [l-51, 
as have the details of electro-optical effects 
[6-91, and many results relating to the prop- 
erties of liquid crystalline materials and 
their application in devices have been re- 
ported [ 10- 121. 

The present chapter is devoted to a dis- 
cussion of electric field effects in various 
liquid crystal phases, with an emphasis on 
the physical aspects of the phenomena. The 
discussion is based on classical results, al- 
though the most important recent achieve- 
ments in the field are also mentioned. As 
ferroelectric liquid crystals are covered in 
detail in other chapters in this book, they are 
discussed only briefly here for the sake of 
completeness. Electro-optical properties of 

0 



478 9 Behavior of Liquid Crystals in Electric and Magnetic Fields 

polymer liquid crystals have recently been 
discussed in detail [ 131; here, only specific 
features of polymer mesophases relevant to 
their field behavior are mentioned. 

9.2 Direct Influence 
of an Electric or Magnetic 
Field on Liquid Crystal 
Structure 

9.2.1 Shift of Phase Transition 
Temperatures 

In general, when an external field is applied 
to a nonpolar or polar liquid crystal, a 
quadratic- or linear-in-field term, respec- 
tively, must be added to the expression for 
the free energy density of the medium. The 
quadratic-in-field energy terms describe the 
interaction of the electric or magnetic field 
with the dielectric or diamagnetic ya an- 
isotropy of susceptibility: 

(1 a) 

(1 b) 

1 2 

1 

g E  = Xa 

g H =  2 Ya H 2  

The linear terms describe the interaction of 
the fields with media, polarized or magne- 
tized either spontaneously or by external 
factors other than electric field itself. In fer- 
roelectrics and ferromagnetics the magni- 
tude of the spontaneous polarization Ps or 
magnetization M s  is finite and the energy 
term is 

As ferromagnetic mesophases are still to be 
discovered the linear term (Eq. (2 a) or (2 b)) 
is important only when considering ferro- 

electric liquid crystals. More generally, the 
P E  term is also used to describe other po- 
larized systems; for example, in the discus- 
sion of the flexoelectric effects in nonpolar 
phases as nematics or cholesterics where the 
polarization P is induced by a mechanical 
distortion. 

The field terms may stabilize or destabi- 
lize the intrinsic thermodynamic order of a 
mesophase, and hence increase or decrease 
the temperature of its transition to a less or- 
dered phase. The shift in the transition tem- 
perature is calculated by comparing the 
electric (magnetic) energy with the transi- 
tion enthalpy or some other competing ther- 
modynamic quantity (e.g. elastic energy). 
Below we consider examles. 

9.2.1.1 Second-Order Transitions 

Smectic A-Smectic C Transition 

In this case we must compare a gain in the 
electric (or magnetic) energy with a loss of 
the soft-mode elastic energy characterized 
by a change in tilt angle 8. Thus, for the 
electric field case, the shift in the A-C tran- 
sition temperature is [7]: 

E , ( E . ~ ) ~  
8na == (3) 

where n is the director, E,= 1 + 4 nxa is the 
dielectric anisotropy and a is a parameter 
of the Landau expansion for the A-C tran- 
sition: 

g = - a(T- TC.A) e2 + - be4 

and g E  is taken in the form of Eq. (1 a). The 
sign of the shift depends on the field direc- 
tion. If E is parallel to the normal h to the 
smectic layers and E,>O, the field stabiliz- 
es the smectic A phase and TC-A decreases. 
An oblique field (&,>O) induces a tilt, and 
thus stabilizes the smectic C phase and 
TC-A increases. 

(4) 
1 1 
2 4 
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Smectic A-Smectic C* Transition 

For the chiral smectic C* phase, which is 
ferroelectric, in addition to the quadratic 
term (Eq. ( 1  a) or (1 b)) the linear term pro- 
portional to polarization P must be taken 
into consideration. As a rule, the linear term 
exceeds the quadratic one and the free en- 
ergy may be taken in form: 

g=-ao6’ + - b e  +-- p2 CP6’-PE ( 5 )  
2 4 2x1 

where u0=a ( T -  TC.*) describes the elas- 
ticity for 66’ changes, P is the polarization, 
C is the tilt-polarization coupling constant 
(or piezocoefficient), and X ~ = ( E ~ -  1)/4 z 
is the background dielectric susceptibility, 
which may be taken from the isotropic 
phase. In Eq. ( 5 )  the smectic C* is assumed 
to be unwound and all chiral terms impor- 
tant for a helical ferroelectric are omitted. 

Strictly speaking, even for an infinitely 
small electric field the second-order A-C* 
transition disappears. However, the soft- 
mode dielectric susceptibility maximum 
characteristic of that transition is still ob- 
served at the “apparent” transition temper- 

ature T,. With increasing field T, increas- 
es according to expression [ 141: 

Such a shift governed by the second term in 
the Landau expansion and strongly depen- 
dent on piezocoefficient C has been ob- 
served experimentally [ 14, 151. The experi- 
mental points for a multicomponent ferro- 
electric mixture [14] and the fit using Eq. 
(6) is shown in Fig. 1. 

9.2.1.2 Strong First-Order Transitions 

Isotropic Liquid-Nematic Transition 

In the case of positive dielectric anisotropy 
of a nematic, even a weak field makes 
the isotropic phase uniaxial and the N-I 
phase transition disappears (see Pikin [7 ] ,  
Chap. 4). However, the apparent N-I phase 
transition temperature may change with the 
electric or magnetic field. For E,>O and 
E ( 1  n,  the quadratic-in-field energy terms 
(Eq. (1 a) and (1 b)) reduce the free energy 
and stabilize the anisotropic phase. In the 

Figure 1. The voltage depen- 
dence of the shift in the soft- 
mode susceptibility maximum 
temperature [14]: (a) mixture 1; 
(b) mixture 2. Dotted lines cor- 
respond to Eq. (6). Cell thick- 
ness 10 Fm. 



480 9 Behavior of Liquid Crystals in Electric and Magnetic Fields 

case of an electric field, the transition tem- 
perature increases by the value [ 161 

(7) 

where A H ,  is the enthalpy of the N-I phase 
transition, qI is the dielectric permittivity of 
the nematic phase parallel to the director, 
and qs0 is the dielectric permittivity of the 
isotropic phase. Experimentally, for rather 
high positive dielectric anisotropy of the ne- 
matic phase when E ~ ~ - E ~ ~ ~ =  10, and a typi- 
cal value of AH,= 5 x lo4 erg ~ m - ~ ,  a shift of 
the order of 0.8 K is anticipated for a field 
strength of lo5 V cm-' (about 300 CGS 
units). 

The shift of the first-order N-I transition 
is described theoretically with a Landau 
type expansion over two variables, orienta- 
tional order parameter S ,  and polarization P 
[17]. In the case of the electric field direct- 
ed along the nematic optical axis the expan- 
sion is as follows: 

1 1 1 g = -  a ( T -  c*) S2 - ~ bS3+ ~ c S 4  
2 3 4 

p 2  + o P 2 S + 1 ~ P 2 S - P E  ( 8 )  
2 

+- 
2 x 0  

where xo is the susceptibility of the isotrop- 
ic phase, while parameters o and K repre- 
sent the anisotropy of the susceptibility of 
the nematic phase. With this form of the free 
energy, as expected the shift of the transi- 
tion is proportional to the square of the 
field, the coefficient a playing the role of 
the transition heat in Eq. (7): 

The experimental investigation of the field- 
induced shift of the N-I transition was 
carried out using a pulse technique [17], 
which allowed rather strong electric fields 
to be applied to samples. The data [ 171 are 
shown in Fig. 2 for two nematic cyano- 
biphenyls, 5-CB and 6-CB, that differ in 

I I 1 I 
1 2 3 5  0.5' 

0.5 
AT ("C} 

Figure 2. Change in the N-I transition temperature 
with the electric field in (1) 5-CB and (2) 6-CB [ 171. 
A double logarithmic scale is used. 

their latent heats of the N-I transition 
( 1 . 5 ~ 1 O ~ e r g c m - ~  and 2 . 5 ~ l O ' e r g c m - ~  
for 5-CB and 6-CB, respectively). The re- 
sults are consistent with both the phenomen- 
ological approach (Eq. (8)) and microscop- 
ic theory [17], operating with the number 
density, and the magnitude, and direction of 
the molecular dipoles. 

At extremely high fields the isotropic 
phase should be indistinguishable from the 
nematic one, even well above the zero field 
transition temperature, since the uniaxial or- 
der induced by a magnetic or ac electric field 
in the isotropic phase will be comparable 
with the nematic orientational order. How- 
ever, such fields are hardly accessible, even 
with the pulse technique. Much stronger 
changes in order parameter may be achieved 
with ferroelectric transitions (see below). 

For negative dielectric anisotropy of the 
nematic phase, E, < 0, the external field may 
induce a biaxial nematic phase. With in- 
creasing field one may reach the tricritical 
point [ 181 where the first-order N-I transi- 
tion becomes a second-order one. 

A-C", A-G*, C*-G*, and N-C* 
Ferroelectric Transitions 

For these transitions the electric-field- 
induced shifts of transition temperatures are 
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linear functions of the field. The A-C* tran- 
sition may be either second or first order, 
while the A-G* and C*-G* transitions are 
first order [19, 201. Thus, to calculate the 
transition shift, we should compare the tran- 
sition enthalpy with the linear-in-field free 
energy term (Eq. (2)). The Clausius-Cla- 
peyron equation for solid ferroelectrics is 
well known: 

(9) 

Here, APs is the difference in spontaneous 
polarization between the two phases under 
consideration. For the first-order transition 
the coefficient b in the Landau expansion 
must be negative and a term of the sixth or- 
der in the tilt angle has to be included: 

1 1 1 6  = - a. e2+ - be4 + - c0 
2 4 6 

P2 

2 x 1  
+- - C P 0 -  P E  

The coefficient c enters the expression for 
the shift in the transition temperature [19, 
201 : 

Experimentally, a field strength of the order 
of lo5 V cm-' induces a AT value of the 
order of 1 K for a AHr of about 3x 
lo5 erg cmP3 K-' and APs = 300 nC cm-2. 
An example of the AT(E)  experimental de- 
pendence is shown in Fig. 3. 

Field dependence was also observed for 
the first-order N-C* transition temperature. 
For a field strength of about 2 x lo5 V cm-' 
the phase transition point increased by 0.6 K 
[21]. For a compound with a much higher 
spontaneous polarization in the C* phase, 
approximately the same shift is induced 
by a field one order of magnitude lower 
[221. 

72.01 

I 
20 40 60 80 

71.0; 

E / kV cm-l 

Figure 3. Electric field strength dependence for the 
C*-G* phase transition (compound A7, [19]). 

9.2.1.3 Weak First-Order Transitions 

N - A  Transition 

The latent heat of this transition is usually 
small and may even vanish if the width of 
the nematic temperature range is sufficient- 
ly large [23]. Thus, the transition can be ei- 
ther of first or second order. For the second- 
order transition the discontinuity in the or- 
ientational order parameter S and, hence, the 
dielectric (or diamagnetic) susceptibility, 
disappears and the field influence on both 
phases is the same. Thus we do not antici- 
pate any field-induced shift in the N-A tran- 
sition temperature. For the weak first-order 
transition there is a small discontinuity in 
both S and n, dielectric (and magnetic) sus- 
ceptibilities, and the shift depends on the 
competition between two small quantities: 
the difference in susceptibilities for the ne- 
matic and smectic A phases on the one hand 
and transition enthalpy on the other. In par- 
ticular, the field may induce a change in the 
phase transition order, from first to the sec- 
ond order, as shown in Fig. 4 [24]. 

Smectic A -  C* Ferroelectric Transition 

This case has been analyzed in detail both 
theoretically and experimentally [ 251. The 
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1 .O 
T, 

0.9 

Figure 4. Field-induced changes in order parameters 
for a smectic A liquid crystal. Q, orientational order 
parameter; curves aQ, bQ, and cQ show the tempera- 
ture dependence of Q at various fields. R, order pa- 
rameter describing the coupling of translational and 
orientational order, curves uR, b,, and cR show the 
temperature dependence of R. The field increases from 
curves a to curves c and results in a change in the N-C 
transition from first to second order [24]. 

temperature dependence of the electric dis- 
placement D at various bias fields for the 
chiral compound C7 (I) is shown in Fig. 5.  

CZHsO - (CH,) C * H - C* H (Cl) - 

I 

The change in the A-C* transition from first 
to second order can be clearly seen in Fig. 5. 
The tricritical point corresponds to the 
following sets of parameters: T, = 553°C 
(i.e. 0.8 K above the zero-field point), 
E, = 5 x lo4 V cm-' and D, = 100 nC crnp2. 

A theoretical description of the experi- 
ment can be obtained using the same ap- 
proach; that is, using the Landau expansion 
(Eq. (10)). Equation (10) has been solved 
numerically and the results of the calcula- 

- 200, 
N 

55. 0 55.5 56.0 ! 
temperature ( ' C )  

. 5  

Figure 5. Temperature dependence of the electric 
displacement of C7 (I) at various field strengths. E (in 
kV cm-'): (a) 10, (b) 20, (c) 30, (d) 40, and (e) 50. 
(+) Increasing and (0) decreasing temperature runs 
~ 5 1 .  

tions are shown in Fig. 6, where the molec- 
ular tilt angle, which is the order parameter 
of the A-C* transition, is given as a func- 
tion of the external electric field for various 
temperatures. The parameters used to fit the 
experimental (Fig. 5 )  and theoretical (Fig. 
6) curves were (in CGS units): a= 8.9 x 
lO5ergcrnp3 K - ' , b = - 1 . 3 ~ 1 O ~ e r g c m - ~ , c  
~ 6 . 6 ~ 1 0 ~  erg ~ m - ~ ,  T0=51.4"C, xL=0.33, 
C = 2.9 x lo3 CGS (in [25] these parameters 
are given in SI units). 

9.2.2 Influence of the Field 
on Order Parameters 

As the field-induced reorientation of the di- 
rector occurs at rather weak fields, the 
geometries worth discussing here for non- 
polar mesophases are: (i) the field parallel 
to the director and &,>O; and (ii) the field 
perpendicular to the director and &,<O. In 
the first case, uniaxial symmetry is con- 
served and the field stabilizes thermal fluc- 
tuations and increases the orientational or- 
der parameter in both the nematic and smec- 
tic A phase [26]. A qualitative picture is 
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The field-induced tilt in the achiral smectic 
A phase (see above) results in a change in 
symmetry from D,, to C2h. The induced tilt 
angle is proportional to the field squared and 
thefactor(TcA/T-Tc+,)y, wherey=1.3 [I] .  
Due to the tilt, optical biaxiality can be ob- 
served in the vicinity of the transition. 
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Figure 6.  Theoretical tilt angle versus field strength 
(dashed lines): vertical solid lines indicate discontin- 
uous transitions [25] .  
First-order transition, b<O: (a) T =  Tc(0);  (b) 
T c ( 0 ) < T < T c ;  (c) T=T,; (d) T>Tc;  (e,Q TST, .  
T, (0) and T, are the zero-field first-order transition 
temperature and the critical point temperature, respec- 
tively. (Top) 
Second-order transition, b>O: (a) T<T,; (b) T=T,; 
(c) T>T,; (d) T*T,. T, denotes the second-order 
transition temperature. (Bottom) 

shown in Fig. 4 [24]. With increasing field 
the orientational order parameter S in- 
creases and TNA increases, as discussed 
above. The positional order parameter, be- 
ing coupled with S also increases. 

The additional optical anisotropy in- 
duced by the field is proportional to either 
E or 1 E 1 for a weak and strong field, respec- 
tively [27, 281. 

Another example of a symmetry change is 
the field-induced biaxiality in nematic liq- 
uid crystals with negative dielectric aniso- 
tropy [29]. In this case the field is applied 
perpendicular to the director. The latter is 
parallel to the z axis. The orientational or- 
der at a point r in a nematic liquid crystal is 
defined by the ordering matrix 

1 
2 

s , , ( ~ ) = - s ~ [ 3 n , ( r ) n ~ ( r ) - - ~ ~ i  (11) 

where So is the order parameter defined with 
respect to a local director n(rj .  Averaging 
over time and spatial fluctuations of n (r) 
gives the ordering matrix in a principal ax- 
is system as: 

0 

where Q and B are uniaxial and biaxial or- 
der parameters 

3 2 2  

2 
B = - s, (n, + ny ) 

Now Q and B are presented in terms of the 
director fluctuations which are not assumed 
to be isotropic and the x,y plane. For n:=n: 
the biaxial parameter vanishes and the uni- 
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axial one becomes equal to the well-known 
parameter: 

1 
2 (15) s = - ( 3  C O S ~  e - 1) 

where 6 is an angle between the longitudi- 
nal axis of a molecule and the director of the 
nematic mesophase. 

When a field is applied, for example, 
along the x direction, and E ~ ~ = E ~ ~ = E ~ >  

E,, = E~~ the n, fluctuations are quenched to 
some extent and B increases. The theory 
[30] considers the quenching of fluctuations 
with various wavevectors and results in the 
following field dependence of the biaxial or- 
der parameter: 

1 

3SokBT &,E2 
B =  8 n K  (m) 
where K is an average elastic constant and 
kB is the Boltzmann constant. 

The field-induced biaxiality has been ob- 
served in a planar-oriented layer of com- 
pound 11, 

C N  
II 

with E,= -5.4, by measuring the ellipticity 
of laser light transmitted through a sandwich 
cell ( E  11 light wavevector) [29]. 

9.2.3.2 The Kerr Effect 

The Kerr effect in the isotropic phase may 
also be discussed in terms of the field- 
induced symmetry change of the medium. 
A birefringence is induced in an ordinary 
liquid if a uniform electric field is applied 
at right-angles to the direction of a beam 
passing through the cell; its value is related 
to the field strength E :  

A n ( E )  = kB'E2 (17) 

where B' is the Kerr constant and A is the 
wavelength of the light. 

At temperatures significantly above the 
transition point from the nematic to the iso- 
tropic liquid, materials forming liquid crys- 
tals behave like normal liquids. In an elec- 
tric field they display the Kerr effect, with 
an order of magnitude equal to or less than 
that of nitrobenzene (+4.1 x10-I2 m V-'>. 
However, as the temperature decreases to- 
ward TN.I the Kerr constant of a nemato- 
gen changes considerably. For some sub- 
stances it diverges when T+ TN.1, being 
either positive or negative. In general, there 
is a correlation between the sign of the Kerr 
effect in the isotropic phase and the dielec- 
tric anisotropy of the nematic phase. 

The growth of the Kerr constant is ac- 
counted for by considerable contribution of 
fluctuations of the orientational order pa- 
rameter to dielectric properties of the iso- 
tropic phase. This contribution can be cal- 
culated within the framework of the Landau 
theory 13 11. Field E induces the orientation- 
a1 order [32] 

P E ,  E 2  
1 2 n a ( T  - T*) 

where p is the number density of molecules 
and a is the parameter of the Landau expan- 
sion for the N-I transition. 

The field-induced order can be related to 
the Kerr constant 

where Ano is the birefringence of the per- 
fectly aligned liquid crystal [33]. Experi- 
ments carried out on 5-CB showed that the 
law B 0~ (T- T N J 1  is fulfilled in the T- TN.I 
range from several kelvin down to 0.5 K 
(the Kerr constant is equal to 6 x m V-2 
at T-TN-,=l K and k=633 nm). Closer to 
TN-I the law is violated and the discrepancy 
can be accounted for by higher order terms 
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in the Landau expansion [33]. The micro- 
scopic theory of the Kerr effect is described 
by Rjumtsev et al. [17]. 

The Kerr effect in the pretransition tem- 
perature region has been investigated very 
actively [17, 34-39]. Tsvetkov et al. [39] 
determined the values for B’> 0 (phenyl- 
benzoates) and B’< 0 (cyanostilbenes) close 
to TN.I. These values exceed the absolute 
value of the Kerr constant for nitrobenzene 
by 200 and 6.5 times, respectively. Such 
high values of B enable the control voltage 
of the Kerr cell to be reduced several fold 
and give a decrease of an order of magni- 
tude or more in power consumption [40]. 

Relaxation times z1 associated with 
order-parameter fluctuations increase when 
approaching TN-1, but still remain short 
enough for light modulation (within the 
rangeO.l-1 pSfor5-CBatT-TN-,=5 to0.5 
K [41]). The other time (2,) related to mo- 
lecular relaxation is independent of temper- 
ature. 

9.2.4 Specific Features 
of Twisted Phases and Polymers 

In Section 9.2.1 of this Chapter we dis- 
cussed field-induced changes in the micro- 
structure of liquid crystals. However, field- 
induced unwinding of the cholesteric (mac- 
roscopic) helix (see Section 9.3.2.3 of this 
Chapter) shows that the transition from a 
twisted to a‘ uniform nematic may also be 
considered as a phase transition. In the lat- 
ter case the field energy term competes with 
a rather small elastic energy proportional to 
nematic-like elastic moduli and the squared 
wave vector of the helical superstructure 
K q 2 .  As the pitch of the helix p=2nlq is 
large, the field threshold for the transition is 
very low. On the other hand, between the 
two extreme cases (a microstructure with a 
molecular characteristic dimension and a 

large-pitch macrostructure) there are cases 
where the pitch might be smaller and the 
elastic moduli higher than those in choles- 
terics. Examples are blue phases in choles- 
terics and twist grain boundary (TGB) 
phases in smectics A and C* (TGBA and 
TGBC). The structures of these phases are 
discussed in other chapters in this book. 
What is essential for their field behavior is 
a periodic, solid-like defect structure which 
has its own wavevector and elasticity. 

9.2.4.1 Blue Phases 

There are three known thermodynamically 
stable blue phases: BPI and BPI,, and BPI11 
(or the foggy phase). The structure of the 
first two is already established: BPI is a 
body-centered cubic phase (symmetry 
group O8 or 14,32) and BPI, is simple cubic 
(symmetry group O2 or P4,32) [42]. The 
foggy phase, BPI,,, can probably be de- 
scribed using one of the quasicrystal mod- 
els [43]. 

The three-dimensional crystalline struc- 
ture of blue phases with lattice periods com- 
parable to the wavelength of visible light re- 
sults in optical diffraction, which is depen- 
dent on the orientation of the light wavevec- 
tor with respect to the crystalline planes. 
The most pronounced features of the optics 
of BPI and BPI, are [44]: (i) selective re- 
flection in the visible range which gives rise 
to the blue color of the phases (in contrast 
to conventional cholesterics, blue phases 
manifest several reflection orders); (ii) on- 
ly one circular polarization, as in cholester- 
ics, is back-scattered; (iii) blue phases are 
optically active and the sign of the light po- 
larization rotation changes at the wave- 
lengths of selective scattering maxima; and 
(iv) the linear birefringence is absent (i.e. 
blue phases are optically isotropic), but mul- 
tiple scattering in perfect samples can result 
in a small apparent optical anisotropy. The 
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optical properties of blue phases are com- 
pletely defined by the spatially periodic 
tensor of the high-frequency dielectric per- 
mittivity [44]: 

E (r)  = EO + E:k ( x ,  y ,  z )  (20) 

where ~0 is the average dielectric permittiv- 
ity and &ik is its three-dimensional periodic 
part. 

An external electric field interacts with 
the local dielectric anisotropy of a blue 
phase and contributes E, E2/4 7~ to the 
energy of the liquid crystal [45]. The field 
distorts the cubic lattice and results in a 
change in the angular (or spectral) positions 
of Bragg's reflections. Moreover, field- 
induced phase transitions to novel phases 
have been observed [42, 46, 471. The field 
can also induce birefringence parallel to the 
field direction, due to the optical biaxiality 
of the distorted cubic lattice [48]. 

In a weak field no phase transition occurs 
and a cubic lattice is distorted according to 
the sign of the local dielectric anisotropy of 
the medium. The effect is described using 
the electrostriction tensor X k n p  [41], which 
relates the electric-field components to the 
strain tensor: 

(21) 

The distortion of the lattice is accompanied 
by a change in the Fourier harmonics of the 
dielectric tensor (Eq. (20)) and correspond- 
ing changes in the optical properties. For ex- 
ample, the wavelengths of the Bragg peaks 
for a substance with E,>O may increase or 
decrease with increasing field depending on 
the field direction with respect to the crys- 
tallographic axes (Fig. 7) [49]. When the 
dielectric anisotropy is negative, all the 
signs of components of the electrostriction 
tensor are inverted and all the field-induced 
red shifts in the Bragg maxima are replaced 
by blue shifts, and vice versa [50]. Red and 
blue shifts may reach values of 26 and 

eik = x k n p  En Ep 
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Figure 7. The wavelengths of the Bragg peaks cor- 
responding to the planes (hkrn)  versus the applied 
field strength for BP, (34.1 "C) and BPI, (34.3 "C) 
oriented witheitherafour-fold [OOl] ortwo-fold [ O l l ]  
axis parallel to the field [49]. 

35 nm, respectively, in a rather weak field 
of about 0.2-0.4 V mm-' and a negative E, 

With increasing external field a series of 
field-induced phase transitions is observed: 
BPI + cholesteric, BPII + cholesteric, and 
then cholesteric +nematic [52]. This is il- 
lustrated in Fig. 8 [42] which shows a volt- 
age-temperature phase diagram for a mix- 
ture (47-53 mol%) of chiral 15-CB with 
4-n-hexyloxycyanobiphenyl (60-CB). BPI 
loses its stability, first transforming into the 
cholesteric phase, because the transition en- 
thalpy AH, is extremely small (-50 J mol-') 
for the BPI-Ch transition. This enthalpy, 
normalized to a unit volume (0.2 J ~ m - ~ )  
and compared with the difference in elec- 
trostatic energy density between the two 
phases 6 ~ .  E 2  ( 6 ~  = .cBp, - E~~ - 0.2) ex- 
plains the observed results. For other mate- 
rials, novel phases induced by an external 

[511. 
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Figure 8. Voltage-temperature phase diagram for a 
47-53 mol% mixture of 15-CB and 6-OCB [42]. 

field have been observed. Among them 
a tetragonal (BPX) and two hexagonal 
(a three-dimensional BPH3d, and a two- 
dimensional BPH2d) phases were distin- 
guished [46, 471. Chilaya and Petriashvili 
[5 I] observed the field-induced transition 
from BPI, to the isotropic phase in a mixture 
with &,>O. 

When an electric field is applied to the 
BP,,, (foggy) phase with &,>O, the broad se- 
lective reflection peak typical of this less or- 
dered phase decreases in intensity and, at 
some threshold voltage, is replaced by a 
sharp peak at longer wavelength 1431. Thus, 
the transition to a new phase occurs. The 
symmetry of the new phase has not yet been 
established. For a system with &,<O [531, 
the increase in the field results in a consid- 
erable increase in the selective reflection 
peak. An explanation of such behavior and 
many other examples of field effects in blue 
phases can be found in a comprehensive re- 
view by Kitzerow [54]. 

9.2.4.2 Twist Grain Boundary Phases 

TGB phases are observed only in chiral sub- 
stances. The director is twisted in the pres- 
ence of layering, the layer twist being me- 

diated by the twist grain boundary walls 
with screw dislocations. In the TGBA phase 
the layering is of the smectic A type, while 
in TGBC* it is of the smectic C* (ferro- 
electric) type. 

TGBA-Smectic A Transition 

The electric field may push the defect walls 
out of the sample and induce the transition 
from TGBA to conventional smectic A. 
The field threshold of such a transition de- 
creases dramatically on approaching the 
chiral nematic phase and may be of the or- 
der of 2 x lo4 V cm-' 1551. With increasing 
fields up to lx105 V cm-', the apparent 
transition temperature decreases dramati- 
cally (by 18 K). Since in both the TGBA and 
SmA phases the spontaneous polarization is 
zero, the transition should be driven by 
dielectric anisotropy, which appears to be 
almost independent of temperature in both 
phases. Thus the elastic properties of the 
layered TGBA structure competing for the 
field action must play the principal role in 
the temperature dependence of the transi- 
tion parameters. 

TGBA-Smectic C* Transition 

The results of an investigation of the elec- 
tric-field-induced transition between these 
two phases is shown in Fig. 9 1561. At any 
given temperature the short pitch helix of 
TGBA is unwound by the field and either a 
uniform smectic C* structure (I) or a mod- 
ulated one in the form of stripes (11) or par- 
quet (111) appears. The slope of the boun- 
dary between the TGBA and SmC* phases 
can be explained by the Clausius-Clapey- 
ron equation (Eq. (9)) where, in this case, 
AP=P,(C*) as Ps(TGBA)=O. Note that 
the transition temperature from TGBA to 
the isotropic phase is, in fact, field indepen- 
dent due to the much higher enthalpy of that 
transition. 
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Figure 9. Voltage-temperature phase diagram ob- 
tained on heating 14PlM7 [56].  Cell thickness 2 pm. 

9.2.4.3 Comment on Polymer Liquid 
Crystals 

In addition to the effects observed in low- 
molecular-weight liquid crystals, an electric 
field causes some specific transformations 
in the structure of polymeric mesophases. 
As pointed out by Shibayev [57] the corre- 
lation length of the short-range smectic or- 
der in the nematic phase of comb-like poly- 
mers is changed considerably under the ac- 
tion of an electric field. The conformation 
and the orientational order parameter of 
flexible spacers separating mesogenic units 
from the backbone are also changed (more 
gauche isomers than trans isomers appear, 
as indicated by infrared spectroscopy [58]). 
The anisotropy in the orientation of poly- 
meric backbones is induced by the electric 
field due to a torque exerted by the meso- 
genic units. In some cases the field induces 
smectic phases in thermodynamically stable 
nematic ones [59]. 

9.3 Distortions due 
to Direct Interaction 
of a Field with the Director 

We now turn to the changes that occur in the 
macroscopic structure of a liquid crystal due 
to a destabilization and reorientation of the 
director under direct action of an electric or 
magnetic field. The external field might be 
coupled either to the dielectric (diamagnet- 
ic) anisotropy (magnetically or electrically 
driven uniform Frederiks transition and pe- 
riodic pattern formation) or to the macro- 
scopic polarization (flexoelectric effect and 
ferroelectric switching) of the substance. 
The fluid is considered to be nonconductive. 

9.3.1 Nematics 

9.3.1.1 Classical Frederiks Transition 

The process of the field-induced reorienta- 
tion of the director, called the Frederiks tran- 
sition [60, 611, is usually discussed for the 
three typical geometries shown in Fig. 10. 

( 0 )  ( b )  ( C )  

Figure 10. Three typical geometries for observing 
the Frederiks transition: the splay (a), bend (b), and 
twist (c) distortions induced by a magnetic field H .  
(Top) Initially, the director n is along the L axis, but 
when the field exceeds a certain threshold (bottom) 
distortion occurs. 
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The geometries correspond to the splay 
(with subsequent development of the bend), 
bend (combined with a splay) and pure twist 
distortions, which we may call the S-, B-, 
and T-distortions. 

In the simplest model the director n is re- 
oriented by the magnetic field under the ac- 
tion of the diamagnetic torque, which is pro- 
portional to the diamagnetic anisotropy ya. 
The corresponding contribution to the den- 
sity of the nematic free energy is 

gH = ya(Hnl2 (22) 

that is, the director n tends to align itself 
along the field (n 11 H )  if I/. > 0 and perpen- 
dicular to it (nIH) if y,<O. 

The elastic torque supports the initial di- 
rector orientation, fixed by the boundary 
conditions on the surface. In the case of 
strong (infinite) anchoring, the condition 
ns =no holds during the reorientation pro- 
cess and, as a result, a compromised direc- 
tor profile pertains, which satisfies the con- 
dition of the minimum free energy: 

where gk is the Frank energy including 
splay, twist and bend terms, respectively: 

gk=-[Kll(divn)2+ 1 K22(n.CUrlt~)~ 

(24) 
2 + K~~ ( n  x ~ u r l n ) ~ ]  

In the more general case of a finite director 
anchoring at the boundaries, the total ener- 
gy of a liquid crystal is written as the sum 
of the bulk and the surface terms: 

F = F v  i- Fs (25) 

Les us consider the splay Frederiks transi- 
tion (all the expressions are also valid for 
the bend effect if K ,  , and y,, are replaced by 
K33 and yl, respectively). In the case of the 
uniform orientation of the director in the 
plane of the sample (thex,y-plane, wavevec- 

tors of distortion 4x,  qY=m) the director pro- 
file n (z) takes a two-dimensional form: 

n (z) = [COS O(z),  sin O(Z>] 

which can be described by elliptic functions 
18, 91. 

The distortion starts at a well-defined 
threshold field inversly proportional to the 
cell thickness d:  

(26) 

1 

H s = - (  n G 2  ) 
d Ya 

since, with increasing thickness, a weaker 
field is necessary to overcome the elastic en- 
ergy K ,  , q2 due to a smaller wavevector of 
the distortion q = d d .  

For a weak surface anchoring (surface en- 
ergy W s  < -) the thickness dependence of 
the threshold field 

includes a so-called ‘surface extrapolation 
length’ 

Equation (28) holds only for the zero pretilt 
angle of the director at the limiting bound- 
aries. Any finite pretilt angle results in a loss 
of the threshold character of the effect (a 
continuous distortion instead of the Frede- 
riks transition). 

The dynamics of the splay and bend dis- 
tortions inevitably involve the flow process- 
es coupled with the director rotation. Such a 
backflow effect usually renormalizes the vis- 
cosity coefficients. Only a pure twist distor- 
tion is not accompanied by the flow. In the 
latter case, and for the infinite anchoring en- 
ergy, the equation of motion of the 
director $(angle variation) expresses the bal- 
ance between the torques due to the elastic 
and viscous forces and the external field (and 



490 9 Behavior of Liquid Crystals in Electric and Magnetic Fields 

does not contain the fluid velocity) [62,63]: 

a2@ a@ 
aZ at 

K22 7 + ya H 2  sin@. cos@ = y1 - (30) 

This equation describes director rotation in 
the magnetic field with the inertial term 
Za2@lat2 being disregarded, y, =a3- a2 is 
the rotational viscosity, a, are Leslie’s co- 
efficients. In the limit of small @ angles, 
$6 1, Eq. (30) reduces to a linear form: 

with the solution: 

where 

YI 
ya H 2 -  K 2 2 ~  Id 2 2  z, = (33) 

is the reaction or switching-on time. 
The corresponding relaxation or decay 

time is found from Eq. (31) for H=O in a 
similar way: 

(34) 

Backflow effects may accompany the tran- 
sient process of the director reorientation 
[64,65]. The process is opposite to the flow 
orientation of the director known from rhe- 
ological experiments. Disregarding the back- 
flow, we can use the same equations for the 
splay (with K ,  and bend (K33) small-angle 
distortions. The backflow effects renormal- 
ize the rotational viscosity of a nematic: 

YI ( S )  = 

Y1 ( B )  = 

(35 a) 

(35 b) 

Y1- 2 (a3 >2 

Y1- 2(a2I2 

(a3 + a 4  + a 6 1  (a3 - a2) 

( a 4  + a5 - a2) (a3 - a2) 

for the splay and bend distortion, respective- 
ly. The effective viscosity for the splay dis- 

tortion changes by less than 1% and the bend 
distortion viscosity is smaller than “/1 by 
10-20%; thus the corresponding transient 
process including the backflow effect is 
faster. 

Weak boundary anchoring increases both 
z, and z,. This is easily understood, if we 
remember that a finite anchoring energy W 
results in an increase in the apparent thick- 
ness of the cell according (Eq. (28)). 

The classical results just discussed have 
been applied successfully to the determina- 
tion of the elastic moduli K,, and Leslie’s 
viscosity coefficients a, of conventional ne- 
matics. The experimental data may be found 
in books [3,8- lo]. The measurement of the 
director profile throughout the cell, includ- 
ing the surface layers, allows the anchoring 
energy to be calculated. The profile of the 
director distortion above the threshold of 
the Frederiks transition is shown in Fig. 11. 
The difference between curves 1 (Ws=m) 
and 2 (0 < W s  < -) is a measure of the an- 
choring energy. The simplest estimate 
comes from the comparison of the magnet- 
ic field coherence length at the threshold 
field H ,  [66 - 681: 

with the sum d + 2 b  (Eq. (28)). When the 
applied field is much higher than the 
threshold of the Frederiks transition, the 
field coherence length becomes comparable 
with the surface extrapolation length itself 
c H - b .  This condition corresponds to the 
second threshold of the complete reorienta- 
tion of a liquid crystal, including the surface 
layers (curve 3, Fig. 11). Thus, the second 
threshold field also allows b (and W s )  to be 
calculated. 

The direction of the field-induced rota- 
tion of the director is, in principle, degener- 
ate. The clockwise and anticlockwise direc- 
tions are equally probable. Thus, domain 
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Figure 11. The geometry of 
the bend Frederiks transition 
(a) and the profile of the di- 
rector deviation, induced by 

-t an external field (b). 

walls appear, separating the two areas (do- 
mains) with different director orientations 
[69]. The wall movement influences the dy- 
namics of the transition; the corresponding 
theory is presented in [70]. 

The Frederiks transition induced by an 
electric field has certain specific features 
not observed in the magnetic field equiva- 
lent. First, as the dielectric anisotropy is 
usually much higher than the magnetic one, 
the distortion leads to a spatial dependence 
of the dielectric susceptibility and a certain 
inhomogeneity in the electric field. Second- 
ly, the character of the distortion may be af- 
fected by the electric conductivity and the 
influence of the flexoelectric effect. A dis- 
cussion of these effects may be found in lit- 
erature (e.g. [8, 91). 

More interesting features of the Frederiks 
transition are observed in the case of the si- 
multaneous action of an electric and mag- 
netic field. If a magnetic field is applied par- 
allel to the nematic director n 11 H and ya> 0, 
it increases the apparent elastic coefficient 
by an additional quantity of '/aH d I x  , 
which results in higher values of the corre- 
sponding threshold voltages. However, this 
is not the only result of applying a magnet- 
ic field [71]. If a stabilizing magnetic field 
is applied along the homogeneously or ho- 
meotropically oriented director and a de- 
stabilizing electric field is applied perpen- 
dicular or parallel to the substrate plane, 

2 2  2 

first-order Frederiks transitions with a dis- 
continuous jump of the director orientation 
at the threshold voltage may take place for 
sufficiently high H values. 

When E l H l n  and both E and H are de- 
stabilizing, several distortion regions result 
[72]. For sufficiently high magnetic fields 
and small electric fields, twist distortion 
takes place in the direction of H .  If the mag- 
netic field is low and the electric field is 
strong, a splay-bend distortion occurs. In the 
region, where the actions of the electric and 
magnetic fields are comparable, a mixed 
splay-bend-twist deformation arises. Both 
second- and first-order phase transitions oc- 
cur between the differently distorted re- 
gions; first-order transitions are accompa- 
nied by bistability and hysteresis phenome- 
na [73]. 

The Frederiks transition in linear-chain 
and comb-like polymers may be treated in 
an analogous way as low-molecular-weight 
compounds, with some precautions [ 131, be- 
cause, in general, the electric and viscoelas- 
tic properties of liquid crystal polymers are 
field dependent and the response of the ma- 
terials to an external field is essentially non- 
linear. Unfortunately, in the major part of 
electro-optical experiments this nonlinear- 
ity is not taken into account and results are 
interpreted in terms of conventional nema- 
todynamics and constant material parame- 
ters. In addition, in only a few papers (e.g. 
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[74]) is a certain preliminary orientation of 
a polymer specified, and only then can one 
speak of the true Frederiks transition with a 
well-defined threshold voltage. 
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9.3.1.2 Field-Induced Periodic 
Structures 

Under certain conditions the field-induced 
reorientation caused by the dielectric torque 
may result not in a uniform distribution of 
the director in the plane of a liquid crystal 
layer but in a spatially periodic distortion, 
either steady-state or transient. 

Steady-State Patterns 

At present, at least three types of steady- 
state dielectrically driven pattern are known 
for nematics. The electric-field-induced pe- 
riodic bend distortion in the form of parallel 
stripes has been observed in a homeotropi- 
cally oriented layer of 5-CB (E,= 13) in the 
presence of a stabilizing magnetic field H ,  
[75, 761. The stripes with a wavevector q 
were parallel to the electric field E and sta- 
tionary at low fields. It was shown that a 
stable periodic pattern of the director mini- 
mizes the free energy of the cell when the 
elastic moduli K, ,  and K33 are similar to 
each other. In these experiments the Frede- 
riks transition is of first order, the nonde- 
formed and deformed areas coexist at a 
given voltage, and the front between them 
may propagate along the direction y perpen- 
dicular to both fields [77]. 

The other stationary periodic pattern 
has been observed in polymer lyotropic 
liquid crystals [78]. The smallness of the 
ratio K2,/K, of a poly-g-benzylglutamate 
solution results in a structure in which the 
period of the longitudinal domains is of the 
same order of magnitude as the cell thick- 
ness. Due to the high viscosity of the mate- 
rial ( yl = 34 P) the time for domain forma- 
tion exceeds 2 h. If the director was initial- 

ly oriented along the x-axis (n,) and the field 
(magnetic in [68]) acts along the cell nor- 
mal z ,  the structure of the distortion may be 
searched for in the form 

n, =f(z) cosqy ; n,, = g(z) sinqy ; n, = 1 

(the uniform Frederiks distortion corre- 
sponds to q = 0). 

The threshold voltage may be plotted as 
a function of K2,/K11 [79] (Fig. 12). The 
curves shown in the figure were calculated 
numerically for the zero anchoring energy 
(Ws=O) at both boundaries. It can be seen 
that for K22/K1,  <0.303 the periodic splay- 
twist distortion is more favorable than a uni- 
form splay. 

The same result has been confirmed [80, 
811 for a finite anchoring energy. The criti- 
cal ratio K22/K1 increases with increasing 
W s ,  and reaches 0.5 for infinitely strong an- 
choring. The periodic distortion has been 
observed in a magnetic field, but an analo- 
gous case must exist in an electric field. Dif- 
ferent geometries for studying the effect 
have been reviewed by Kini [82]. 

The steady-state modulated structure is 
also observed in homogeneously oriented 
nematic layers at frequencies of the applied 

(37) 

K d K ,  1 

Figure 12. Calculate! values of the critical field (in 
units of ( d d )  (K22/ya)I) for the periodic splay-twist 
and uniform splay distortions [78]. 
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Figure 13. Frequency dependence of the threshold 
voltage U,, and domain period Sth for Frederiks 
domains near the dielectric anisotropy sign inversion 
frequency [83, 841. (-) Calculated values. Experi- 
mental values: (+) ~ 1 ) - ~ ~ = + 4 . 7 5 ;  (0) 6 - ~ ~ = + 0 . 3 5 ;  
(A)  . ~ , - ~ ~ = + 0 . 0 5 .  ~ 1 )  is E~~ for w+O. 

ac voltage close to the frequency of the sign 
inversion mi of the dielectric anisotropy [83, 
841. The calculations show that the free 
energy is minimum when the periodic splay 
distortion and periodic potential distribu- 
tion in the plane of a layer occur. The fre- 
quency region of the modulated Frederiks 
structure is very narrow near w=mi.  For 
w < mi the uniform Frederiks transition be- 
comes more favorable, while for w > wi the 
threshold diverges rapidly (Fig. 13). If an 
initial director orientation is homeotropic 
the curves for the threshold voltage Uth and 
the period of the pattern at the threshold &h 

reverse their slope with respect to the axis 
o=u)~ [84]. 

Transient Patterns 

The formation of transient domain patterns 
aligned perpendicular to the initial director 
during the relaxation process of the magnet- 
ically driven Frederiks transition has been 
known since the earliest observations [85,  
861. The parallel stripes observed are, in 

fact, walls separating splayed regions with 
the clockwise and anticlockwise rotations of 
the director, arising due to coupling of the 
director orientation with aflow of liquid (the 
backflow effect [64] discussed above). The 
rate of the pattern relaxation is governed by 
the dynamics of the domain walls [87]. The 
same mechanism is responsible for the ap- 
pearance of oblique structures [88]. 

In some cases, magnetically induced tran- 
sient twist distortions have been observed in 
both thermotropic (MBBA [89]) and lyo- 
tropic (PBG [90]) systems. In this case, 
backflow effects are allowed only in a non- 
linear regime, for strong distortions. The 
physical origin of this phenomenon could 
be the faster response times of modulated 
structures, as compared with uniform ones. 
When the equilibrium director distribution 
is approached, i.e. a relaxation process is 
over, the transient structures disappear. The 
emergence and subsequent evolution of the 
spatial periodicity of the transient structures 
have been considered theoretically (89,901. 
In addition, the pattern kinetics have been 
studied in detail experimentally [91] on a 
mixture of a polymer compound with a low- 
molecular-mass matrix. The polymer con- 
siderably increases the rotational viscosity 
of the substance and reduces the threshold 
for pattern formation. This indicates the 
possibility of recording the pattern using a 
video camera. A typical transient pattern is 
shown in Fig. 14 [91]. 

Some transient patterns overlapping the 
Frederiks transition (e.g. as observed by 
Buka et al. [92]) may be electrohydrody- 
namic in nature; these are discussed in Sec- 
tion 9.4 of this Chapter. 

9.3.1.3 Flexo-Electric Phenomena 

When liquid crystals possess electric pola- 
rization P (either spontaneous or induced 
by external factors), in addition to the qua- 
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dratic-in-field coupling of an external elec- 
tric field to the dielectrically anisotropic 
medium (Eq. (1)) a new, linear-in-field 
interaction appears (free energy density, 
PE).  One of the sources of the electric po- 
larization is an orientational distortion of the 
liquid crystal. 

Classical Results 

The macroscopic dipole moment of a unit 
volume (i.e. the electric polarization) may 
result from both the nonuniform director or- 
ientation [93] 

P f = e , n  divn-e3(nxcurln) ( 3 8 )  

and the spatially nonuniform orientational 
order parameter [94] 

Po = r1 (n  . gradS) tz + r2 gradS (39) 

The flexoelectric polarization Pf depends on 
the curvature of the director field (div n and 
curl n )  at constant modulus of the order pa- 
rameter S. For uniform director orientation 
(n  =constant), Pf=O. A simplified molecu- 
lar picture of the phenomenon is shown in 
Fig. 15a, b. Equation (39) defines the so- 
called ordoelectric polarization Po, which 
depends on the gradient of the nematic 
orientational order parameter S (quadrupo- 
lar in nature) and does not vanish for a uni- 
form director distribution. For instance, 

Figure 14. Transient pattern observed in 
5-CB doped with a polymer. The magnet- 
ic induction B is in the plane of the liquid 
crystal layer (thickness 100 pm) and per- 
pendicular to the initial director (twist 
distortion) [91]. 

near a solid wall the nematic order parame- 
ter is a function of the z coordinate normal 
to the surface. The ordoelectric coefficients 
rl  and r2 are of the order of the flexoelec- 
tric coefficients el and e3, which are approx- 
imately lop4 CGS. We will not discuss or- 
doelectricity here as it is mostly related to 

-r\ Polar axis 1 
* 

- - 
(c) (4 

Figure 15. Flexoelectric effect: (a) structure of an 
undeformed nematic liquid crystal with pear- and 
banana-shaped molecules; (b) the same nematic liq- 
uid crystal subjected to splay and bend deformations, 
respectively; (c) experimental configuration; (d) dis- 
tribution of the director along the z axis due to the 
flexoelectric effect. 
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the surface properties reviewed in other 
chapters in this book. 

The flexoelectric effect results in a dis- 
tortion of a dielectrically stable configura- 
tion (homeotropic nematic with E, < 0), pro- 
vided that the director anchoring at the 
boundaries is weak (Fig. 15c). For small 
distortions the components of the director 
corresponding to the experimental geome- 
try may be written as [95, 961: 

12, = cos e(z) = 1 

and 

ny = sin O(z) =: e(z) 
Then Eq. (38) reduces to 

ae 
az Py = e3 - 

For small dielectric anisotropy (E,= 0) the 
free energy density includes only two terms: 
the flexoelectric and the elastic terms de- 
rived from the Frank energy (Eq. (24)) 

By minimizing Eq. (41) with substitution of 
Eq. (40), one obtains the linear dependence 
of angle 8 on the z coordinate: 

where z=O corresponds to the center of a 
layer. 

The resulting distortion is shown in 
Fig. 15d. It differs from the distortion in a 
Frederiks transition (see e.g. Fig. 11): the 
maximum angle of deviation of the director 
due to the flexoeffect occurs at the restrict- 
ing surfaces, and the angle of deviation in 
the middle of the cell is zero. This is due to 
a particular geometry of the distortion: the 

polarization under a field occurs uniformly 
throughout the volume and, as a result, 
the torque capable of rotating the director 
through angle 8 occurs only at the surfaces. 
Because of this, weak anchoring of the ne- 
matic liquid crystal at the surface is a nec- 
essary requirement for the occurrence of 
such a flexoelectric distortion. The case of 
finite dielectric anisotropy and other geom- 
etries of the flexoelectric distortion have al- 
so been considered [96]. 

The dynamics of the flexoelectric effect 
have been studied [97, 981. For a nematic 
layer with a geometry similar to that shown 
in Fig. 12c and finite dielectric anisotropy, 
the torque belance equation for the bulk of 
a sample, written in the linearized form 
(sine=@, cosO=l) 

(43) 

does not contain a destabilizing flexoelec- 
tric torque, as it is linear in the derivatives 
of the director. However, the flexoelectric 
term appears in the boundary conditions: 

Here W: corresponds to different anchoring 
energies at the two opposite surfaces ( i  = 1 
or 2), which have coordinates of +d/2 
(where d is the thickness of the layer). The 
solution of the linear equations (Eqs. (43) 
and (44)) is given for various values of E, 

and W:. For an ac electric field of frequen- 
cy CL), two spatially periodic viscoelastic 
waves with wavevectors depending on the 
field frequency are predicted. For sufficient- 
ly high frequencies the waves decay in the 
vicinity of the glass plates limiting the cell. 
At low frequency, the waves interfere with 
each other in the bulk, and for w=O the 
steady state distortion shown in Fig. 15d 
occurs. 
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The bulk flexoelectric response is limit- 
ed by a narrow frequency region below the 
director relaxation frequency determined by 
Eq. (34). The viscoelastic wave of the direc- 
tor curvature decaying into the bulk of the 
substance has been probed experimentally 
by using an evanescent light wave and the 
modulation ellipsometry technique [99]. 
The wavevector of the curvature oscilla- 
tions increases with increasing field fre- 
quency, q0=(oy1/2K)+.  In such a case the 
linear-in-field response was observed up to 
frequencies of the order of 100 kHz. The 
characteristic frequency f,= K / x  yl A2 is de- 
termined by a crossover of two distances: 
the spatial period of the curvature wave 
2 d q ,  and the penetration length of the 
optical evanescent wave (a few tenths of the 
light wavelengths A). 

Flexoelectric Domains 

The flexoelectric term 6F in nematic free 
energy 

6 4  = - 5 [el En divn 
- e3 E ( n  x curln)] d z  (45) 

may result in a two-dimensional spatially 
periodic structure in the bulk. The applica- 
tion of an external dc electric field to a ho- 
mogeneously oriented nonconductive ne- 
matic layer gives rise to a pattern of the do- 
mains parallel to the initial director orienta- 
tion [ 1001. The period of the stripes wth and 
the threshold voltage Uth of their appearance 
has been found [ 10 1 - 1031 by minimizing 
the free energy of the nematic in an electric 
field, taking into account the term given by 
Eq. (45). A detailed experimental study of 
the dependence of the threshold and period 
of the longitudinal domains on the dielec- 
tric anisotropy and other parameters of ne- 
matic liquid crystals [lo41 has shown very 
good agreement between theory and experi- 
ment. The flexoelectric modulated structure 

in nematic liquid crystals is also known as 
the “variable grating mode” [ 105 - 1081, 
since for U > Uth the period of domains w 
varies as w - U-’ (Fig. 16). 

- 10 

3 
- 5 

5 

0.1 0.2 
1/u (v-1) 

Figure 16. Flexoelectric domains in the nematic liq- 
uid crystal 4-butyl-4’-methoxyazoxybenzene [ 1041: 
(a) U= 16 V, (b) U=25 V, (c) U=50 V (~,=-0.25, 
d =  11.7 Fm). (d) Variation in the domain period for 
different &, values: (1) &,=-0.25; (2) 0; (3) +0.15. 
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9.3.2 Twisted Nematics 
and Cholesterics 

9.3.2.1 Twist and Supertwist Structures 

Twist Effect 

If the directions x and y of the planar orien- 
tation of nematic liquid crystal molecules on 
opposite electrodes are perpendicular to 
each other and the material has a positive 
dielectric anisotropy, then when an electric 
field is applied along the z axis (Fig. 17) a 
director reorientation occurs which is a 
combination of the splay, bend, and pure tor- 
sional distortions [109]. In the absence of 
the field (Fig. 17 a), the light polarization 
vector follows the director and, consequent- 
ly, the structure rotates the light polarization 
vector through an angle n/2 [ 1101. This spe- 
cific waveguide regime (Mauguin's regime) 
occurs when the phase delay satisfies the 
condition An d/A% 1. 

As in the case of the Frederiks transition 
(discussed in Section 9.3.1.1 of this Chap- 
ter), the theoretical interpretation of the 
twist effect is based on the minimization of 
the free energy of the system. In this case, 
however, the problem is two dimensional, 
since both the azimuthal angle @ ( z )  and the 
tilt angle e ( z )  are considered to be depen- 
dent on the z coordinate. In the case of the 
infinitely strong anchoring, the threshold 
for the distortion includes all three elastic 
moduli of a nematic liquid crystal [ 11 11: 

u,, = 7C (4 K I ~ +  K33 - 2 K22) 1' (46) 

When the applied voltage exceeds this 
threshold, the director deviates from the in- 
itial orientation so that the linear z depen- 
dence of the azimuthal angle disappears and 
the tilt angle becomes nonzero (Fig. 17b). 
The qualitative character of the functions 
@ ( z )  and e(z) for different voltages is shown 

[&a 

1 Light 

P (polarizer) --I- 
Electrode 

Electrode 

\ A 1 P (analyzer) 

Figure 17. Twist- 
effect. Left: below 
threshold; Right 
above threshold A Bright 
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Figure 18. Dependence of director angles q5 ( z )  and 8 ( z )  in the twist effect for different voltages: 
(a) U<U,,,(b) Ut,<U,<U2<U3. 

in Fig. 18. As the director tends to orient 
perpendicular to substrates the average val- 
ue of (An) decreases, and for a certain volt- 
age (the optical threshold for the twist ef- 
fect) the waveguide regime vanishes. 

Supertwist Effecl 

Supertwisted (i.e. twisted through an angle 
exceeding 90’) liquid crystal cells [ 1121 are 
prepared from nematics doped with a small 
amount of an optically active material. Thus 
a cholesteric (or chiral nematics) with a 
large pitch P is created so that the helical 
pitch could be fitted to the boundary condi- 
tions for the directors at the substrates. For 
a cell with a supertwist angle @m, strong an- 
choring, and the zero director pretilt at the 
boundaries, the director distortion appears 
at a certain threshold voltage [ 11 3 - 1151: 

uth (@m) = US 

(47) 
where Us = x(4 xK, ll&a)”2 is the threshold 
for the splay Frederiks distortion in a planar 
nematic cell. 

For a finite director pretilt at the boundar- 
ies Os, a sharp threshold disappears; howev- 
er, it is possible to find a voltage at which 
the director angle at the center of the layer 
becomes equal to the boundary pretilt angle 
Os [ 1161. This voltage is very close to the 
optical threshold for the supertwist transi- 
tion. 

In supertwisted structures, bistable states 
are often observed [ 1171; for example, in the 
Grandjean texture with a tilted director or- 
ientation at the boundaries [ 1 18,1191. In the 
absence of the tilt, the free (elastic) energy 
is a minimum at the thicknesslpitch ratio 
dlP,=n/2 (n= 1,2,3, etc.), corresponding to 
n half-turns of the helix, located along the 
layer normal. If the directors at the boundar- 
ies are tilted then the corresponding free en- 
ergy minima are no longer equidistant with 
thickness. At a certain thicknesslpitch ratio, 
an electric field applied to a cell (the sub- 
stance has &,> 0) switches the twisted struc- 
ture from one state to another, differing in 
the number of half-turns. The relaxation of 
a new state might be very slow, and such a 
state may be considered stable, Thus, a 
field-induced bistability (or even multi- 
stability) effect occurs. 
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9.3.2.2 Instability of the Planar 
Cholesteric Texture 

Texture Transitions 
When an electric or magnetic field is applied 
to a liquid crystal cell, a texture transition 
occurs to minimize the free energy of the 
system. These texture changes in cholester- 
ic liquid crystals are physically similar to 
the Frederiks transition in a nematic liquid 
crystal and result in a significant change in 
the optical properties of the layer. Texture 
transitions have been reviewed previously 
[8, 91 with allowance made for the sign of 
the dielectric or diamagnetic anisotropy, the 
initial texture, and the direction of the ap- 
plied field. Here, we consider only the in- 
stability of the planar cholesteric texture, 
which has been widely discussed in recent 
literature. 

Field Behavior of the Planar Texture 
Let us discuss the case of when both the hel- 

instability is rather well understood. When 
an electric field is not high enough to un- 
twist a helix with a rather short pitch Po, the 
dielectric torque tends to reorient the local 
directors into an arrangement similar to a 
homeotropically oriented nematic. In con- 
trast, the elastic forces tend to preserve 
the distribution of the cholesteric layers 
(Fig. 19a). With not too large fields a pat- 
tern which undulates in the x and y direc- 
tions appears as a compromise distribution 
of the director (Fig. 19b). The wavevector 
of this distortion along the z axis is approx- 
imately d d .  Related to the two-dimensional 
director pattern is a two-dimensional peri- 
odicity in the distribution of the refractive 
index, and hence a two-dimensional optical 
grating is formed. This grating is similar to 
the grid pattern formed due to the electro- 
hydrodynamic instability (see Fig. 31c). 
With increasing voltage, the angle of devi- 
ation of the director increases, tending to- 
wards the limit 8 = d 2  for the whole layer 

ical axis and the electric field are parallel to 
the normal z of a liquid crystal layer and the 
substance has positive dielectric anisotropy. 
The physical reason for the purely dielectric 

(helix untwisting). 
The threshold field for the formation of 

the periodic distortion has been calculated 
[ 120, 12 I] based on the expression for the 

E = O  E 3 E. 

(a) ( b) 

t E  
Figure 19. Illustration of the dielec- 
tric instability of a planar cholesteric E >> Em 

(c) texture for > 0. 
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free energy of a cholesteric liquid crystal 
and assuming E,+E and d+Z',: 

1 g = -  
16 

(48) 

In addition, it was assumed that there were 
only small deviations of the axis of the chol- 
esteric helix from the normal to the glass 
surfaces or, equivalently, small deviations 
of the director from the xy planes (i.e. 
sin8 = 8 and cos 8 = 1). Futhermore, the 
deformation was assumed to be sinusoidal 
along both the x axis (the half-period equals 
w) and the z axis (the half-period equals d )  
and is described, in contrast to the nematic 
case, by two variables. One is the angle of 
deviation of the helical axis from the nor- 
mal to the surfaces 

8 = -8, sin( 7) x sin( E) (49) 

and the other is the difference in wavevec- 
tors for the distorted and the equilibrium he- 
lix 

A q = q - q o ( q o  =2x/Z'o) (504 

Aq = Aq, cos (7) x sin ( y) (Sob) 

The maximum compression Aq, of the 
cholesteric planes and the maximum angle 
of deviation 8, of the helical axis from the 
normal can be related to each other using 
purely geometric considerations: 

Aqm = 8, ( y) 
This value is substituted into the term with 
the K22 coefficient in Eq. (48). The numer- 
ical factors in Eq. (48) appear as a result 
of averaging the energy over the period of 
deformation [ 12 11. 

The minimization of the elastic part of the 
free energy (Eq. (48)) (without the term 

containing the field) by choosing the prop- 
er value of w gives the period of the distor- 
tion 

and, using the condition g=O with allow- 
ance for the field term, we find the thresh- 
old voltage for the distortion 

The threshold field is independent of the fre- 
quency up to the dispersion region w, of the 
dielectric permittivity. 

The action of the field on a planar texture 
of a cholesteric liquid crystal for cell thick- 
nesses comparable to the pitch and with a 
rigid anchoring of the directors to the 
surfaces does not cause two-dimensional 
deformations. In this case one-dimensional 
periodic patterns are observed [8, 91, with 
the orientation of the domains depending on 
the number of half-turns of the helix con- 
tained within the cell thickness. In fact, the 
domains are always perpendicular to the di- 
rector in the middle of the layer. 

A theoretical consideration of the case of 
a pitch that is comparable to the layer thick- 
ness for a purely dielectric destabilization 
of a planar texture in a field E II h has been 
given both numerically [ 1221 and analyti- 
cally [123, 1241. In the latter case the per- 
turbation theory was used to search for the 
structure of the director field just above the 
threshold of the instability. Two variables, 
the polar angle 8 and the azimuthal angle 6 
were considered, with orientation of the di- 
rector at opposite walls differing by a twist 
angle a (pretilt angles at boundaries were 
also taken into account). It has been shown 
that two types of instability can be observed 
depending on the elastic moduli of the ma- 
terial: a total twist of the structure between 
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two boundaries a, with a ratio of the cell 
thickness d to cholesteric pitch Po; and di- 
electric anisotropy. The first type is a homo- 
geneous distortion analogous to the Frede- 
riks transition in nematic liquid crystals. 
The second type is aperiodic distortion (uni- 
dimensional in the layer plane) with a wave- 
vector q directed at certain angles with re- 
spect to the director at boundaries. 

With increasing voltage we enter one of 
the regimes (uniform or periodic distortion) 
separated by the Lifshits point where the 
wavevector of distortion is zero. The corre- 
sponding phase diagram has already been 
discussed for nematics (see Fig. 12). The 
periodic instability is favored when the orig- 
inal twist and the normalized cell thickness 
(d/Po) increase and the dielectric anisotro- 
py decreases. The principal predictions of 
the theory, namely, the disappearance of the 
periodic instability in thin cells and for small 
twist angles, agree with experiments per- 
formed on the Grandjean planar texture with 
varying d/Po [ 1221. 

Qualitatively similar results were ob- 
tained by Cohen and Hornreich [ 1251. In ad- 
dition, it was claimed that the presence of a 
pretilt in the planar cholesteric texture de- 
creases the tendency of the system to under- 
go transition to a periodically modulated 
(ripple) phase. 

9.3.2.3 Field Untwisting 
of the Cholesteric Helix 

Untwisting of a helix is observed only with 
positive dielectric or diamagnetic anisotro- 
py and only in a field perpendicular to the 
helical axis h.  Thus, in some cases, the di- 
rector reorientation (or a texture transition) 
has to occur before untwisting is possible. 

The Static Case 

The model investigated by Meyer [ 1261 and 
de Gennes [ 1271 is illustrated in Fig. 20. Let 

H 
L 

I -A 

A 

B 

A 1: 
Figure 20. Schematic representation of untwisting of 
the cholesteric helix by a magnetic field [ 11. 

us assume that we have a helix with pitch 
Po in the absence of a field, and that the 
thickness of the sample is sufficiently large 
(relative to Po); thus the boundary condi- 
tions can be neglected. If H l h ,  then, in the 
initial state, in certain parts of the helix (A) 
the molecules are arranged favorably rela- 
tive to the field, but in other parts (B) they 
are arranged unfavorably and tend to reori- 
ent themselves with their axes aligned along 
the field. As a result, the A regions will in- 
crease in size not so much due to a sharp de- 
crease in the dimensions of the B regions 
(this would require too large an elastic 
energy K 2 2 ( a $ / d ~ ) ) ,  as due to a decrease in 
their number. Therefore, the helical pitch in- 
creases and the helix itself becomes non- 
ideal; that is, the sinusoidal dependence of 
the azimuth of the director $ upon the z co- 
ordinate is destroyed. When the last B re- 
gion has been eliminated from the sample, 
the liquid crystal becomes a nematic, orient- 
ed uniformly along the field. Consequently, 
a field-induced cholesteric to nematic phase 
transition has occurred in the field. 

The free energy of cholesterics in a mag- 
netic field is 
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(54) 

The function $ ( z )  should satisfy the condi- 
tion for minimum F, and the corresponding 
Euler equation has a solution in terms of the 
elliptic function 

sin$(z) = sn [ (g), k ]  (55) 

The values u = z / < k  and k are the argument 
and modulus, respectively, of the elliptic 
function, and 

is the magnetic coherence length, see also 
the more general form given by Eq. (36). 

The condition for the minimum of free 
energy (Eq. (54)) is 

(57) 

and the new pitch of the helix satisfying the 
condition of a minimum in F is 

P ( H )  = PO - F(k)  E ( k )  = 4 5 k F ( k )  (58) (3 
Here F(k) and E ( k )  are complete elliptic in- 
tegrals of the first and second kind. When 
k-+ 1 the elliptic integral F ( k )  diverges log- 
arithmically, i.e. the helix pitch P (H) +=m. 

Simultaneously, when k += 1, the integral 
E ( k )  = 1 and Eq. (57) give the critical field 
for the untwisting of the helix: 

(59) 

The pitch of the helix increases gradually, 
beginning with infinitely small fields. Ex- 
pansion of Eq. (58) gives: 

The increase in the pitch with increasing 
electric (or magnetic) field has been con- 
firmed in numerous experiments carried out 
on rather thick samples [8, 91. 

Field untwisting of a helix for thin cells 
with planar boundary conditions occurs dif- 
ferently from the case of an infinite choles- 
teric medium. For a field perpendicular to 
the axis of a cholesteric helix in the planar 
texture, a stepwise change in the pitch with 
increase in the field is predicted [128]. The 
size of the step increases with a decrease 
in the ratio 2d/P0. Stepwise untwisting 
of the helix by an electric field perpendicu- 
lar to the helix axis has been observed for 
the case of planar cholesteric texture with 
E,>O and with strong anchoring of the 
molecules to the limiting surfaces [ 1291. 
Under these conditions the relaxation of the 
field-induced (i.e. untwisted) state is ac- 
companied by the formation of spatially 
modulated structures in the form of strips or 
grids. 

The role of the boundary conditions has 
been extensively discussed in [ 130-1331, 
and the influence of the flexoelectric effect 
has been analyzed [ 1341. 

Dynamics of the Untwisting 

The dynamics of the helix unwinding is de- 
scribed by 

a$ a2(P 
at at2 

y1- = K22 ~ + ya H 2  sin$ cos$ (61) 

The approximate solution of Eq. (61) results 
in the following expression for the response 
2, and decay z, times for the field-induced 
helix distortion [ 1351: 

2Yl 2, = 
2K2, q2 + ya H 2  
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and 

Here ‘/1 and K2* are the rotational viscosity 
and twist elastic constant, q is a wavevector 
of the distortion mode under investigation. 
The plus and minus signs in Eq. (62) are re- 
lated to the cases q>qo and q<qo, respec- 
tively, where q0=2 d P o  is the equilibrium 
pitch. 

In general, the dynamics of the untwist- 
ing of a helix have not been investigated suf- 
ficiently, and only the following fundamen- 
tal facts have so far been established. The 
relaxation time is determined by the helical 
pitch Po when d%Po, and by the thickness 
of the cell when d 4 P o .  The state of com- 
plete untwisting of the helix is metastable, 
and relaxation begins at defects in the struc- 
ture. The response times in the field are in- 
versely proportional to E 2 .  

Dynamics of Blue Phases 

The field-induced distortion of the orienta- 
tional state of blue phases was discussed in 
Section 9.2.4.3. These distortions decay 
rather rapidly. In the geometry of a Kerr cell 
(the field is perpendicular to the light wave- 
vector) the field induces birefringence 6n  
which results in electro-optical modula- 
tion AZ of the transmitted light. Modula- 
tion characteristics have been studied over 
a wide temperature range of the blue 
phase with negative dielectric anisotropy 
~,=-0.75 [136]. The time constant for re- 
laxation of the field-induced birefringence 
is well approximated by the simplest expres- 
sion, Eq. (63) with q=nlPo, where Po is the 
lattice constant and K is an averaged Frank 
modulus. 

The dynamics of the BPI,, (foggy) phase 
have some features related to the field- 
induced changes in the size of the domains 
that this phase forms. 

9.3.2.4 Flexoelectric Effects 

As discussed for nematics, flexoelectric ef- 
fects are caused by the linear coupling of an 
external electric field with the flexoelectric 
polarization. In cholesterics, these effects 
are manifested in the three specific phenom- 
ena described below. 

Fast Linear-in-Field Rotation 
of the Cholesteric Helix 

This effect is observed in a geometry where 
the cholesteric axis h is homogeneously 
oriented in the plane of the cell (alongx) and 
an electric field is applied to the electrodes 
ofasandwichcellalong thezaxis [137,138]. 
In this case, the helical structure, even the 
ideal one, is incompatible with the planar 
boundary conditions, and splayed and bend- 
ed regions form near the boundaries. Thus, 
according to Eq. (38), the flexoelectric po- 
larization arises in those regions which can 
interact with the electric field. The distor- 
tion is very similar to that observed in the 
ferroelectric smectic C* phase (see Fig. 24) 
for a so-called ‘deformed helix ferro- 
electric’ effect [ 1391. 

Such a distortion results in a deviation of 
the optical axis in the plane of a cell. The 
sign and the magnitude of the deviation an- 
gle depend on the polarity and strength, re- 
spectively, of the applied field. In the field- 
off state the helix is undistorted and the cell 
behaves as a uniaxial optical plate, with the 
optical axis coincident with h. When the 
field is applied molecules leave the y z  plane 
due to the flexoelectric deformation com- 
ing from the surface regions where the 
flexoelectric torque Mf=e,E is developed 
(ef-=el =e3 is assumed). Now the optical ax- 
is does not coincide with the initial orienta- 
tion of the helix but forms the angle I// with 
respect to it and proportional to E .  The field- 
induced distortion of the helix is shown in 
Fig. 21 [137]. 
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Figure 21. (Top) The pattern of the director rotation 
induced by an electric field applied perpendicular to 
the plane of the drawing [137]. (Bottom) Components 
of the wavevector k of the distorted helix. 

In the steady-state regime, for director 
components parallel to the y z  plane, 
n,=cos 9, ny= sin $ (no conical distortions), 
the free energy density of the system in an 
electric field includes both the flexoelectric 
and dielectric terms: 

where K=Kll=K33. 
For negligible dielectric anisotropy 

(E, + 0), minimization of Eq. (64) results in 

energy is considered to be small). If the ro- 
tated axis of the helix is represented by a 
wavevector k then Ik lcos y = q O  and Ikl 
sin y=e,EIK (Fig. 21) and the rotation an- 
gle is given by 

a$/ax=qo and a$lay=e,EIK (the anchoring 

which is linear in E for small rotations. 

For a finite value of dielectric anisotro- 
py, with increasing field the linear response 
is affected by the helix unwinding [140] due 
to the quadratic-in-field interaction (last 
term in Eq. (64)). In order to increase the 
field-induced linear deviation of the optical 
axis, shot-pitch materials with small E, must 
be used [141]. 

Experiments show that the effect of the 
reorientation of the helical axis is fairly fast 
(in the range 10-loops) and the speed 
of the response is independent of field 
strength. This can be accounted for under 
the assumption that the pitch of the helix 
does not change in the field-on state, 
I k I = qo . Then, the free energy becomes 
only a function of the angle y [137]. For 
small y, the rate of the response is deter- 
mined by the dynamics of the field-free 
helix (Eq. (63)) with an effective viscosity 
coefficient instead of x. 
Electroclinic Response 

When the helical structure of the chiral ne- 
matic phase is unwound by the influence of 
the limiting walls, one can observe a linear- 
in-field light modulation which is caused by 
a small molecular tilt [142]. The effect is 
analogous to the electroclinic effect ob- 
served in the smectic A phase as a pretran- 
sitional phenomenon in the vicinity of the 
A-C* transition. It is particularly strong in 
the vicinity of the N-A-C* multicritical 
point [ 1431. 

Flexoelectric Domains in Cholesterics 

In Section 9.3.1.3 we discussed the longitu- 
dinal flexoelectric domains in nematics, the 
period of which depends on the inducing 
field, WKE-’ .  When changing the sign of 
the field, the phases of the distortion angles 
O ( y )  and @ ( y )  are changed for the opposite 
ones, but the direction of the wavevector of 
the instability (perpendicular to the initial 
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director orientation no) remains unchanged. 
In cholesterics the mirror symmetry is brok- 
en and the same instability has specific fea- 
tures [144, 1451. 

First, the orientation of the domains de- 
pends on the number of half-turns of the he- 
lix between the cell boundaries. In the 
Grandjean texture the direction of the do- 
mains is different in neighboring Grandjean 
zones [146] for the same polarity of the 
field. When the polarity of the applied volt- 
age is changed, the directions of the domain 
lines also change. With an oscillating field 
(at very low frequencies, of the order of 
1 Hz), the direction of domains oscillates 
between two positions, characterized by an 
angle +a with respect to the director in the 
middle of the cell (in the first two Grand- 
jean zones or in a twist nematic cell). The 
threshold voltage for the domain formation, 
and the domain period and angle a have 
been calculated [ 1451. 

For the zero zone with the directors at op- 
posite boundaries parallel to each other (no 
twist) and zero dielectric anisotropy, both 
the threshold voltage and the wavevector 
can be calculated analytically as a function 
of the cholesteric pitch, despite the com- 
pletely unwound state of the helix. The sign 
and amplitude of the angle of the field- 
induced domain rotation (at threshold) de- 
pends on the handedness and the pitch of the 
helix and the sign of the difference in the 
flexoelectric coefficients e* =el  -e33: 

With increasing frequency of a pulsed 
electric field, w > zd where is the relaxa- 
tion time of the director (Eq. (34)); the de- 
viation angle decreases and the threshold 
voltage diverges [ 1461. 

The other flexoelectric structure can arise 
in a very thin planar cholesteric layer with 
a certain set of material parameters. The in- 

stability occurs in the form of spiral domains 
[ 1471 the handedness of which depends on 
the sign of the electric field. While the 
threshold voltage for the linear domains dis- 
cussed above is almost independent of cell 
thickness, the threshold for spiral domains 
is proportional to the thickness, and the 
number of turns of the helix seen under a 
microscope in the plane of the layer increas- 
es with increasing field. Spiral domains 
have been observed experimentally [ 1481. 

9.3.3 Smectics and Discotics 

9.3.3.1 Field Behavior 
of Achiral Smectics 

Frederiks Transition in a Smectic A Phase 

In the smectic A phase the director is always 
perpendicular to the plane of the smectic 
layers. Thus, only the splay distortion leaves 
the interlayer distance unchanged and only 
the elastic modulus K ,  is finite, while K22 
an K,, diverge when approaching the 
smectic A phase from the nematic one. 
However, the compressibility of the layered 
structure and the corresponding elastic 
modulus B should be taken into account 
when discussing the elastic properties of 
smectic phases. The free energy density for 
the smectic A phase subjected to the action 
of an external magnetic field is [ 11: 

(67) 

1 + K,, (divn)2 - ya (n H ) 2  

where u (r)  is the displacement of the smec- 
tic layers from their equilibrium position, 
and the z direction coincides with the nor- 
mal to the layers. Thus, it makes sense to in- 
vestigate the Frederiks transition in the 
geometry corresponding to the splay distor- 
tion only. Let us assume a so-called ‘book- 
shelf geometry’, in which the smectic layers 
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are perpendicular to the substrates, forming 
a sandwich-type cell of thickness d,  and the 
director is oriented in the plane of the cell 
(e.g. along the x axis). If the magnetic an- 
isotropy is positive (y,>O) and a magnetic 
field is applied, the Frederiks transition 
should take place. The threshold for the tran- 
sition coincides formally with that for a ne- 
matic (Eq. 27)); however, the amplitude of 
the distortion 6, for fields exceeding the 
threshold is very small, being of the order 
of As/d [ 1491, where a smectic characteris- 
tic length 

is of the order of few layer thicknesses. 
Thus, even in this, favorable case of the al- 
lowed splay distortion, the Frederiks transi- 
tion is, in fact, unobservable (ghost transi- 
tion). Instead, one observes a texture tran- 
sition accompanied by the appearance of a 
number of defects. 

Dielectrically Induced Texture Transitions 

Texture transitions are particularly pro- 
nounced when an electric field is applied to 
materials having a large dielectric anisotro- 
py. A planar texture undergoes transition to 
a quasihomeotropic optically transparent 
texture via intermediate structural defects 
[150,151]. The threshold voltage observed 
experimentally for a transition from a pla- 
nar to a homeotropic texture depends on the 
layer thickness according to U K  d+ (for the 
Frederiks transition the threshold voltage is 
independent of thickness). A model that ac- 
counts for the experimental data (at least 
partly) has been developed by Parodi [ 1521 
who assumed the formation of transition 
layers between the surface and the bulk 
of a sample. A discrepancy between the 
calculated and observed periods of the tex- 
ture instability may be due to a nonuniform 

‘chevron’ structure of the original ‘book- 
shelf’ geometry. Chevron structures with 
smectic layers broken by a certain angle are 
often observed in both smectic C and smec- 
tic A layers [153]. 

The kinetics of the relaxation of the ho- 
meotropic field-induced texture to a focal 
conic one depends on the surface treatment 
[ 154- 1561. A rough surface which provides 
a strong anchorage facilitates relaxation 
[156]. 

Frederiks Transition in a Smectic C Phase 

Depending on the arrangement of the smec- 
tic layers and the director of the liquid crys- 
tal relative to the limiting surfaces, four dif- 
ferent configurations can be identified. For 
each of them there are at least three alterna- 
tives for the direction of the field. Thus, 12 
variations in all can be obtained and these 
have been studied theoretically by Rapini 
[149]. In most of the configurations the 
Frederiks transition is a ghost one, since it 
requires the collapse of the smectic layers. 
However, in three instances [ 1571 the field 
only induces rotation of the director around 
the normal to the layers, leaving the layer 
structure unchanged. 

Let us identify the three principal values 
of the dielectric permittivity as .ci ( i = l ,  2, 
3), where .c3 corresponds to the direction 
along the director, corresponds to the di- 
rection perpendicular to the plane of the tilt, 
and .c2 corresponds to the direction perpen- 
dicular to the preceding two [8, 91. When 
the field is oriented along the director, a 
Frederiks transition is possible when .c2 > .c3. 
The director should rotate around the nor- 
mal to smectic layers, not changing its 
angle 52. The corresponding threshold field 
is proportional to (.c2 - .c3)-$. A field perpen- 
dicular to the director and lying in the plane 
of the tilt induces the same distortion when 
.c2 > .cl. Now the threshold for reorientation 
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of the director is proportional to ( E ~ - E ~ ) - ~ .  

Finally, when the field is perpendicular to 
the tilt plane the same rotation takes place 
at threshold proportional to ( E ,  cos2 R + 
E~ sin2 R - E&. 

Measurements have been made of the 
Frederiks transition in various smectic C 
liquid crystals [158-161], using the con- 
ventional sandwich cells and optically 
transparent electrodes. The director was 
oriented uniaxially by rubbing the elec- 
trodes, and the smectic layers were tilted 
with respect to the cell plane (a ‘bookshelf’ 
geometry). Due to positive dielectric anisot- 
ropy, an electric field applied along the cell 
normal ( z  direction) (Fig. 22) induces direc- 
tor rotation around the normal to the smec- 
tic layers. 

The threshold field for the director devi- 
ation can be calculated neglecting the dis- 
tortion of the smectic layers [158] and as- 
suming &* = E ~ .  The threshold depends on the 
angle p between the normal and xy plane. 
For p=O, when the xy plane cuts half of the 
director cone (with an angle R at the apex) 
the threshold field is 

where K* is an effective elastic constant. 
When the cone just touches the xz plane 

/ 

Figure 22. Geometry of the Frederiks transition for 
a planar-oriented smectic C liquid crystal. 

(p=Q) (Fig. 22), the threshold field increas- 
es proportionally to cos R. Both such cases 
have been studied using various substances 
[159-1611. For a certain set of parameters, 
the theory predicts a bistable behavior of the 
smectic C phase in a strong field. Such bi- 
stability has been observed in the form of 
the field-induced motion of domain walls, 
accompanied by a hysteresis in the process 
of the director reorientation. The walls 
appear due to the equally probable field- 
induced rotation of the director clockwise 
and anticlockwise, and separate the two 
areas of different director orientation. 

In the absence of walls the dynamic be- 
havior may be described, as in nematics, by 
adding a viscous torque to the elastic and 
electric ones. For the field-off state, the dis- 
tortion decays with the ‘nematic’ time con- 
stant (see Eq. (34), where K* should be sub- 
stituted for K22).  The time of the response 
to an electric field can only be calculated for 
the simplest case when p=O, z,=y,l 
&,sin2R(E2-E:), where E ,  is defined by 
Eq. (69). Thus, the response of the smectic 
C phase is sin2R times slower than that of 
the nematic phase. However, in experiments 
the same substance often responds faster in 
the smectic C phase than in the nematic one 
[159-1611. This may be due to the smaller 
value of yl when the motion of the director 
is confined by the cone surface. The same 
phenomenon has been observed for the 
ferroelectric smectic C phase [162]. The 
domain-wall motion makes the dynamics 
of switching more complicated: the field- 
induced wall velocity has been calculated 
by Schiller et al. [70]. 

Frederiks Transition in the Hexagonal 
Smectic I Phase 

Frederiks transition in the hexagonal smec- 
tic I phase (and also in the smectic C phase 
with a weak hexagonal order [163]) has 



508 9 Behavior of Liquid Crystals in Electric and Magnetic Fields 

some specific features. In the smectic I 
phase the director n forms a fixed angle 0 
with respect to the smectic layer normal. 
The lines between the centers of gravity of 
neighbouring molecules within a smectic 
layer form a hexagonal structure and the di- 
rector is oriented toward one of the six ver- 
tices of the hexagon. Thus a field-induced 
reorientation of the director is accompanied 
by a reorientation of the bond direction. The 
latter requires some additional energy, 
which must be added to the elastic term in 
the free energy expansion. The calculations 
of the threshold electric voltage for the 
Frederiks transition from a ‘bookshelf’ 
geometry [ 1641 show that it may be present- 
ed in the form 

c’: = U z  [ 1 +  f ( K ,  L, G, h, d ) ]  (70) 

where U ,  is the ‘smectic C threshold 
voltage’ from Eq. (69); K, L, and G are elas- 
tic moduli related to the director, bond re- 
orientation, and the coupling between the 
two; h is a constant related to the constraint 
on the director to be along one of the six pre- 
ferred directions due to the hexagonal order; 
and d is the cell thickness. Thus, the thresh- 
old voltage for a smectic I phase, is in con- 
trast to nematic and smectic C phases, thick- 
ness dependent. 

Polar Achiral Polyphilics 

Polar crystalline and mesomorphic phases 
are divided into two groups according to 
their symmetry. One group is composed of 
chiral molecules having point group sym- 
metries ranging from C ,  to C,. Examples 
of this type are liquid crystalline chiral phas- 
es (smectic C*, discussed in Section 9.3.3.2 
of this Chapter, F*, I*, etc.) differing in the 
character of the in-plane packing of their 
molecules within a smectic layer. These 
ferroelectric phases manifest reversible 
switching of their spontaneous polarization. 

The other group of polar materials compris- 
es mirror-symmetric (achiral) phases of 
point symmetry groups from C2” to CmV. 
Examples of these are many classical solid 
crystalline ferroelectrics, such as BaTiO, 
triglycinsulfate, and thiourea. Recently po- 
lar properties (probably antiferroelectric) 
have also been observed in a noncrystalline 
(mesomorphic) achiral molecular material 
[165,166]. The basic idea was to use 
the polyphilic effect to form ‘building 
elements’ of apolar phase. According to this 
concept, chemically different moieties of a 
molecule tend to segregate to form polar ag- 
gregates or lamellas which result in the for- 
mation of polar phases. The direction of the 
spontaneous polarization is allowed to be in 
the plane of the lamellas or layers (trans- 
verse ferro- or antiferroelectric) or perpen- 
dicular to the layers (longitudinal ferro- or 
antiferroelectric [ 1671). In the particular 
case by Tournilhac et al. [ 165,1661, field re- 
versible piezoelectric and pyroelectric ef- 
fects were observed in a tilted, highly dis- 
ordered metastable phase [168] of a poly- 
philic compound. 

9.3.3.2 Chiral Ferroelectrics 
and Antiferroelectrics 

In 1975, the first ferroelectric liquid crystal 
(FLC), called DOBAMBC (111), 

I11 

was synthesized 11691. Since then FLCs 
have been the object of intensive investiga- 
tion. A contemporary version of the gener- 
al phenomenological theory, including the 
dynamic behavior, can be found in various 
books [7, 1701. Many experimental results 
and the discussion of FLC parameters may 
be found in other publications [8, 9, 171, 
1721 and in the other chapters of this book. 
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A comprehensive review devoted to antifer- 
roelectric liquid crystals has also been pub- 
lished [ 1731. Thus, for the sake of complete- 
ness, only the field effects of fundamental 
importance are discussed here. 

Smectic C* Phase Ferroelectrics 

The symmetry of the ferroelectric smectic 
C* phase corresponds to the polar point 
group C,. When proceeding along the z co- 
ordinate perpendicular to the smectic layers, 
the director n and the polarization vector P 
directed along the C2 axis rotate; that is, a 
helix of pitch h is formed. 

In the presence of an external field the to- 
tal free energy includes the elastic energy of 
director deformations F,, the surface ener- 
gy F,, and energy FE of the interaction of a 
ferroelectric phase with the field E :  

V S 

+ V ( P E - E ) d T  

In general, the elastic term includes the elas- 
ticity related to the reorientation of the di- 
rector (nematic moduli Kii), and to a change 
in the tilt angle (coefficients a,  b, c, etc., of 
the Landau expansion; see e.g. Eq. (10)). 
The corresponding expression for gd is very 
complex and may be found in Pikin [7]. The 
surface energy includes both the dispersion 
and the polar terms of the anchoring energy 
W,. Below we consider a few rather simple 
cases. 

The Clark- Lagerwall Effect. This effect 
is observed in thin surface-stabilized FLC 
(SSFLC) cells where the smectic layers are 
perpendicular to the substrates, the thick- 
ness is less than the helical pitch ( d s h ) ,  and 
the helix is unwound by the walls [ 174- 1761 
(Fig. 23). The electric field of opposite 
polarity switches the direction of the spon- 
taneous polarization between the UP and 

Figure23. The Clark-Lagerwall effect. In a thin 
SSFLC cell the electric field of opposite polarity 
switches the spontaneous polarization between the UP 
and DOWN positions, which correspond to the LEFT 
and RIGHT positions of the director. 

DOWN positions which correspond to the 
LEFT and RIGHT positions for the director 
that moves along the surface of a cone, the 
axis of which is normal to the layers and par- 
allel to the cell substrates. In the LEFT and 
RIGHT positions the director remains par- 
allel to the substrates and the SSFLC cell 
behaves as a uniaxial phase plate. The total 
angle of switching equals the double tilt 
angle 8. 

The variation in the azimuthal director 
angle $ in the Clark-Lagerwall effect is de- 
scribed by the equation for the torque equi- 
librium, which follows from the minimiza- 
tion of the free energy (Eq. 71): 

yQ ~ a$ = K a24 T + p S  E sin$ 
at ax 

& 

4 n  
+L E 2  sin$ cos$ 

where the FLC is assumed to be uniaxial and 
yQ is the viscosity related to the motion of 
the director along the cone surface men- 
tioned. When the helix is unwound by the 
cell walls, the first term on the left-hand side 
vanishes. 
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The polar W, and dispersion w d  surface 
terms are included in the boundary condi- 
tions: 

(73) K -+ a$ W, sin$+ W, ~ i n 2 $ 1 , = ~ , ~  
at 

For polarizations P greater than 10 nC/ 
cmp2, driving fields E less than 10 V pm-', 
and dielectric anisotropies I E, I less than 1 
we have 

I E, 1 EI4n -e P (74) 

and, consequently, the third term on the 
right-hand side of Eq. (72) may be omitted. 
For I E, I = 0 and infinitely strong anchoring 
there is a threshold for the switching of a 
SSFLC cell [177] 

(75) 

Here the elastic modulus Kis defined in such 
a way that it includes O2 (see e.g. [7]). In the 
absence of backflow and at not very high 
voltages, the response times in the Clark- 
Lagerwall effect are determined by 

The backflow effect may decrease the re- 
sponse time several-fold [177]. If the in- 
equality given by Eq. (74) is invalid, as oc- 
curs for sufficiently high fields, the response 
times of the Clark-Lagerwall effect increase 
sharply for positive E, values. Conversely, 
for negative values of E,, the corresponding 
switching times become shorter [ 178, 1791. 
For I E, I E/4 n%-P the FLC switching times 
are approximately governed by the field 
squared, as in the Frederiks effect in nemat- 
ic phases. 

For weak anchoring conditions, two re- 
gimes of switching exist in SSFLC cells, 
separated by threshold field Eth [ 1801: 

(77) 

For E < E,, one observes the motion of do- 
main walls, separating the regions of differ- 
ently oriented polarization P and -P. The 
switching time is defined by the domain- 
wall motion. I fE  > E,, (the Clark-Lagerwall 
regime), the switching time is determined 
by Eq. (76). At certain pretilt angles at the 
boundaries and high applied voltages, the 
switching may have the character of solitons 
or kinks in the function $ ( z )  spreading from 
one electrode to the other [ 18 I]. 

Deformed Helix Ferroelectric Effect. The 
deformed helix ferroelectric (DHF) effect 
observed in short-pitch FLCs [139, 182, 
1831 is a particular case of a more general 
phenomenon of the field-induced helix dis- 
tortion observed in the very first investiga- 
tions of FLCs [169, 1841. A theoretical 
explanation of the effect is given by 
Ostrovskii and coworkers [ 185 - 1871. The 
geometry of a FLC cell with the DHF effect 
is presented in Fig. 24. The polarizer at the 
first substrate makes an angle p with the 
helix axis and the analyzer is crossed with 
the polarizer. The FLC layers are perpendic- 
ular to the substrates and the layer thickness 
d is much larger than the helix pitch h,. A 
light beam passes through an aperture 
a%-.ho, parallel to the FLC layers, through 
the FLC cell. 

In an electric field +E the FLC helical 
structure becomes deformed, so that the cor- 
responding dependence of the director dis- 
tribution cos $ as a function of coordinate 
2 m / h O  oscillates between the two plots 
shown. These oscillations result in a varia- 
tion in the effective refractive index (i.e. 
an electrically controlled birefringence ap- 
pears). The effect takes place up to strengths 
sufficient to unwind the FLC helix 

Here the elastic modulus K is defined as for 
Eq. (75). 
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Figure 24. The deformed helix ferroelectric effect. 

The characteristic response times of the 
effect at low fields EIE, 6 1 are independent 
of FLC polarization P,  and field E and are 
defined only by the rotational viscosity y@ 
and the helix pitch h,: 

(79) 

For E close to the unwinding field E,, the 
pitch h increases sharply to h%h,. Conse- 
quently, the helix relaxation times 2, to 
the initial state also increase: rd/zc 0~ h lh,. 2 2  

This means that for E = E ,  it is possible to 
establish the memory state. If the helix is 
weakly distorted, fast and reversible switch- 
ing could be obtained in the DHF mode 
[188]. 

Electroclinic Effect Near the Smectic 
A-Smectic C* Phase Transition. The elec- 
tric field may induce a tilt of the director in 
the orthogonal smectic A phase near the 
smectic A-smectic C* phase transition 
(electroclinic effect [189, 1911). The elec- 
troclinic effect may be understood within 
framework of the Landau phase transition 
theory [7]. If the dielectric anisotropy is 
negligible, the free energy density of the 
smectic A phase may be expanded over the 
field-induced tilt angle 8: 

1 1 P2 
2 4 2x1 

g = ~ a e 2  + - be4 + - ~ - pp P8 - P E  (80) 

where a=a(T-T,) ,  b>O, xI is the back- 
ground (far from the transition) contribution 
to the dielectric susceptibility, and & is the 
tilt-polarization coupling constant (piezo- 
coefficient). Under the assumption that 
b=O, the minimization of g with respect to 
8 and the polarization P results in the field- 
dependent tilt angle: 

The coefficient e, is known as the electro- 
clinic coefficient. According to Eq. (8 l), the 
electroclinic coefficient becomes infinite at 
T=T, (in fact, it is limited by the term b 84 

The dynamics of the electroclinic effect 
are, in fact, the same as the dynamics of the 
ferroelectric soft mode. The switching time 
may be derived from the equation for the 
balance of the viscous, elastic, and electric 
torques : 

~ 4 1 ) .  

ao Ye - at =-a ( T -  T,) O+p, ,  xI E 
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It follows from Eq. (82) that the switching 
time of the electroclinic effect is indepen- 
dent of the electric field, and is defined 
only by the tilt rotational viscosity and 
the elastic modulus a: 

(83) 

The experimental data confirm the linear in- 
crease in the tilt angle with increasing E for 
the electroclinic effect and independence Ze 

of E [190] (Fig. 25). The switching time Ze 

may be calculated more precisely if the 
fourth-order term in b e 4  is taken into ac- 
count. In this case, a decrease in Ze for larg- 
er electric fields is observed [192]. At 
present, the electroclinic effect is the fastest 
of the known electro-optical effects in liq- 
uid crystals. 

Domain Mode. A remarkable domain 
structure has recently been observed in 
FLCs possessing high spontaneous pola- 
rization (>lo0 nC cm-l) [193-1951. Avery 
stable spatially periodic optical pattern aris- 
es in layers of FLCs with their molecules 
oriented parallel to the substrates after a 
dc field treatment of the cell. The stripes 
are oriented perpendicular to the director 
orientation and their period is inversely 
proportional to the polarization magnitude 
squared, and independent of cell thickness. 

:I 
I 1 

-60 -40 -20 0 20 40 60 

E ( v / v )  

Figure 25. Dependence of the tilt angle 8 and the re- 
sponse time z, on the electroclinic effect in a FLC cell 
(T=25"C) [190]. 

The optical pattern may be observed for sev- 
eral months after switching off the dc field. 
The theoretical model is based on the con- 
sideration of a stabilizing role of the struc- 
tural defects (dislocations) interacting with 
free charges in a FLC layer. The tilted lay- 
er structure responsible for such defects has 
been observed by direct X-ray investigation. 
The field-off domain structure has also 
been observed after the application of the 
electric field to the smectic A phase of a fer- 
roelectric substance with very high sponta- 
neous polarization [ 1961. The phenomenon 
is assumed to arise due to a break in the 
smectic layers (very similar to that just men- 
tioned) induced by a strong electroclinic 
effect. 

Ferroelectric Liquid Crystal Polymers. 
The symmetry requirements necessary for 
ferroelectricity in low-molecular-mass 
compounds are also valid for polymer meso- 
phases. If a tilted chiral smectic phase is 
stable after a polymerization process, it 
must be ferroelectric. Following this idea 
the first polymeric liquid crystalline ferro- 
electric was synthesized by Shibayev et al. 
[197]. The substance is a comb-like homo- 
polymer (ZV) 

IV 

with a polymethacrylate chain as a backbone 
and flexible spacers, COO(CH,),,-COO-, 
separating the phenylbenzoate mesogenic 
units from the backbone. Transverse (with 
respect to mesogenic units) dipole moments 
provided by several COO- groups are weak- 
ly coupled to the chiral terminal fragment, 
and thus the spontaneous polarization of the 
substance is small. Later, a variety of comb- 
like and main chain polymers manifesting 
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chiral smectic C*, F*, and other phases were 
synthesized (for reviews see [ 13, 1981). The 
field behavior of polymer ferroelectric liq- 
uid crystals is very similar to that typical of 
low-molecular-mass compounds. In gener- 
al, all processes are very slow due to the high 
viscosity of polymer materials. An interest- 
ing feature of the polymers is their ability 
to form, on cooling, a glassy state with 
a frozen spontaneous polarization. Such 
solid materials have pyroelectric and piezo- 
electric properties. 

Antiferroelectrics 

A possibility of the antiferroelectric behav- 
ior of low temperature, highly ordered, chi- 
ral phases and the herringbone packing of 
smectic layers with an alternating tilt of the 
director was first discussed in connection 
with their very strong field-induced pyro- 
electric response [199]. In such a structure 
the direction of the in-plane polarization al- 
so alternates and the whole structure is anti- 
ferroelectric. The characteristic switching 
time in such phases is very long (seconds). 
The slowly switchable smectic X phase 
[200] appears to belong to the same family 
of antiferroelectrics. A rather fast tristable 
switching typical of solid antiferroelectrics 
has recently been reported [201-2041 for 
chiral liquid crystalline phases of MHPOBC 
(V). 

H 1 7 C 8 - O ~ c O , +  

* 
-CO2-CH-(CH3)-C6H13 

V 

A third, field-off, state, in addition to the 
two stable states known for the Clark- 
Lagerwall effect, has also been shown to be 
stable, and a layered structure with alternat- 
ing tilt has been established by optical [205, 
2061 and scanning tunneling microscopy 
[207] techniques. 

In fact, MHPOBC shows a very rich poly- 
morphism [208]: 

SmIL - 64°C - SmC; - 118.4"C 

-SmC; - 119.2"C - SmC * -120.9"C 

-SmCL - 122°C - SmA - 148°C - I 

where SmCz and SmCz are antiferro- 
electric phases, SmC* is a typical ferro- 
electric phase (discussed in the previous 
section), and SmC; is a ferrielectric phase. 
On a macroscopic scale the phases are twist- 
ed, with a characteristic pitch depending on 
temperature. Antiferroelectric phases have 
been observed in many other compounds, 
including polymers [209], and have been in- 
vestigated in detail (for a review see e.g. 
[1731). 

The application of an electric field has a 
considerable effect on the phase transition 
points in MHPOBC [210]; the phase dia- 
gram (electric field versus temperature) 
is shown in Fig. 26. A very narrow low- 
temperature ferrielectric phase is seen (FIL) 
between the SmCz and SmC; phases men- 
tioned earlier. In addition, even a weak field 
strongly influences the boundary between 
the SmCz and SmC* phases. Further inves- 
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Figure 26. Electric field versus temperature phase 
diagram of MHPOBC [210]. 
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tigations have shown [211] that the field- 
induced transition between the two phases 
in MHPBOC involves the formation of a 
variety of ferrielectric configurations. An 
even richer field-induced polymorphism 
has been observed in binary mixtures of 
MHPOBC and MHPOCBC [210]. 

A typical double hysteresis loop for 
electro-optical switching of the antiferro- 
electric SmCz phase is shown in Fig. 27. 
There are two field-induced uniform states 
and a zero-field third state which may be ei- 
ther uniformor twisted [212]. The transition 
from the antiferroelectric to the ferroelectric 
state proceeds through intermediate ferri- 
electric states. With increasing frequency in 
the range 10-100 Hz, the double hysteresis 
loop gradually transforms into the conven- 
tional ferroelectric loop [213]. The charac- 
teristic time corresponds to the time of the 
formation of domains of the antiferro- 
electric phase. The low-frequency switch- 
ing (0.2 Hz) of the SmC; phase reveals a 
triple hysteresis loop with two intermediate 
(+ and -) ferrielectric states and two final 
ferroelectric states. At higher frequency, 
conventional ferroelectric switching is ob- 
served. 

Figure 27. A double hysteresis loop typical of the 
electro-optical switching of the antiferroelectric phase 
[212]. 

Chiral Lyotropics and Discotics 

Lyotropic Systems. Water solutions of cer- 
tain amiphiphilic molecules ( e g  lipids) 
form lamellar lyotropic phases with a tilt of 
molecules to the layer normal. When the 
same molecules are chiral or other chiral 
molecules (guests) are introduced into the 
lamellas (host), the lamellar phase satisfies 
all the symmetry requirements of a ferro- 
electic phase (in formal analogy to SmC"). 
One of the best chiral additives to be intro- 
duced in lyotropic phases is cholesterol, 
which induces rather high spontaneous 
polarization in thermotropic SmC matrices 
[214]. In the L' phase, where matrix mole- 
cules are tilted, the chiral mixture (ethylene 
glycol doped with cholesterol) manifests a 
one order of magnitude higher piezo re- 
sponse than the undoped mixture. An even 
more striking difference between the 
undoped and doped samples (two orders of 
magnitude) is observed when a dc poling 
field is applied [215]. With increasing con- 
centration of the dopant the piezo response 
grows. A dramatic difference between the 
piezo response of the undoped and the cho- 
lesterol doped samples has also been 
observed for water solutions [216]. Certain- 
ly the electric behavior of chiral analogs of 
the lyotropic phases is much more pro- 
nounced than that of their achiral counter- 
parts and, therefore, cholesterol induces 
ferroelectricity in both systems studied 
(based on ethylene glycol and water). 

Discotic Ferroelectrics. Columnar meso- 
phases with chiral disk-shaped molecules 
whose normals are tilted with respect to the 
column axis also manifest ferroelectric 
switching [217]. In such phases the direc- 
tion of the spontaneous polarization is per- 
pendicular to both the column axis and to 
the normal to the molecular disks. The tilt 
of the disk forms a helix with its axis orient- 
ed along the columns. In an amphiphilic 
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pyrene derivative, the positive and negative 
voltages rotate the direction of the minimum 
refractive index (which is perpendicular to 
the column axis) through a certain angle (ab- 
out +20") clockwise or anticlockwise, 
respectively. The other homolog from the 
same series shows a field-induced change in 
the structure of the phase with an increase 
in the spontaneous polarization from 60 to 
180 nC cm-2 [218]. The two phases are 
thought to have different sublattices of ellip- 
tic and polar columns. The switching times 
vary over a very broad range (from 1 ms to 
100 s), being strongly dependent on the field 
(as zmE4) and temperature. The low-field 
phase is switched five times faster than its 
high-field counterpart. The columnar phas- 
es have some advantages over ferroelectric 
smectics (e.g. they are shock resistant) 
[218]. 

9.4 Electrohydrodynamic 
Instabilities 

In this section we discuss electrohydrody- 
namic (EHD) instabilities, that is electric- 
field-induced phenomena that are caused by 
the flow of aliquidcrystal (seealso [8,219]. 
The reason for the flow is electrical conduc- 
tivity, which has been disregarded in previ- 
ous sections. The flow may arise either in- 
dependently of the anisotropic properties of 
substance, as in isotropic liquids (isotropic 
modes of the electrohydrodynamic instabil- 
ity), or may be driven by the conductivity 
anisotropy, as in liquid crystals (anisotrop- 
ic modes). The threshold for EHD instabil- 
ities depends on many parameters, such as 
the electrical and viscoelastic properties of 
substance, the temperature, and the applied 
field frequency. Due to flow distortion of the 
director alignment, the instability is usual- 
ly accompanied by a characteristic optical 

pattern that depends on optical anisotropy 
of substance. This pattern formation is a spe- 
cial branch of physics dealing with the non- 
linear response of dissipative media to ex- 
ternal fields, and liquid crystals are well ac- 
cepted model objects for the investigation 
of such phenomena [220]. To date, the most 
important results on EHD instabilities have 
been obtained for nematic liquid crystals 
(for a review see e.g. [221]). 

9.4.1 Nematics 

9.4.1.1 Classification of Instabilities 

Electrohydrodynamic instabilities in ne- 
matics may be classified according to their 
threshold voltage (or field) dependence on 
the physical parameters of the liquid crys- 
tal (cell geometry, field frequency, etc.). The 
most important case for which all the typi- 
cal instabilities may be observed is a planar 
cell with homogeneously oriented director. 
Instabilities in cells with homeotropic or 
tilted molecular orientations have some spe- 
cific features, but the general mechanisms 
are the same. A qualitative phase diagram 
(the threshold voltage versus the frequency 
of the applied ac field) for different electro- 
hydrodynamic instabilities in homogene- 
ously oriented liquid crystals is shown in 
Fig. 28. 

Among the instabilities shown there are 
two isotropic modes. One of these is well 
known from experiments on isotropic liq- 
uids and occurs at very low frequencies due 
to some injection processes at electrodes 
(injection mode). The other is also observ- 
able in ordinary liquids (such as silicon oil), 
but is seen particularly clearly in nematics, 
due to their optical anisotropy. The latter 
mode occurs over a wide frequency range 
due to ion drift to the electrodes as in elec- 
trolysis (electrolytic mode). Both isotropic 
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Figure 28. Threshold voltage as a 
function of frequency for different 
electrohydrodynamic instabilities in 

(injection mode) Frequency homogeneously oriented nematics. 

EHD instabilities are driven by the electric- 
current-induced flow, even at zero conduc- 
tivity anisotropy. 

The other two instabilities shown in 
Fig. 28 may be observed only in liquid crys- 
tals (nematic, cholesteric, and smectic C). 
The first is the Carr-Helfrich instability, 
which is caused by a low-frequency electric 
field and occurs in the form of elongated 
vortices with their axis perpendicular to the 
original director alignment. The vortices 
cause a distortion of the director orientation, 
which is observed optically as a one-dimen- 
sional periodic pattern (Kapustin-Williams 
domains). The other anisotropic mode is 
observed only in highly conductive liquid 
crystals. For its interpretation the inertial 
term &/at for the fluid velocity must be 
taken into account, which is why this mode 
may be called inertial mode. 

The different modes may interfere with 
each other, even near their thresholds, and 
a variety of patterns may be observed. For 
example, ‘chevrons’ occur due to interfer- 
ence between the electrolytic and inertial 
modes, and a transient periodic pattern due 
to backflow effects accompanies the Frede- 
riks transition. Well above the threshold, 
when the induced distortion is nonlinear 
with the applied field, many other patterns 

are observed, including travelling waves or 
periodically pulsing modes [22 11. 

The most important EHD instabilities are 
discussed below. 

9.4.1.2 Isotropic Modes 

Nematic liquid crystals are weak electro- 
lytes containing a certain amount of ions. 
The ions may be intrinsic or created by an 
external electric field, which favors the dis- 
sociation of neutral molecules (chemical 
degradation). They may also appear as a re- 
sult of electrochemical reactions at elec- 
trodes due to the injection of additional 
charge carriers. In some cases, the appear- 
ance of EHD instabilities in the nematic 
phase does not correlate with such inherent 
liquid crystalline properties as dielectric 
E, or conductivity 0, anisotropy. The only 
physical reason for these instabilities might 
be a nonuniform ion distribution along the 
direction z parallel to electric field. 

Standard Equations 

To describe the field-induced motion of a 
liquid, a set of fundamental equations 
should be written which may be solved 
under certain assumptions. The first is the 
equation of motion in the Euler form: 
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-+(vV) au v = - f 
at P 

where p is the density of the liquid, u is its 
velocity, t is time, and f is the force per unit 
volume, which includes the pressure gradi- 
ent (gradp), the gravity force pg, the electric 
force f E ,  and forces due to viscous friction 

fvisc that depend on the fluid velocity v: 

f =-grad P + P g + f E  + f v i s c  ( 8 5 )  

The second equation to be taken into con- 
sideration is the equation for the conserva- 
tion of mass (or the continuity of liquid): 

aP 
at 
- + divpv = 0 

The force exerted on the liquid by an exter- 
nal field is due, in the simplest case, to the 
space charge of density Q: 

(87) 

In the case of a space and time dependent 
force f ,  Eqs (84)-(87) have no general so- 
lution and the problem must be simplified. 
For example, we may ignore the gravity 
force and the pressure gradient and, in ad- 
dition, consider the fluid to be incompress- 
ible (i.e. p=constant). Then the friction 
force is written simply as [222]: 

where q is the viscosity coefficient, and 
Eqs (84), (86), and (87) take the form of the 
flow continuity equation 

divv = 0 (89) 

and the Navier-Stokes equation 

-+(vV)u au = q __ v 2 v  +& 
at P P  

As before, Eq. (90) is non-linear and has 
a simple solution only for low fluid veloc- 
ities when the Reynolds number is small (Re 
=p  vl/q 4 I ,  where 1 is a characteristic 

length of an experiment). Then, the second 
term on the left-hand side of the Eq. (90) 
vanishes and we get a new form: 

Even now there remain serious problems to 
be solved. In fact the charge density Q (r, t )  
in Eqs (87) and (91) depends not only on the 
external field but also on the velocity of 
charged fluid. Thus, Eqs (89) and (91) have 
to be complemented by an equation for the 
conservation of charge (continuity of the 
electric current): 

aQ + div J = 0 
at 

where J is the current density, which in- 
cludes the ohmic term, the convective term 
due to the charge transfer by the moving liq- 
uid, and the diffusion term due to the gradi- 
ent of the charge carrier density: 

J = 0 E + J C O n v  + Jdiff (93) 

Finally, there is a coupling between the 
charge and the electric field strength given 
by Maxwell’s equation: 

4n  Q divE = ~ 

& 
(94) 

Equations (89)-(94) govern the behavior of 
an isotropic liquid in an electric field. For 
very weak fields the liquid is conducting but 
immobile. With increasing field a non- 
uniform spatial distribution of Q and E 
arises due to an ion drift to electrodes or/and 
charge injection, and the liquid starts mov- 
ing in order to satisfy the minimum of en- 
tropy production. The corresponding criti- 
cal field Ecrit is considered to be the thresh- 
old field for the appearance of an EHD in- 
stability. Below we discuss the two particu- 
lar cases mentioned earlier, namely the in- 
jection mode and the electrolytic mode. 
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Injection Mode 

Let us consider a plane sandwich cell into 
which the cathode injects electrons that 
negatively charge neutral molecules. Due 
to an excess negative charge density Q(z)  
near the cathode, a force Q E is directed to 
the anode and tries to shift the charged layer 
of a liquid to the right (Fig. 29a). Since 
the cell is sealed and the liquid is incom- 
pressible, a circular convective flow occurs 
in order to reduce the internal pressure 
(Fig. 29b, c). This case resembles the well- 
known Benard problem in the thermocon- 
vection of liquids. 

The threshold of the instability may be 
estimated from Eqs (89)-(94). For simplic- 
ity, consider the one-dimensional case when 
the z component of the velocity is harmon- 
ically dependent on the transverse x coor- 
dinate: 

(95) 
n u,(x) = u, cos- x 
d 

The half-period of the cosine wave is as- 
sumed to be equal to the vortex diameter, 
that is to the cell thickness d. Differentiat- 
ing Eq. (95) twice and substituting the re- 
sult into Eq. (91) we get 

where 

P d 2  
v - ? j T 2  
z -- (97) 

is a characteristic time for the relaxation of 
a vortex with diameter d. 

In the continuity equation (Eq. (92)) we 
leave only the ohmic and convective terms: 

J = o E + Q u  (98) 

When calculating divJ it should be borne in 
mind that electrical conductivity results 
mainly in the relaxation of the space charge 
inhomogeneities along the x coordinate and 
E, may be considered to be uniform. Thus, 

where 

4no 
TQ =-- & 

is the Maxwell time for the space charge re- 
laxation. 

The convective term in the current obeys 
the equation: 

aQ a ~ ,  - az az div J,,,, = u, ~ + Q, __ - a .  u, ( 101) 

where vz is assumed to be constant and a is 
the gradient of the injected charge density. 
Therefore, the current continuity equation 

Vortex 

Figure 29. EHD instability 
caused by the injection mecha- 
nism. (a) Distribution of the 
injected charge at voltages be- 
low the threshold for convec- 
tion. (b) Change in the charge 
distribution due to convection. 
(c) Cylindrical convective vor- 
tices. 
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(Eq. (92)) becomes 

-+ - - -+av ,  aQ Q = o  
at zQ 

and we have a pair of equations (Eqs (96) 
and (102)) completely analogous to the set 
describing the thermoconvective instability 

To calculate the critical field for the in- 
jection instability it is assumed that,precise- 
ly at the threshold, the time dependences 
vz (t) and Q (t) are described by an exponen- 
tial growth function exp(stj with s=O, 
which means that at the threshold the veloc- 
ity and charge density neither increase nor 
decay. This is a general principle and is 
called the “exchange of stability” (see e.g. 
[226]). Calculating the determinant for the 
set of linear equations (Eqs (96) and (102)) 
we obtain the critical field for any given in- 
jection strength a: 

[223 -2251. 

Finally, assuming a linear space charge dis- 
tribution along the normal to the cell, 
a= dQ ldz = Qo/d, and introducing the ion 
mobility p = oleo, we arrive at the thresh- 
old voltage independent of the cell thickness 
in the form 

TJP Ucrit = n ~ 

& 

This differs from the more rigorous theoret- 
ical expressions only by the use of the nu- 
merical coefficient T(instead of n). For typ- 
ical parameters of a dielectric liquid (77 = 1 P, 
p = lop5 cm-* V-‘ s-’ and E = lo), Ucrit = 
1 V. However, in some cases (e.g. for con- 
ductive liquids) T may be as high as 100, or 
even more [227, 2281. Experimentally, in 
thin nematic liquid crystal cells, the critical 
voltage is of the order of few volts. The in- 
stability appears at a dc field or at very low 
frequencies (Fig. 28). The optical pattern 

depends on the geometry of the experiment; 
in the isotropic phase the fluid motion may 
be observed using a strioscopic technique 
[229], or by following the motion of foreign 
particles. In nematics the areas of strong ve- 
locity gradients are easily visualized under 
a polarizing microscope due to the director 
distortion by shear. For example, in planar- 
ly oriented nematics an optical pattern in the 
form of beans is observed [230,231]. 

Electrolytic Mode 

The other important ‘isotropic’ instability is 
the so-called electrolytic mode [232, 2331. 
It appears in any fluid phase (isotropic, ne- 
matic, cholesteric, smectic A) within a wide 
frequency range in the form of small vor- 
tices near cell electrodes. The reason for the 
instability is a non-uniform space charge 
distribution (Fig. 30) due to an electrolytic 
process in the bulk of the substance (posi- 
tive and negative ionic charges are separat- 
ed during the period of the applied external 
ac field and move to opposite electrodes). 
The vortices are seen under a microscope in 
the form of small linear pre-chevron do- 
mains (in homogeneously oriented nema- 
tics), Maltese crosses (homeotropic orienta- 
tion) and more complicated structures 
(cholesterics and nematics with a short- 
range smectic order). However, when there 
is no coupling between the flow and the di- 

vortex 

( b I  

Figure 30. Electrolytic EHD mode. (a) Distribution 
of the density of positive (Q+)  and negative (Q- )  
charges during one period of the applied ac field. 
(b) Vortex motion of the fluid near the electrodes. 
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rector (the isotropic and smectic A phases) 
the vortices may be observed only by using 
foreign floating particles. The instability 
has a well-defined field (not voltage) thresh- 
old that is dependent on the frequency of the 
applied field according to E DC wi .  

To calculate the threshold it is assumed 
[7] that the charge density gradient along the 
layer thickness obeys the law: 

a&=-,,(,) aZ 
where x is the electrokinetic coefficient, 
which may be evaluated using the Maxwell 
equation: 

x=- & 

4n L:, 

Here L D  is a characteristic (Debye) length 
where the space charge is concentrated: 

where D is an ion diffusion coefficient. 
When the frequency w of the applied field 
is increased, the ions do not have time to 
overcome the gap between the electrodes 
and concentrate in more extended regions of 
thickness 

1 r 

Thus, the electrohydrodynamic instability 
appears in regions near the electrodes and 
vortices have a characteristic dimension L D ,  
which is smaller than the gap between elec- 
trodes. 

Using the same current continuity equa- 
tion (Eq. (98)) we arrive at the same set of 
equations (Eqs (96) and (102)) for small am- 
plitudes of velocity v and space charge Q. 

The only difference is in the characteristic 
relaxation time for a hydrodynamic vortex: 

Now the vortex has dimensions wx= nlqx 
and W ,  = L D  = nlq, along the x and z axes, re- 
spectively. The latter depends explicitly on 
the field frequency (see Eq. (108)). 

The threshold field Ecrit may be found us- 
ing Eqs (96) and (102) and the same proce- 
dure described as earlier. For a square wave 
excitation with frequency f and amplitude 
E the different expressions are obtained in 
two frequency ranges: At low frequencies, 
w 4 4  n GI&, 

and at high frequencies, w 9 4 n O/E, 

1 
p D o w  T E .  - B  -~ 

crit - ( ) 
where A and B are numerical constants 
(given in [233, 2341). The characteristic 
size of the vortices at the threshold wCrit has 
also been found. 

The thresholds for the formation of vor- 
tices in silicone oil, carbon tetrachloride, 
acetone, and in the isotropic phase of 
MBBA have been measured [232,233] and 
it was shown that Ucrit=w+ and that the 
threshold decreases with decreasing viscos- 
ity. More detailed measurements of the 
dependences Uc,t(w) in pure and doped 
MBBA at various temperatures (for sand- 
wich cells) have also been made. The thresh- 
old for the vortex motion was taken as the 
onset of the circulation of the solid particles 
in the electrode plane. The shape of the 
Ucrit (w)  curves depends on the electrical 
conductivity. For high electrical conductiv- 
ity the curves have a plateau proportional to 
CT in the low-frequency region and a char- 
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acteristic dependence Ucrit 0~ wf indepen- 
dent of 0 at frequencies above the critical 
one, which is defined by inverse time re 
(Eq. (100)). At the phase transition to the 
nematic phase, the threshold voltage of the 
instability has no peculiarity. 

In homeotropically oriented layers the in- 
stability appears in the form of Maltese 
crosses (Fig. 3 1) .  The crosses are caused by 
small vortices (Fig. 30b) (see in [235]). In 
the homogeneously oriented layers, the 
same instability has a form of linear, short- 
pitch domains which are precursors of the 

Figure 31. Optical patterns accompanying different 
EHD processes. (a) Electrolytic mode for the homeo- 
tropic orientation of a nematic liquid crystal. (b) Ka- 
pustin-Williams domains (KWD) in homogeneously 
oriented nematic. (c) Anisotropic EHD mode for the 
planar texture of a cholesteric. (d) A chevron struc- 
ture due to interference of two instabilities (KWD and 
inertial mode). 

well-known chevrons. Thus, the high- 
frequency chevron mode, observed in vari- 
ous materials, is an isotropic mode and can- 
not be related to the high-frequency dielec- 
tric regime of the Carr-Helfrich instability 
where the threshold must diverge for zero 
anisotropy of conductivity (see next sec- 
tion). Up to now, all attempts to use this 
model to interpret experimental data at high 
frequencies have failed. Of course, in this 
frequency range, at relatively high thresh- 
old fields the director of a nematic has a 
short relaxation time and oscillates with the 
field frequency, as predicted by the Carr- 
Helfrich-Orsay approach, but this effect is 
irrelevant to the onset of instability. 

9.4.1.3 Anisotropic Modes 

We now explicitly include in the discussion 
the anisotropy of the electrical conductivity 
0, of a liquid crystal. This anisotropy itself 
turns out to be a reason for electrohydrody- 
namic destabilization. First, we discuss the 
Carr-Helfrich mode of the instability [236, 
2371, which arises in a homogeneously 
oriented liquid crystal layer in a sandwich 
cell between transparent electrodes. 

Carr-Helfrich Mode 

When a low frequency ac electric field 
(09 l/ze) is applied to homogeneously 
oriented, fairly conductive nematics, a very 
regular vortex motion (normal rolls) is of- 
ten observed, which is accompanied by a 
strip domain optical pattern (Kapustin- 
Williams domains) [238, 2391 (Fig. 31 b). 
The reason for this instability is the space 
charge accumulated in the bulk due to the 
anisotropy of conductivity. It appears in thin 
cells (d=10-100 pm) and has a well-de- 
fined voltage threshold that is independent 
of the thickness. The threshold can be eas- 
ily calculated for the simplest steady-state, 
one-dimensional model shown in Fig. 32. 
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Figure 32. Carr-Helfrich EHD in- 
stability in nematic liquid crystals: 
(a) onset of the instability; (b) vor- 
tex motion of a liquid crystal and the 
pattern of black and white stripes in 
the screen plane. 
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The simplest model. The physical mech- 
anism of the instability could be described 
as follows [236]. A homogeneously orient- 
ed nematic liquid crystal is stabilized by the 
elastic torque (due to surface anchoring). 
The dielectric torque is considered to be 
negligible (&,=O). Now, let us imagine a 
small incident director fluctuation with a 

(O,=O) of the director distribution (Fig. 
32a). The x component of the current is 

Jx = oII Ex + AG 

where the new component of the electric 
field E, is related to the space charge distri- 
bution Q(x) and the director angle e(x) by 
Maxwell's relationships (divD=O, divJ=O): 

(113) 

period wx of the order of cell thickness d: 
-- 3 4  - - ~ _ _ _ _  41t.Qcx) 
ax & (1 12) 

1t.X e(x) = em cos ~ 

WX and 
With the field applied, this fluctuation re- 
sults in a slight deviation of the electric 
current lines in the x direction proportional 
to the anisotropy of conductivity o,= oll - 
o,> 0, and, in turn, in an accumulation of 
the space charge around extremum points 

(1 15) 
JJX - a& ae - - 011 ~ + A o E  ~ = 0 ax ax & 

Substituting 8 fromEq. (1 12) into Eqs (1 14) 
and (1 15) we have for the space charge dis- 
tribution: 
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At a certain critical voltage the destabiliz- 
ing viscous torque M,, which comes from 
the interaction of the space charge with an 
external field, becomes sufficiently large 
and is not compensated for by the stabiliz- 
ing elastic Mk torque. The nematic liquid 
begins to move with a velocity u under the 
action of a pushing force proportional to 
- Q (x) E in accordance with the Navier- 
Stokes equation (Eq. (91)) (written for the 
steady state regime): 

where 77 = (i) (a4 + a, - q) is a combination 
of Leslie’s viscosity coefficients a,. 

The velocity v, in turn, supports the di- 
rector fluctuation O(x), in accordance with 
the torque balance equation: 

Combining Eqs (1 16)-( 1 18) we derive the 
following formula for the threshold voltage: 

above which a periodic pattern of vortices 
forms with a period wx=d along the x axis. 
The whole process is governed by the an- 
isotropy of conductivity. The threshold is di- 
verged when 0, vanishes (e.g. in the case of 
nematics with short-range smectic order). 
The threshold is proportional to the ratio 
q / q  of the two viscosities which, roughly 
speaking, are proportional to each other. 
Thus the threshold seems to be independent 
of viscosity and the instability may be eas- 
ily observed in very viscous materials (e.g. 
polymer liquid crystals). The reason for this 

is the compensation for two effects: (a) in 
very viscous media the velocity of vortex 
motion is lower (77 coefficient); and (b) the 
coupling between the flow and the director 
(q coefficient) is much stronger. A more 
precise expression for the threshold voltage, 
derived by Helfrich [236], includes also a 
nonvanishing value of the dielectric aniso- 
tropy. All the dependences predicted by the 
simplest theory have been confirmed qual- 
itatively by experiment [8, 91. In order to 
interpret the experimental data more pre- 
cisely, some additional approaches have 
been developed. 

Generalization of the Simplest Model. In 
the one-dimensional case, the diameter of 
the vortex is assumed to be equal to the cell 
thickness. In a more precise two-dimen- 
sional approach [240-2421 this assumption 
is not used and the stability of the systems 
is studied using the variation of the wave- 
vector qx= nlw, along thex axis. The thresh- 
old voltage found is in excellent agreement 
with experiment [243]. Later, a three-di- 
mensional version of the theory [244], 
which allows for the arbitrary anchoring 
energy, explained more complex domain 
patterns, such as oblique rolls [245-2471. 
Such rolls are seen for materials having 
a small negative dielectric anisotropy and 
large 0,. If the flexoelectric term is includ- 
ed in the field interaction energy [248-2501 
the symmetry of the problem is changed; 
this may also account for two-dimensional 
vortex patterns (e.g. oblique rolls). A recent 
review [25 11 contains many interesting 
details concerning this problem. 

In order to discuss the behavior of the in- 
stability threshold as a function of the ap- 
plied field frequency, the time dependent 
terms yl (aOlat) and aQlat must be added to 
the equations for the director and charge 
continuity. Estimates show that the inertial 
term for the velocity aulat  in the Navier- 
Stokes equation may be disregarded even in 
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the transient regime (except when discuss- 
ing the inertial mode in strongly conducting 
nematics; see below). Thus we have a set of 
two coupled linear equations for the space 
charge Q ( x )  and the curvature ty=aO/ax 
[225, 2521: 

and 

This pair of equations has the same form as 
the set (Eqs (96) and (1 02)) for the injection 
instability. However, the fluid velocity is not 
included in the new set explicitly, and the 
destabilization is due to the coupling terms 
Q E / q  and o,, Y E ,  where oeff is an effec- 
tive constant including the anisotropy of 
conductivity that is responsible for the in- 
stability. The field-dependent time constant 
for the reaction of the director to the field 
was discussed earlier (Eqs ( 3 3 )  and (62)). 
Near the threshold zr%- ze. 

The solution of set (Eqs (120) and (121)) 
represents a threshold voltage that is inde- 
pendent of frequency in the range w e  l/ze 
(conductance regime) and increases criti- 
cally when w -+ w,- l/ze. Such a depen- 
dence is shown qualitatively in Fig. 28. 

For frequencies above w, another regime 
is predicted by the same theory where the 
director driven by flow is oscillating clock- 
wise and anticlockwise in the ac field. The 
threshold for this ‘dielectric regime’ should 
also diverge with o,+O. In experiments, 
however, the modes observed at o > w ,  
survive even at zero conductive anisotropy. 
Evidently, these instabilities (electrolytic 
and inertia modes) have a lower threshold 
than that predicted for the dielectric regime 
of the Carr-Helfrich mode. 

If a substance has a small positive E,, the 
homeotropically oriented samples are stable 

against pure dielectric perturbation; how- 
ever, the convection may be observed due 
to EHD destabilization. The vortices have a 
short period and result in an optical pattern 
in the form of a short pitFh grid. The period 
of the pattern is ( $ / a 3 ) T  times less than d 
(10 times in typical nematics) [ l ,  8,9,251]. 
For higher E, the direct transition to the 
chaotic state may be observed [253]. 

Behavior Above the Threshold. At volt- 
ages higher than the threshold of the 
Carr-Helfrich instability, the normal rolls 
transform in more complex hydrodynamic 
patterns. One can distinguish zig-zag and 
fluctuating domain patterns which, in turn, 
are substituted by the turbulent motion of a 
liquid crystal accompanied by a strong 
(dynamic) light scattering. The correspond- 
ing ‘stability diagram’ [226] is shown in 
Fig. 33 (see the discussion of the dielectric 
regime above). To calculate the wavevec- 
tors and amplitude of the distortions, a 
set of nonlinear equations must be solved. 
More generally, the problem of describing 
the transition from a regular electrohydro- 
dynamic vortex motion to turbulence is a 
part of the classical problem, concerning the 
transition from laminar to turbulent flow of 
a liquid. Some progress has been achieved 

f z  f c  
frequency f 

Figure 33. Voltage versus frequency phase diagram 
for electrohydrodynamic (convection) instabilities in 
the low frequency regime [226]. 
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recently in understanding the nonlinear 
behavior of nematics in terms of bifurcation, 
phase transition, and dynamic chaos theo- 
ries (for reviews see [226, 251, 2541. 

In the splay Frederiks transition geome- 
try (homogeneous orientation, large dielec- 
tric anisotropy E,+O) an interesting tran- 
sient pattern in the form of domain stripes 
oriented parallel to the initial director has 
been observed [92]. The periodic pattern 
arises because the response of a liquid crys- 
tal placed suddenly far from equilibrium is 
faster to a spatially periodic director distri- 
bution than to a homogeneous orientation. 
The nonlinear theory of the transient pat- 
terns takes into account both the dielectric 
and the conductivity anisotropies [255,256]. 

Dynamic Scattering of Light. As is 
known from the general theory of dissipa- 
tive dynamic systems, after a finite number 
of bifurcations a system reaches dynamic 
chaos. This scenario is also observed in 
the case of EHD convective motion. With 
increasing voltage the velocity of the vor- 
tices increases rapidly and the periodic flow 
of the liquid transforms to turbulence. Tur- 
bulent motion in nematic liquid crystals 
results in a nonuniform distribution of the 
director accompanied by dynamic scatter- 
ing of light [257, 2581. As the field is 
increased further, dynamic texturing or sec- 
ondary dynamic light scattering is observed. 
This is related to the appearance of discli- 
nation loops or/and walls separating regions 
with different orientations of the director. 

The light dynamic scattering effect was 
initially proposed for use in the manufacture 
of field-controllable shutters and displays, 
and was the starting point of modern stud- 
ies of liquid crystals [259, 2601. 

Inertial Mode 

This anisotropic mode is observed at rather 
high frequencies ( 103-106 Hz) in the case of 

highly conductive homogeneously oriented 
nematics with &,<O. It appears in the form 
of long, periodic vortices of a liquid in the 
plane of a cell perpendicular to the initial di- 
rector (Fig. 34). Such a flow results in an 
optical pattern of wide domains [261]. The 
threshold voltage of the instability diverges 
for vanishing conductivity anisotropy and 
also increases with decreasing mean con- 
ductivity, being proportional to o-f. 

The physical mechanism of the instabil- 
ity involves the inertial term &/at for the 
fluid velocity (for this reason the mode is 
called ‘inertial’). As already mentioned, 
when constructing a theory for the Carr- 
Helfrich instability, the inertia term 
p(dv,/dt) in the Navier-Stokes equation 
was disregarded and two modes were pre- 
dicted theoretically for different frequency 
ranges (the conductance and the dielectric 
regimes). Inclusion of the inertial term 
[262] led to the prediction of another high- 
frequency mode involving steady-state mo- 
tion of the liquid and a stationary distribu- 
tion of the director (as in Kapustin-Wil- 
liams domains). In this case the space charge 
oscillates in counterphase with the external 
field. The approximate expression for the 

/ n 

electrode 

Figure 34. Convective motion of a strongly conduc- 
tive nematic liquid crystal characteristic of the iner- 
tial mode. 
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threshold voltage of the inertial mode is 

where E, K, and o are average values of 
the dielectric, elastic, and conductivity con- 
stants. This expression agrees with most 
experimental observations. 

The investigations of wide domains have 
identified the cause of the chevron (herring- 
bone) structures. They result from interfer- 
ence between two modes with neighboring 
thresholds: the linear pre-chevron domains 
(deformation in the xz plane) and the wide 
domains (deformation in thexy plane). It has 
also been shown that such a herringbone 
structure can result from interference be- 
tween the wide domains and the Kapustin- 
Williams domains (Fig. 3 1 d). 

9.4.2 Cholesterics and Smectics 

9.4.2.1 Cholesterics 

The EHD behavior of cholesteric liquid 
crystals is very similar to that of nematics. 
When the anisotropy of the electrical con- 
ductivity is positive (o,>O), the planar tex- 
ture of a cholesteric liquid crystal in a field 
parallel to the helical axis is unstable for 
any sign of E, [263, 2641. The instability is 
caused by the torque induced by the electri- 
cal conductivity acting against the elastic 
torque of the cholesteric and, although the 
cause is different from the purely dielectric 
case (see Sec. 9.3.2.2 of this Chapter), the 
result obtained is the same; that is, the ap- 
pearance of a two-dimensional periodic pat- 
tern for the distribution of the director. 

Investigation of the EHD instability 
(&,<O) in a planar Grandjean texture 12651 
shows that the directions of the domains 
alternate with a transition from one Grand- 
jean zone to another, while the domains 

always form perpendicular to the director of 
a cholesteric in the middle of a layer. With 
increasing thickness, one-dimensional de- 
formations transform to a two-dimensional 
grid (Fig. 31 c). 

The theory for the threshold of the in- 
stability in cells with thicknesses consider- 
ably exceeding the equilibrium pitch 
(d%Po) has been considered by analogy 
with the case of dielectric instability 1121, 
2661, but with allowance being made for the 
additional, destabilizing term in the free en- 
ergy which is caused by the space charge. 
The frequency dependence of the threshold 
field for E, < 0 has been shown to be similar 
to that calculated for nematics. For a chol- 
esteric liquid crystal with E,> 0 the presence 
of electrical conductivity is revealed by a 
lowering of the threshold of the instability 
at low frequencies. 

For voltages above the threshold, as in ne- 
matics the regular pattern of periodic defor- 
mations changes to a turbulent motion of the 
liquid and dynamic scattering of light. How- 
ever, in contrast to nematics, the cholester- 
ic cell remains rather turbid even after re- 
moval of the voltage (dynamic scattering 
storage mode [267]). The residual turbidity 
of the cell is accounted for by the scattering 
of light by the focal-conic texture obtained 
through the influence of the flow 12681. The 
residual scattering texture can be erased by 
a high-frequency field, using a purely di- 
electric transition from the focal-conic to 
the planar texture. 

If the cell walls are treated to produce a 
homeotropic orientation, in a cholesteric 
liquid crystal with E,< 0 for a particular re- 
lationship between the thickness and the 
helical pitch (1 < Po/d< 2), a new texture 
(bubble domains [269]) appears under the 
influence of the electric field. In its initial 
state the liquid crystal has a homeotropic ne- 
matic structure, since the helix is untwisted 
by the walls. The application of a low- 
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frequency field induces an electrohydrody- 
namic instability. After the removal of the 
field a new stable texture appears in the form 
of cholesteric 'bubbles' dispersed through 
the homeotropic nematic phase. Thus a 
memory is created, while erasure of the 
information can be achieved either by ap- 
plying a high-frequency field or by mechan- 
ical displacement of glass plates. 

At frequencies higher than the critical one 
o%- oc =4 n ol& defined by inverse time ze 
(Eq. (loo)), a characteristic dependence 
E c r i t ~  of is observed for the threshold field 
of the convective distortion. This EHD in- 
stability has been shown [270] to be the 
same electrolytic mode as the one discussed 
above for nematic liquid crystals. 

EHD instabilities have also been ob- 
served in blue phases of cholesterics [271]; 
the threshold voltage increases with fre- 
quency [272]. 

9.4.2.2 Smectics A 

Anisotropic Modes 

Theoretically, the Helfrich approach to an- 
isotropic EHD instabilities in nematics may 
be applied to the smectic A phase, using its 
specific viscoelastic properties and the sign 
of the conductivity anisotropy. It makes 
sense to consider only the onset of a splay 
deformation in a homeotropic structure for 
smectic A, since K,,  + 03. This approach is 
developed in Geurst and Goossens [273]. 
For the field directed along the normal to the 
smectic layers, the threshold field of an in- 
stability is given by 

Ecrit 

where z,= &,I4 nol, 2, = &,I4 n(-~,) ,  0, = 
o,,-ol, and qx is the wavevector of the in- 
stability in the direction perpendicular to the 

field. If it is assumed that the half-period of 
the instability equals the thickness of the 
cell, as was assumed in the Helfrich one- 
dimensional model for nematics, q,=nld, 
then Eq. (123) is analogous to Eq. (1 19), but 
with the condition that the viscosity coeffi- 
cient q diverges in the smectic A phase so 
that the term including the ratio of the vis- 
cosities in the expression for the threshold 
field vanishes. In addition, the anisotropy of 
the electrical conductivity is negative in 
smectic A phases. 

No quantitative experimental data on 
EHD instability in the smectic A phase are 
available. EHD processes are often ob- 
served in the form of the motion of a liquid, 
which may be detected using solid foreign 
particles mixed with a liquid crystal [274, 
2751. In a weak field, such a motion cannot 
destabilize the director and the initial orien- 
tation (e.g. homeotropic) is stable. It is pos- 
sible to observe the optical patterns induced 
by EHD processes in strongly conducting 
samples of smectic A phases [276-2781. 
An EHD instability is observed in homeo- 
tropically oriented samples of material with 
&,>O and o,<O and, in general, the situa- 
tion corresponds to the model by Guerst and 
Goossens [273]. After switching the low- 
frequency field off, the optical pattern is 
maintained for a long period, but it can be 
erased by the application of a high-fre- 
quency field, which reorients the director 
via the dielectric torque (the controllable 
memory effect). 

Isotropic Modes 

In the pretransition temperature region 
above the smectic A-nematic phase transi- 
tion, where the nematic phase has a certain 
degree of the short-range smectic A order, 
it is easy to detect both the motion of a liq- 
uid and the formation of domain patterns. 
The latter show marked differences from the 



528 9 Behavior of Liquid Crystals in Electric and Magnetic Fields 

domain patterns seen in pure nematic phas- 
es. For instance, in the temperature region 
where the ratio of the electrical conductiv- 
ity ol,/ol becomes less than 1, Kapustin- 
Williams domains are not observed with an 
initial planar orientation. Instead, different 
domains are formed at low frequencies 
(oc 0,) of the applied field. They are ar- 
ranged parallel to the initial orientation of 
the director and have a well-defined field 
strength threshold, U c r i t ~  d [275]. The 
threshold voltage for the Carr-Helfrich in- 
stability diverges at the temperature corre- 
sponding to the condition ol,/ol= 1. The 
disappearance of the Kapustin-Williams 
domains allows a new EHD mode to be seen 
(longitudinal domain mode). For the ap- 
pearance of this new mode the sign of o, is 
irrelevant. Without doubt, the high-fre- 
quency EHD mode is caused by the isotrop- 
ic mechanism of destabilization, since for 
oll/o,< 1 the Carr-Helfrich model does not 
hold. Analysis shows [275] that the longi- 
tudinal domain mode is caused by the iso- 
tropic mechanism (electrolytic mode; as 
discussed above for nematics). 

Planar oriented smectic A layers (0, < 0, 
&,cO) also show domain instability that is 
EHD in nature [279]. This is probably 
caused by a destabilization of thin layers ad- 
jacent to the electrodes (the same isotropic 
mechanism). However, in this case, the con- 
ductivity anisotropy can influence the visu- 
al appearance of the effect. 

9.4.2.3 Smectics C 

In general, it can be anticipated that the EHD 
processes will result in a change in the di- 
rector orientation in the smectic C phase, 
even when there is no change in the arrange- 
ment of the smectic layers, since the direc- 
tor has an extra degree of freedom - the pos- 
sibility of rotation around the normal to the 
layers. In fact, the EHD instability is ob- 

served only in smectic C phases with a large 
tilt angle almost independent of temperature 
(C, phase). In C2 smectics with a small, 
temperature-dependent tilt the Frederiks 
transition is usually observed (discussed in 
Section 9.3.3.1 of this Chapter). The reason 
for this seems to be different textures formed 
by the two phases [280]. 

The theory of the Carr-Helfrich instabil- 
ity in the smectic C phase has been arrived 
at [280] by analogy with the one presented 
above for nematic liquid crystals, but mak- 
ing allowance for the biaxiality of the 
former. The same set of equations for the 
director curvature and space charge (Eqs 
(120) and (121)) are valid for the C phase; 
however, material constants such as elastic 
moduli, viscosity coefficients, relaxation 
times for the director z,, and the space 
charge re and conductivity anisotropy oeff 
are more complicated. The frequency- 
dependent threshold voltage for the instabil- 
ity has been calculated for a wide range of 
dielectric anisotropy and the crossover of 
the Frederiks transition and EHD instability 
has been studied in detail. In particular, in 
the low-frequency range, both the ascend- 
ing and descending types of threshold be- 
havior with increasing frequency have been 
predicted. 

EHD instabilities in the smectic C phase 
have been repeatedly observed experimen- 
tally. The formation of domains in a smec- 
tic C phase under the influence of an elec- 
tric voltage was first observed in [281], then 
it has been studied in detail [281-2831. The 
results of these studies can be summarized 
as follows. At low frequencies, w<o,, 
where the critical frequency o, is now de- 
fined taking into account the biaxiality of 
the smectic C phase, an EHD instability is 
observed (when o,>O) with a threshold 
voltage that is independent of the cell thick- 
ness (so-called ‘initial domains’). In a cer- 
tain sense, this instability is similar to the 
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Carr-Helfrich one in nematics and may be 
studied quantitatively theoretically [280]. 
At high frequencies, an instability is ob- 
served with a characteristic frequency 
dependence of the threshold field E 0~ of 
that is independent of the layer thickness 
(fundamental domains). This has been re- 
garded as an analog of the dielectric regime 
[282], but it can also be interpreted as the 
electrolytic mode [283] with some specific 
features. In some special cases a new do- 
main mode is observed [284], which has 
been referred to the inertial (anisotropic) 
mode (discussed in Section 9.4.1.3 of this 
Chapter). 

9.5 Conclusion 

In conclusion, electric field effects in liquid 
crystals is a well-developed branch of con- 
densed matter physics. The field behavior 
of nematic liquid crystals in the bulk is well 
understood. To a certain extent the same is 
true for the cholesteric mesophase, although 
the discovery of bistability phenomena and 
field effects in blue phases opened up new 
fundamental problems to be solved. Ferro- 
electric and antiferroelectric mesophases in 
chiral compounds are a subject of current 
study. The other ferroelectric substances, 
such as discotic and lyotropic chiral systems 
and some achiral (like polyphilic) meso- 
genes, should attract more attention in the 
near future*. The same is true for a variety 
of polymer ferroelectric substances, includ- 
ing elastomers. 

Until now, all the magnetic field effects 
have been found to have electric field coun- 

~~ 

* In fact, two new representatives of polar achiral 
systems have been discovered quite recently: antifer- 
roelectric polymer-monomer mixtures [286] and fer- 
roelectric biaxial smectic A phases composed of ba- 
nana-like molecules [287]. 

terparts. However, the inverse is not true, 
because liquid crystals possess strong di- 
electric (not magnetic) anisotropy and finite 
spontaneous polarization (but no spontane- 
ous magnetization has been found in liquid 
crystals). Besides, a steady-state magnetic 
field cannot induce hydrodynamic and oth- 
er dissipative processes. To a certain extent 
the situation may change in the near future, 
as mesophase have recently been synthe- 
sized that have extremely high magnetic 
susceptibilities 128.51. The discovery of fer- 
romagnetic mesophases cannot be excluded 
either. 
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10 Surface Alignment 
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10.1 Introduction 

The phenomenon of orientation of liquid 
crystals by surfaces has been known nearly 
as long as have liquid crystals themselves 
[ 11. The phenomenon has mainly been stud- 
ied in low-molecular-weight nematic liquid 
crystals, both because of the simplicity of 
their structure and because of the use of this 
type of liquid crystal in displays. Most of 
the present chapter is therefore be dedicat- 
ed to this type of liquid crystal. 

When a nematic liquid crystal is placed 
in contact with another phase (solid or liq- 
uid), a surface bounding the liquid crystal is 
created. The presence of this surface induc- 
es a perturbation of the nematic order close 
to it (Fig. la). The anisotropic interactions 
between the molecules located right at the 
surface - in the surface layer - and the oth- 
er phase favors certain orientations of the 
surface molecules. This leads to an orienta- 
tional distribution of the liquid crystal mole- 
cules in the surface layer that is generally 
different from the bulk nematic order. The 
orientational order evolves from the one in- 
duced by the surface to the one in the bulk 
in an interfacial region of thickness ti, 
which is of the order of the nematic coher- 
ence length. Just outside the interfacial re- 

gion, the nematic director has a preferred or- 
ientation a.  This macroscopic orientation of 
a liquid crystal by a surface is called anchor- 
ing. 

The macroscopic anchoring of low-mo- 
lecular-weight nematic liquid crystals is dis- 

I interfacial region I 

m liquid crystal 

f 

anchoring direction 

microscopic anchoring 
condition 

anchoring direction 

Figure 1. Schematic drawing of a liquid crystal in 
contact with a substrate: (a) taking into account the 
presence of the surface layer and interfacial region; 
(b) according to the macroscopic approach. The ar- 
rows indicate the director field in the bulk, represent- 
ed here in a distorted configuration. 

0 
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cussed in Section 10.2 and the microscopic 
aspects behind it in Section 10.3. The case 
of other liquid crystals is considered in Sec- 
tion 10.4. For more detailed reviews on the 
surface effects in liquid crystals see, for ex- 
ample, Sluckin and Poniewierski [2], Sonin 
[3], and JCrBme [4]. 

10.2 Macroscopic 
Alignment of Nematic 
Liquid Crystals 

Until quite recently, anchoring has been de- 
scribed ignoring the existence of the surface 
layer and interfacial region, assuming that 
the bulk structure extends right up to the sur- 
face (Fig. lb). The configuration of the liq- 
uid crystal is then described at each point by 
the director. At the surface, this director has 
a preferred orientation, which is the boun- 

tained for orientations of the director aa, 
which are the anchoring directions of the 
liquid crystal at the surface. The set of pos- 
sible anchoring directions {a,} characteriz- 
es the anchoring induced by an interface. 
This anchoring can be monostable, multi- 
stable, or degenerate, depending on wheth- 
er the number of elements in the set {a,} is 
one, a finite number greater than one, or in- 
finite. It can also be planar, tilted or homeo- 
tropic, depending on whether the anchoring 
directions are parallel, tilted or perpendicu- 
lar to the plane of the interface (Fig. 2). 

In the macroscopic approach, which ig- 
nores the detailed structure of this interface, 
the expression of the interfacial energy "/s 
has to be found following thermodynamic 
and symmetry considerations. "/s is a period- 
ic function of the azimuthal angle p and the 
tilt angle 8 (with respect to the surface nor- 
mal) defining the orientation of the director 
at the surface. "/s can thus be developed in a 
Fourier series [2, 101: 

(1) dary condition for the field of the director 
in the rest of the liquid crystal. This macro- 
scopic description works well when the di- 
rector at the surface is not driven too far 
from its preferred orientation (by another 
orienting force) and when the origin of this 
preferred orientation is irrelevant for the 
problem under consideration. 

rs(e,p) = C A ~ ~  y(e,p) 
where r;"<e,@ are spherical harmonics and 
A,, are coefficients which are non-zero on- 
lY if the CorresPonding Krn is compatible 
with the symmetry of the nematic phase 
(even 1 )  and that of the surface- 

10.2.1 Definitions 

Both discussing anchoring in more details, 
it is necessary to define a terminology to de- 
scribe it (for a more detailed lexicon, see 
J6rBme [4]). 

The main concept is the anchoring in- 
duced by an interface. The energy of this 
interface - also called the anchoring energy 
- depends, among other things, on the or- 
ientation of the director at the surface. This 
energy has a certain number of minima ob- 

/"/ /pT 
Figure 2. Some experimentally observed anchor- 
ings: (a) monostable planar (on grooved surfaces 
[ 5 ] ) ;  (b) degenerate tilted, also called conical (at the 
nematichsotropic interface [6,  71); (c) homeotropic 
(on surfactant-coated glass [S]); (d) tristable planar 
(on phlogopite mica [9]). 
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The term ‘surface’ means here the surface 
of the other phase in contact with the nemat- 
ic liquid crystal. The symmetry of this sur- 
face (and of x )  is independent of the orien- 
tation taken by the nematic phase at the sur- 
face. In contrast, the symmetry of the inter- 
face depends on this orientation: it is the 
subgroup of the surface symmetry group 
containing the symmetry elements which 
leave invariant the anchoring direction ef- 
fectively taken by the liquid crystal. If the 
other phase is a solid or liquid substrate, the 
surface is simply the surface of this sub- 
strate. In the case when the other phase is 
the gas or isotropic phase, the ‘surface’ is 
not a physical entity. However, one can still, 
in principle, distinguish this isotropic sur- 
face (C,  symmetry) from the interface with 
the nematic phase, the symmetry of which 
is C,, C2v, and C1, for homeotropic, planar, 
and tilted anchoring, respectively. 

The interfaces at which anchoring has 
been mostly studied are those with crystal 
surfaces and treated-glass substrates. Glass 
treatments can be mechanical (rubbing) or 
chemical (deposition of a layer of surfac- 
tant, polymer, inorganic substance, etc.) or 
a combination of the two (for a review see 
Cognard [S]). The most commonly obtained 
anchorings are homeotropic, degenerate, 
and monostable planar (Fig. 2). Monostable 
tilted anchorings are less frequent, and mul- 
tistable anchorings are seldom obtained. 

The occurrence of multistable or degen- 
erate anchorings raises the issue of the se- 
lection of anchoring directions; indeed, at 
each point of the surface, the director can 
take only one of the possible anchoring di- 
rections characterizing such anchorings. 
Generally speaking, the selection is made by 
the history of the sample, for instance cool- 
ing from the isotropic phase under a mag- 
netic field [ 1 1,121 or spreading [ 131. In gen- 
eral, once the selection has been made, the 
anchoring direction is preserved by the sur- 

face, even in the case of degenerate anchor- 
ings [ 11,141. This appears to come from the 
adsorption of the surface molecules onto the 
substrate [12]. Switching between the an- 
choring directions of a multistable anchor- 
ing is, however, possible [15, 161. 

10.2.2 Anchoring Directions 

By minimizing the interfacial energy ys, one 
can find the anchoring diagram giving the 
different anchorings induced by a surface 
depending on the values of the coefficients 
A,, appearing in Eq. ( 1 )  (Fig. 3). These di- 
agrams give a general description of anchor- 
ing, independent of the nature of the system. 
However, the limitation of this macroscop- 
ic approach lies in the fact that it is, in gen- 
eral, not possible to establish a relationship 
between the coefficients A,, and the param- 
eters governing the structure of the inter- 
face. 

Anchoring diagrams show the different 
ways in which anchoring can change when 
some parameters are varied. These anchor- 
ing transitions follow the same symmetry 
rules as phase transitions: transitions which 
do not involve a change of symmetry of the 
interface must be first order, while when a 
symmetry change is involved the transition 
can be first or second order [ 101. Anchoring 
transitions also appear the same way as 
phase transitions: nucleation and growth of 
domains having a new orientation for first- 
order transitions [ 191, and director fluctua- 
tions for second-order transitions [ 181. 
These fluctuations correspond to a diver- 
gence of the susceptibility of the system for 
a force driving the director away from the 
anchoring directions: indeed, the anchoring 
strength (see Section 10.2.3) does go to ze- 
ro at second-order anchoring transitions 
[20-221. One characteristic of anchoring 
transitions is that this susceptibility can be 
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Figure 3. Anchoring diagram corresponding to a surface with C , ,  symmetry (with mirror plane 0) inducing pla- 
nar anchorings: ~/s(q)=a, cos(2q)+a4 cos(4q)+a6 cos(6q) [17, 181. is normalized by the condition 
a;+ai+ag= 1 ,  so that the anchoring diagram can be represented on a sphere. At each point on the sphere, the 
color indicates the predicted anchoring direction. The code is given by the background, the surface of which cor- 
responds to the substrate surface. (-) First-order transition; (-----) second-order transition. C,, Critical end- 
point; C,, tricritical point. 

anisotropic (i.e. the response to an applied 
force can depend on the force direction) 

There are several examples of experimen- 
tally observed anchoring transitions (see 
JCrGme [4] and Pieranski and JCrGme [lo], 
and references therein). Since anchoring 
transitions occurring at the surface of a liq- 
uid crystal cell induce a change of director 
configuration in the cell, these transitions 
can be used to switch a liquid crystal device 
between different states [24, 251. 

~231. 

10.2.3 Anchoring Energy 

The director at an interface might depart 
from the anchoring directions induced by 
this interface under the effect of another 
orienting field. The way in which this hap- 

pens is determined the dependence of ‘/s on 
the orientation of the director n at the sur- 
face. Knowledge of this dependence is nec- 
essary in order to establish the surface boun- 
dary conditions on the director field [26]. 
Several methods have been developed in or- 
der to measure experimentally some char- 
acteristics of r , (n)  [27, 281. Generally 
speaking, they consist in observing the 
change in orientation induced at a surface 
under the action of an external field. 

Thermodynamically, ‘/s can be defined by 
the equation [28]: 

wherefis the total free energy of the system 
per unit area& is the free energy in absence 
of surface and deformation in the bulk,f, is 
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the elastic energy density due to deforma- 
tions of the director field n ( z ) ,  and zd is the 
position of the surface above which the ne- 
matic phase is considered to have bulk-like 
behavior. From this definition, it is clear that 
when the director field is not uniform, which 
is always the case in anchoring energy mea- 
surements, depends on Zd. Unfortunately, 
the value of zd depends both on the tech- 
nique used to measure the anchoring ener- 
gy and on the structure of the interfacial re- 
gion [28]. Therefore, the results of the an- 
choring energy measurements interpreted 
using this approach (as has generally been 
done until now) are not comparable with 
each other. 

The dependence of the interfacial energy 
'/s with the surface director was first consid- 
ered by Rapini and Papoular [29] who as- 
sumed that the dependence of '/s on the tilt 
angle 6 was proportional to sin2(6-es) 
where 6, is the tilt of the anchoring direc- 
tion. The coefficient of proportionality 
measures the ease with which the surface di- 
rector can deviate from the anchoring direc- 
tion and is called the anchoring strength or 
anchoring energy coefficient. Generally 
speaking, one defines two anchoring 
strengths, the polar and the azimuthal one, 
corresponding to deviations from the an- 
choring direction (6,,qS) at constant azi- 
muthal angle v, and tilt angle 6, respective- 
ly: 

All measurements of anchoring strengths 
give values of W, ranging between and 
lop3 J mP2 ( 10P5-l erg cm-2) and values of 
Wa one or two orders of magnitude smaller. 
This inequality might be intrinsic to the an- 
choring mechanisms, as predicted by some 

theoretical calculations of "/s (6,q) [30-321. 
It might also come from the order-parame- 
ter gradient existing at the interface, giving 
rise to an order-electric polarization [33] 
and to a contribution to [34]: owing to 
symmetry considerations, this contribution 
is zero for W, while it is finite for W,. It has 
also been suggested that the upper limit of 
the measured anchoring strengths could be 
due to the fact that, for strong anchorings, 
the interfacial region would prefer to melt 
instead of undergoing too strong a distortion 
W I .  

The anchoring strengths (Eq. (3)) are use- 
ful only when the director remains close to 
the anchoring directions. For large devia- 
tions of the surface director, the whole de- 
pendence of x should be known. With few 
exceptions [23], measurements of '/s are per- 
formed assuming that the 0 and v, variations 
of x are independent. Concerning the 0 de- 
pendence, neither experiments [36-391 nor 
theoretical calculations [31, 401 (see also 
JCrame [4] and references therein) have 
come to an agreement on whether the ex- 
pression of '/s (6) should contain one or more 
Fourier components. Part of the discrepan- 
cies in the anchoring energy measurements 
could be due to bulk effects such as ferro- 
electricity [39] or the presence of ions [27, 
41, 421. 

In addition, in none of these studies was 
the contribution to the anchoring energy of 
the adsorption of liquid crystalline mole- 
cules onto the substrate [12] taken into ac- 
count. In fact, '/s contains two terms [4]: 

gUrf is the interfacial energy in the absence 
of adsorption; gad arises from the adsorption 
of molecules onto the substrate and has two 
opposite minima corresponding to the an- 
choring direction uad=-uad initially taken 
by the liquid crystal. The orienting field felt 
by the surface director therefore has uniax- 
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ial symmetry, regardless of the symmetry of 
pf. However, gd is not an intrinsic prop- 
erty of the surface and can be subject to 
changes, depending on the history of the 
sample [43]. 

From the above discussion, it is clear that 
the macroscopic approach is inadequate for 
describing situations in which the director 
is forced to depart from anchoring direc- 
tions. A proper description of these situa- 
tions should take into account the response 
of the interfacial region to such distortions. 
There have been some attempts to describe 
the interfacial region in a semi-macroscop- 
ic way, assuming that the nematic order is 
retained in the interfacial region but with a 
varying order parameter [22, 34, 44, 451. 
These semi-macroscopic theories define a 
surface anchoring energy giving the energy 
of the surface layer as a function of its or- 
ientational state defined by the tensorial ne- 
matic order parameter. The spatial evolution 
of this order parameter away from the sur- 
face is calculated using the Landau-de 
Gennes [46] theory under the appropriate 
conditions corresponding to the way, in 
which the orientation of the director is im- 
posed in the bulk. 

The main defect in this kind of theory is 
the assumption that the orientational order 
is nematic like in the interfacial region, 
which is generally not true (see Section 
10.3.1). Another problem is linked to the 
fact that the surface anchoring energy is un- 
known. This surface anchoring energy is 
difficult to measure directly and the result 
of any indirect measurement depends on 
how the response of the system to a disor- 
ientation is modeled. One way out is to use 
the orientational distribution of the mole- 
cules in the surface layer as a boundary con- 
dition of the nematic order [47] (see also 
Section 10.3.21. 

10.3 Microscopic Surface 
Order of Nematic Liquid 
Crystals 

10.3.1 Surface Orientational 
Order 

An experimental technique has recently been 
developed to investigate the surface orienta- 
tional order of liquid crystals: optical second- 
harmonic generation [48]. Because of its high 
sensitivity to surface polar ordering and its 
surface specificity, this method is able to 
probe the orientational distribution of polar 
monolayers of liquid crystal molecules locat- 
ed at the surface of a substrate, whether they 
are covered by a bulk liquid crystal or not. 

So far, such measurements have only 
been performed on cyanobiphenyl mole- 
cules (n-CB and n-OCB). These molecules 
exhibit polar ordering (with the cyano 
groups pointing towards the surface) on hy- 
drophilic substrates such as water, glass, and 
certain polymer films [49-511, but not on 
hydrophobic layers [52]. On the latter, the 
molecules orient with their aliphatic chains 
in contact with the substrate, and arrange 
following their natural tendency to form 
apolar 'dimers' (two molecules oriented 
head to head). In all cases where a surface 
dipolar ordering exists, it is lost after the 
first molecular layer [49]. 

The tilt of the hard core of cyanobiphe- 
nyl molecules is found to be always approx- 
imately the same, namely 70" from the sur- 
face normal, resulting from a balance 
between the dipole-dipole interaction of the 
polar heads and the steric interaction of the 
biphenyl core with the substrate [49,53]. By 
means of infrared sum-frequency genera- 
tion, it has also been shown that the aliphat- 
ic chains are relatively straight and point 
away from the surface [54]. 
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The distribution of azimuthal orientation 
strongly depends on the substrate [52, 55,  
561. On glass and surfactant- and polymer- 
coated glass this distribution is isotropic, as 
would be expected from the isotropy of 
these surfaces. When polymer films are 
rubbed by translation in one direction on a 
piece of cloth, the polymer chains at the sur- 
face of the film are oriented along the rub- 
bing direction [57, 581. The liquid-crystal 
molecules then orient preferentially along 
the polymer chains (Fig. 4a). As on crystal 
surfaces, this anisotropic orientational dis- 
tribution is the result of the direct interac- 
tion between the molecules and the sub- 
strate. Conversely, monolayers at the sur- 
face of rubbed glass, certain rubbed surfac- 
tant layers, and evaporated SiO films exhib- 
it an isotropic azimuthal distribution [5  1, 
521; despite their anisotropy, these sub- 
strates have no short-range azimuthal 
orienting action on nematic molecules. 

The azimuthal orientational distribution 
of surface liquid-crystal molecules can, in 
principle, also be obtained by imaging the 
molecules. However, sufficiently high res- 

olution can only be obtained with scanning 
tunneling microscopy, which limits the use 
of imaging techniques to special conducting 
substrates, such as cleaved pyrolytic graph- 
ite [59,60] and MoS crystals [61]. A feature 
common to all the images obtained is the 
high orientational and positional order of 
the molecules in the surface monolayer. 

The techniques described above allow for 
the determination of the orientational order 
in the surface layer. A complete description 
of the liquid crystalline ordering close to a 
surface should also include the evolution of 
the orientational order in the interfacial re- 
gion from the one at the surface to the one 
in bulk. There are, however, no experimen- 
tal techniques available to measure this ev- 
olution directly. Some experimental tech- 
niques allow one to measure some integrat- 
ed quantities over the whole interfacial re- 
gion, which depend on the evolution of the 
orientational order in this region (see e.g. 
[62-651). To obtain the order profile from 
such measurements, one needs to assume 
the general shape of this evolution and fit 
the experimental data to obtain the profile 
parameters. Knowledge of the surface or- 
ientational order can, however, guide the 
choice of model profile. 

Figure 4. The three main 
substrate classes: (a) 
smooth surfaces on which 
surface molecules have a 
definite orientational dis- 
tribution (represented: 
surface obtained on a 
rubbed polyimide film 
1521); (b) interpenetrable 
surfaces of dangling 
chains; (c) topographies 
(represented: grooved sur- 
face) with a favorable 
(left) and unfavorable di- 
rector field n. In all cases, 
a is the macroscopic an- 
choring direction. 

10.3.2 Microscopic Anchoring 
Mechanisms at Solid Substrates 

With the presently known information on 
the orientational order in surface layers and 
interfacial regions, it is possible to deduce 
some of the microscopic origins of the mac- 
roscopic anchoring of liquid crystals. One 
can distinguish three main classes of sub- 
strate, giving rise to three main classes of 
anchoring mechanism: smooth surfaces, 
interpenetrable layers, and topographies 
(Fig. 4). It should, however, be emphasized 
that the macroscopic anchoring is often due 
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to a combination of effects, some of which 
are specific to certain substrates. 

Smooth substrates include crystal and 
glass surfaces, and polymer films. The di- 
rect influence of such a substrate on the liq- 
uid crystal is limited to the molecules in the 
surface layer and is due to the short-range 
interaction of these molecules with the sub- 
strate (Fig. 4a). Once these microscopic an- 
choring conditions are known, the configu- 
ration of the rest of the liquid crystal (in par- 
ticular the orientation of the director outside 
the interfacial region) can be determined 
from the properties of the liquid crystal re- 
garding propagation of orientational order. 

The microscopic anchoring conditions 
can be modeled by the energy of the surface 
layer as a function of its orientational order. 
The evolution of the orientational order 
away from the surface is then calculated by 
minimizing the sum of this surface energy 
and of the (orientational order dependent) 
bulk energy. Since the dependence of the en- 
ergy of the surface layer on its orientation- 
a1 order is generally unknown, the orienta- 
tional distribution of the surface molecules, 
if experimentally available (see Section 
l0.3.1), can be used as a boundary condi- 
tion for the order in the rest of the liquid 
crystal [52, 551. This surface orientational 
distribution does indeed seem to be strong- 
ly enforced by the surface; it is essentially 
independent of whether this monolayer is 
covered by a bulk liquid crystal or not, and 
whether this bulk is in the nematic or iso- 
tropic phase [52]. 

This type of calculation has been per- 
formed successfully, both by using a gener- 
al form of the surface energy [22] and ex- 
perimentally determined surface orienta- 
tional distributions [66, 671, in order to ex- 
plain the anchoring directions and anchor- 
ing transitions observed on different sub- 
strates. These calculations were made with- 
in the framework of the Landau-de Gennes 

theory [46], the liquid crystalline order at 
each point in space (including the interfa- 
cial region and surface layer) being de- 
scribed by the tensorial order parameter. 
The evolution of the director and the degree 
of molecular order in the interfacial region 
is coupled. This order-parameteddirector 
coupling comes essentially from the L, term 
in the Landau-de Gennes energy; this term 
should therefore not be neglected (as is of- 
ten the case). This implies that, since the 
degree of order is generally different at the 
surface and in the bulk, the anchoring direc- 
tion is different from the mean orientation 
of the molecules at the surface [66-681. This 
also means that the degree of surface order- 
ing is a determinant factor in the tilt of the 
anchoring directions [43, 47, 551. 

The Landau-de Gennes theory is, how- 
ever, not applicable to all surfaces; in par- 
ticular it is unable to predict the azimuthal 
orientation of the anchoring directions in the 
case of multistable anchorings, which occur 
on substrates with sufficiently symmetry. 
Indeed, reducing the information on the sur- 
face orientational distribution to a nematic 
tensorial order parameter suppresses the in- 
formation on the symmetry of the surface. 
Order parameters of higher order reflecting 
the surface symmetry should then be includ- 
ed in the description of the orientational or- 
der, together with the corresponding terms 
in the energy of the system. 

A second class of substrates corresponds 
to surfaces which are smooth but on which 
molecules with a long tail (such as surfac- 
tants) are grafted, forming a layer that the 
liquid crystal can penetrate (Fig. 4b). The in- 
fluence of the substrate on the liquid crys- 
tal at a microscopic level can then be separ- 
ated into two parts: the effect of the surface 
underlying the surfactant layer and the ef- 
fect of the chains forming the layer. It seems 
that the latter always dominates; the liquid 
crystal adopts the orientation of the chains 
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in the layer, which leads to a homeotropic 
or conical anchoring depending on the or- 
ientation of the chains [54, 69, 701. 

It should be emphasized that not all sub- 
strates covered with aliphatic chains belong 
to this class of substrates. If the chains are 
closely packed, the liquid crystal molecules 
cannot penetrate the layer [54] and the sub- 
strate can be seen as a smooth surface be- 
longing to the first class described above. 

The third class of substrates corresponds 
to those having a surface of a certain topog- 
raphy (Fig. 4c). This topography is general- 
ly obtained by rubbing the surface with a 
hard material (rubbed glass or surfactant- 
coated glass) or by anisotropic vapor depo- 
sition (evaporated SiO films). Each point of 
such a surface induces a given orientation- 
a1 distribution of liquid crystal molecules. 
On all the substrates mentioned above, this 
local orientational distribution is isotropic 
[51,52]. However, since the orientation and 
the height of the surface is not uniform, the 
microscopic anchoring conditions are not 
uniform over the surface, introducing dis- 
tortions along the plane of the surface. The 
anchoring direction chosen by the liquid 
crystal is then the one that minimizes these 
distortions. For instance, grooved surfaces 
induce an anchoring direction parallel to the 
grooves. This anchoring mechanism can be 
modeled by minimizing the Franck-Oseen 
elastic free energy associated with director 
distortions [5]. 

All the anchoring mechanisms described 
above are based on the knowledge of the mi- 
croscopic anchoring conditions. However, a 
complete understanding of anchoring re- 
quires knowledge of the origins of this mi- 
croscopic anchoring, which should be found 
in the interactions between the liquid crys- 
tal molecules and the substrates. These 
interactions are basically unstudied. 

10.3.3 The Nematic/Isotropic 
and NematicNapor Interfaces 

The case of the interface with an isotropic 
or vapor phase is relatively simple in that no 
interaction with a substrate is involved. The 
molecular ordering and the orientation of 
the nematic director at these interfaces arise 
mainly from the change in density and type 
of order taking place across the interface. 

Studies of the orientational order at this 
type of interface concern exclusively ne- 
mat ichpor  interfaces. No direct measure- 
ment of this order has been performed so far, 
but indirect observations have shown that 
the order at the free surface can be higher or 
lower than in the bulk [71-731. Excess or- 
der occurs when the intermolecular interac- 
tion depends on the relative molecular po- 
sitions (i.e. when the translational and rota- 
tional degrees of freedom are coupled) [74, 
751. This coupling is also essential for an- 
choring to occur at the surface (Fig. 5) .  

Since the surface breaks the bulk inver- 
sion symmetry, it creates a polarity which, 
in principle, should give rise to polar order- 
ing near the surface. This ordering has been 
investigated in asymmetric molecules with 
a polar head. These molecules prefer to ori- 
ent with their polar heads pointing in the di- 
rection of the more polar medium. This tends 
to create a polar surface layer with all the 
heads pointing away from the surface. How- 
ever, in order to minimize the polar intermo- 
lecular interactions, the molecules tend to ar- 
range antiparallel to each other with a par- 
tial or total overlap. This effect compensates 
for any surface-induced polar ordering, 
creating either a non-polar [76] or an anti- 
ferroelectric [49, 77, 781 surface ordering. 

As far as macroscopic anchoring is con- 
cerned, it has been found experimentally 
that, at the nematichotropic interface, the 
director is tilted (in all the compounds so far 
studied, including n-CB and MBBA), with 
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anchoring 

O r i e n r i o n  

anchoring 

0 
I 
I I * C  
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Figure 5. Anchoring (top) and surface ordering (bottom) at the free surface of a nematic liquid crystal as a func- 
tion of the strength C of the coupling between translational and rotational degrees of freedom 1751. I, Homeo- 
tropic ordering; I ( u n ,  and lib,, uniaxial and biaxial ordering parallel to the surface. 

an angle 0, from the surface normal in the 
range 50-80" [6,7]. At the free surface, there 
are more differences from one liquid crys- 
tal to the other: Os=Oo in n-CB and PCHn 
[79, 801 (because the polar head of these 
molecules prefers to point away from the 
surface), 0,=9O0 in PAA [81], and 0, de- 
creases to 0" as the temperature increases in 
MBBA and EBBA [82]. 

The first attempt to account for these re- 
sults was made by de Gennes using the Lan- 
dau-de Gennes theory [46]. This theory pre- 
dicts that the tilt angle can only be 0" or 90", 
depending on the elastic properties of the 
liquid crystals. In order to account for tilt- 
ed anchorings in this framework, different 
effects can be added in the model, such as 
order electricity arising from order-param- 
eter gradients [33]. 

Another series of theoretical models is 
based on molecular interactions, either 
anisotropic hard-core interactions [40, 
83-85] or combining different kinds of 
intermolecular interactions [86, 871 (see al- 
so JCrGme [4] and references therein). The 
results depend greatly on the details of the 
models, the validity of which still needs to 
be checked. 

10.4 Orientation of 
Other Liquid Crystals 

The study of surface orientation of non-ne- 
matic liquid crystals is still incomplete. 

Here, separate sections are dedicated to 
polymer liquid crystals and lyotropic liquid 
crystals, the latter being peculiar in that they 
are inhomogeneous phases. 

10.4.1 Smectic and Chiral 
Liquid Crystals 

In smectic A phases where the smectic 
layers are perpendicular to the molecules, 
the orientation of the whole structure is, in 
principle, fixed once the orientation of the 
molecules is defined by the interface. The 
surface orientation of achiral smectic A 
phases is then the same as that of the nemat- 
ic phase [88, 891. However, since splay de- 
formations of smectic layers (director bend 
deformations) are forbidden and layer bend 
deformations (director splay deformations) 
require a lot of energy, smectic phases tend 
to adopt uniform configurations, even 
between two walls inducing two different 
orientations. In the latter case, the surface 
orientation of the smectic phase differs from 
that of the nematic phase, and depends on 
the layer configuration in the bulk [90, 911. 

In the case of tilted smectic phases (for 
instance the smectic C phase), there is a de- 
generacy in the orientation of the director 
with respect to that of the layers. If a sur- 
face inducing a degenerate planar anchor- 
ing is placed perpendicular to the layers, 
there are two possible orientations of the di- 
rector that satisfy both the surface and the 
liquid crystal structural constraints (Fig. 6). 
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Figure 6 .  Two equivalent orientational states in a 
smectic C liquid crystal between two walls inducing 
a degenerate planar anchoring. 

This surface bistability is at the basis of chi- 
ral smectic C surface stabilized ferroelectric 
liquid crystal (SSFLC) devices [92]. As 
their name indicates, these devices are made 
of thin cells in which the walls, imposing 
the orientation of the molecules at the sur- 
faces, unwind the spontaneous smectic C* 
helix and stabilize two uniform configura- 
tions of the director in the cell. Switching 
between these two states can be done by ap- 
plying an electric field. 

The preparation of such cells requires 
both that the director is oriented parallel to 
the surface and that the layers are oriented 
perpendicular to the surfaces. Because the 
walls only have an influence on the orienta- 
tion of the director, and because of the di- 
rectodlayer-normal degeneracy, the align- 
ment of the layers must be achieved in the 
smectic A* phase, before cooling the system 
in the smectic C* phase [93]. Due to the po- 
sitional anchoring of the layers at the sur- 
faces [94], the location of the layers is 
pinned at the walls. Since the layer thick- 
ness d ,  in the smectic A phase is larger than 
the thickness dc in the smectic C phase, the 
layers must tilt in the bulk by an angle 6, 
such that dc = d ,  cos 6, [95]. 

The combination of tilted orientation of 
the director at the surface (breaking the in- 
plane isotropy of the surface) and of the sur- 
face-induced up-down asymmetry [96] 
gives rise to new terms in the energy of the 
surface layer which favor splay configura- 
tions of the director [97, 981. Such config- 

urations have been observed at the free sur- 
face of achiral tilted smectic phases. The de- 
tails of the patterns obtained depend on the 
type of smectic phase considered: in a smec- 
tic C phase, the director can rotate freely on 
a cone, while in a smectic phase presenting 
a bond-orientational order (smectic I, F, or 
L) the coupling existing between this order 
and the director imposes discrete rotations 
of the director through walls [99, 1001. The 
surface pattern also depends on whether or 
not there is a mechanism imposing the sign 
of the surface-induced polarization, and 
consequently that of the director rotation 

In a chiral compound, the liquid crystal- 
line structure itself possesses a polarity 
which interacts with the surface. At the sur- 
face of a smectic C* liquid crystal, the fer- 
roelectric polarization P points preferably 
either towards or away from the surface, de- 
pending on the material [104, 1051. Con- 
versely, if the surface director of a chiral ne- 
matic liquid crystal is tilted, a polarization 
(dependent on the tilt angle) is created per- 
pendicular to the tilt plane [106]. In princi- 
ple, the presence of this polarization makes 
a contribution to the anchoring energy; this 
chiral contribution is, however, too small to 
be measured [ 1071. 

The combination of liquid crystalline chi- 
rality and surface polarization is also the or- 
igin of the so-called surface electroclinic ef- 
fect in chiral smectic A phases: if the smec- 
tic layers are oriented perpendicular to the 
surface, the surface electric field tilts the 
layer normal away from the surface molec- 
ular orientation [log-1 101 (Fig. 7). 

[loo-1031. 

Figure 7. The surface electroclinic effect rotating the 
smectic layer normal away from the surface molecu- 
lar orientation in smectic A*  liquid crystals. 
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10.4.2 Polymer Liquid Crystals 

The macroscopic orientation of polymer liq- 
uid crystals at surfaces can formally be de- 
scribed in the same way as that of low-mo- 
lecular-weight liquid crystals. However, the 
polymer character of these materials has an 
influence on the surface behavior at a mi- 
croscopic level. One can distinguish differ- 
ent aspects: loss of freedom of the mesogen- 
ic groups, change in polymer chain entropy 
due to the steric restriction near the surface, 
increase of longitudinal persistence length 
(along the director), and attractionh-epul- 
sion of the polymer chain at the surface. 

When mesogenic groups are part of a poly- 
mer chain (in main-chain polymers) or at- 
tached by one of their ends to a main chain 
(in side-group polymers), they lose the abil- 
ity to orient independently of each other. In 
particular, they might not be able to adopt the 
surface orientation which they would have 
if they were free. This effect can lead to a 
change in anchoring direction with respect 
to that of the free mesogens, as observed at 
the free surface of side-chain polymer liquid 
crystals the side-groups of which are termi- 
nated by a polar head (such as cyanobiphe- 
nyl groups) [ 11 1, 1121. As mentioned in 
Section 10.3.3, low-molecular-weight liq- 
uid crystalline compounds carrying a polar 
head orient perpendicularly to their free sur- 
face because the head prefers to point away 
from the surface. In a side-group polymer 
liquid crystal, satisfying this constraint 
would force the surface polymer molecules 
to have their main chain confined at the sur- 
face and all their side-groups pointing in the 
same direction. This is sterically impossible. 
The system solves this configurational prob- 
lem by orienting the side-groups (and the 
surface director) parallel to the surface. 

As in any polymer, the presence of a sur- 
face limits the number of configurations that 
the polymer chains are allowed to take in the 

vicinity of this surface. Since these chains 
and the mesogenic groups are mechanical- 
ly coupled, this loss of chain entropy im- 
plies a limitation of the orientations access- 
ible to the mesogenic groups. Moreover, the 
presence of a polymer chain linking the mes- 
ogenic groups increases the longitudinal 
persistence length along the director. These 
two effects can make the anchoring strength 
of polymer liquid crystals considerably 
larger than that of low-molecular-weight 
liquid crystals [ I  131. 

Finally, the polymer chain (the main chain 
in side-chain polymers or the intermesogen 
chain in main-chain polymers) interacts di- 
rectly with the surface and can be either at- 
tracted to or expelled from the surface. For 
instance, side-groups terminated by a polar 
head and attached to a chain also carrying 
polar groups orient parallel to hydrophilic 
surfaces, instead of being tilted as the corre- 
sponding low-molecular-weight liquid- 
crystal molecules (see Section 10.3.1). 

10.4.3 Lyotropic Liquid 
Crystals 

The anisotropic micelles forming lyotropic 
liquid crystals are also oriented by surfaces. 
Both prolate and oblate micelles orient par- 
allel to flat surfaces [ 114, 1151 probably due 
to hard-core interactions [ 1161. Prolate mi- 
celles can also be azimuthally oriented by 
grooved surfaces, or homeotropically orient- 
ed by two-dimensional topographies [ 1171. 

However, one peculiarity of these 
systems is that the surfactant molecules 
forming the micelles are surface active and 
generally adsorb at the surface; this leads a 
modification of the surface [ 1 151. The pres- 
ence of anisotropic defects in this adsorbed 
layer can then induce an azimuthal anchor- 
ing of the bulk micelles. The slow reorien- 
tation of these surface defects under a mag- 
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netic field induces a slow in-plane reorien- 
tation - or gliding - of the anchoring direc- 
tions [118]. 
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11 Ultrasonic Properties 

Olga A. Kapustina 

Liquid crystal acoustics is an extremely di- 
verse science insofar as the range of the 
problems that is covers is concerned. In re- 
cent years many experimental and applied 
investigations have been performed which 
have given rise to new branches of this sci- 
ence. We present here the current state of 
liquid crystal acoustics and discuss the most 
important advances in and the future poten- 
tial of the field. The classical aspects of the 
subject are outlined briefly, with reference 
to associated chapters in this book. 

11.1 Structural 
Transformation 
in Liquid Crystals 

Since the very beginning of the research on 
mesomorphism, the influence of ultrasonic 
fields has been of great importance; only the 
goals of study have changed with time. The 
early research on which the later develop- 
ments were based was done by Lehman [ I], 
Zolina [2], Zvereva and Kapustin [3], and 
Fergason [4]. Discussion about the nature of 
the phenomena observed simulated much 
work in the pioneering days [5-131. The 
various principles used to interpret the in- 

fluence of ultrasonic fields on the meso- 
phase were of exceptional theoretical im- 
portance. These included interpreting the 
effects of the field on the molecular arrange- 
ment of the liquid crystalline state on the 
basis of the Leslie-Erickson hydrodynamic 
theory or, as Kozhevnikov later demonstrat- 
ed, using models adapted from nonequilib- 
rium hydrodynamics. This variety of ap- 
proaches to the problem was a result of the 
complex nature of the phenomena. The ef- 
fect of ultrasound on the mesophase is, as a 
rule, associated mainly with the onset of 
flows induced by nonlinear phenomena. 
The flow process is characterized by an es- 
sentially stationary velocity distribution in 
the layer. Calculation and experimental de- 
termination of the flow velocity present ma- 
jor difficulties. Flow-induced disturbances 
in the molecular arrangement can be of sev- 
eral kinds; in particular, they can be both of 
the threshold or nonthreshold type and mod- 
ulated or unmodulated. Modulated distur- 
bances always show threshold behavior. 
Most of the data available at present refer to 
the nematics, the characteristic properties 
of which are manifested to certain degree in 
the smectics and in cholesterics. Ultrasonic 
field effects are covered in several reviews 
and monographes [ 13-1 91. 

0 
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11.1.1 Orientation Phenomena 
in Nematics 

All research on the changes in the macro- 
structure of nematics when in an ultrasonic 
field is done on samples 10-360 pm thick 
and using generally accepted optical meth- 
ods (see Ch. VIII of this Volume). Any 
changes are observed either as a result of the 
depolarization of light transmitted through 
the sample or because of light scattering by 
the inhomogeneous structure [20]. Such ex- 
periments have shown three kinds of layer 
structure disturbance: homogeneous, spa- 
tially periodic, and inhomogeneous. Natu- 
rally, intermediate states between these 
three extreme phenomena are possible. 

11.1.1.1 Homogeneous Distortion Stage 

This stage involves longitudinal waves 
[5, 10, 21, 341 and surface acoustic waves 
(SAWS) [9, 35-40], with wavevectors 
k = u)/c and kR = u)/cR, respectively, where c 
and cR are phase velocities and u) is the an- 
gular frequency of the wave. Typical geom- 
etries of the equipment used for experiments 
on homeotropically aligned nematics are 
shown in Fig. 1. The wavevector is parallel 
or perpendicular to the director n and makes 
an angle 8 with n. The measurement of ultra- 
sound-induced birefringence offers an ex- 
cellent tool for studying orientational phe- 
nomena and checking models. 

The characteristic properties of the effect 
that can be elucidated experimentally are [5, 
9, 10, 21-40]: 

Ultrasonic longitudinal and surface 
waves applied to a nematic sample 
change the birefringence properties of the 
fluid in the reflective and transmission 
modes when the ultrasound intensity J ex- 
ceeds a certain minimum value [9, 10,22, 
26, 271. 

I J I ’  1 

$ 
Longitudinal 

Y Shear 
Compression 

vibration 
wave 

Figure 1. Equipment geometries used for studying 
ultrasonically induced structural transformations in  
liquid crystals: (a) longitudinal waves, k (In; (b) SAW, 
k , l n ;  (c) longitudinal waves, k # n ,  &to; (d) shear 
vibrations, k , l n ;  (e) longitudinal waves, k l n ;  (f) 
shear and compression vibrations, k ,  In, k IJn. 

The conditional clearing threshold of the 
ultrasound intensity Jth for birefringence 
is dependent on the layer thickness as dP2 
[22, 25, 271. 
The frequency dependence of the thresh- 
old Jth is given by Jth=f-”2 [17, 22, 271. 
The value of the threshold can be reduced 
by ‘biasing’ the sample with an electric 
field [ 101. 
Above the threshold: the relation between 
the optical transmission m of the nemat- 
ic layer and the ultrasound intensity J is 
nonlinear [lo,  22, 25, 271; the transmis- 
sion depends on the ultrasound intensity 
as m-sin2 (const. J2 )  and shows interfer- 
ence maxima and minima between ordi- 
nary and extraordinary light rays for 
monochromatic light [21, 251; and for 
small values of the intensity m=J4  [21, 
381. 
The optical transmission properties of ne- 
matic samples depend on the acoustic 
boundary conditions (cells with fixed 
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[22] or free [21] edges) and on the molec- 
ular orientation at the boundaries (planar 
or homeotropic configurations [27]). 
The variation in the orientation of the 
molecules in the ultrasonic field is ob- 
served as a system of alternating light and 
dark bands, the width and contrast of 
which depend on the ultrasound intensity. 
The distance between the centers of the 
light bands is of the order of the ultra- 
sound wavelength [9, 12, 13, 21, 22, 27, 
29, 35, 38-40]. The band configurations 
depend on the cell structure, the acoustic 
boundary conditions and the mutual or- 
ientation of the wavevector and director; 
these clearing patterns may be distorted 
by nonuniformity of the wave field inside 
the ultrasonic beam. 

Several theories aimed at explaining the 
phenomena have been proposed, each of 
which is founded on completely different 
concepts. Sripaipan et al. [21] proposed a 
nematic layer with free ends, in which the 
interaction between the longitudinal oscil- 
lations (induced by the motion of the free 
ends of the layer in compression) and the 
traverse oscillations establishes steady flow 
of the liquid and, as a result, rotation of the 
molecules. However, these authors used in- 
correct dispersion relations and their calcu- 
lations are not consistent with observed 
layer compression patterns. Nagai and co- 
workers [26,27] hypothesized that with nor- 
mal incidence of an ultrasound beam on the 
layer the rotation of molecules is attribut- 
able to radiation fluxes. Radiation fluxes are 
the steady acoustic flows caused by radia- 
tion forces in a traveling acoustic wave, the 
only provision being that the width of the 
ultrasound beam is smaller then the dimen- 
sions of the cell. In reality, radiation fluxes 
can only occur near the boundaries of the 
beam and produce a compression effect that 
is smaller than the one that is actually ob- 

served [22,25]. Radiation fluxes are signif- 
icant when an ultrasound beam is focused 
so that it is obliquely incident on the layer 
[28]. Helfrich [33] and Chaban [34] treated 
molecular rotation as a threshold effect as- 
sociated with the fact that the equations of 
motion for nematics contain nonlinear 
stresses proportional to the angle of molec- 
ular rotation and the particle velocity. How- 
ever, the theoretical values obtained by 
these authors for the threshold ultrasound 
intensity are 2-3 orders of magnitude great- 
er than the intensities usually observed ex- 
perimentally. Dion and coworkers [41-431 
hypothesized that torques created by the 
sound absorption anisotropy are responsible 
for rotating the molecules, which tend in 
turn in such a way as to diminish the losses 
in the ultrasound wave. This effect is theo- 
retically possible, but is two or three orders 
of magnitude smaller than what is observed 
experimentally. 

Kozheynikov and coworkers [44-461 
have developed the most general theory, 
which is based on Leslie-Ericksen hydro- 
dynamics. These workers attributed the 
orientation effects to the steady inhomoge- 
neous acoustic flows that result from the 
interaction between the periodic compres- 
sion of the layer in the ultrasound field and 
the periodic motion of the liquid along the 
plates confining the layer. Unlike previous 
theories [27,33,34,41-431, Kozhevnikov’s 
model predicts the effect observed for nor- 
mal incidence of the ultrasound on the layer. 
In the case of k lilt, according to the theory 
[44, 451, two physical reasons are respon- 
sible for the periodic liquid motion that oc- 
curs in the cell: vibrations of the cell plates 
in the layer having free ends [21, 441 and 
pressure gradients near the border of the 
beam for an infinitely wide layer [45]. In all 
instances, the acoustic flow velocity com- 
ponent along the x axis, V, that initiates the 
director rotation, satisfies a well-known 



552 11 Ultrasonic Properties 

acoustics equation [47]. The equation for 
the small steady-state angle is [48] 

Information on the velocity flows, configu- 
ration, scale, velocity distribution and the 
suitable distortion profiles of the director 
field of the layer under the action of an ultra- 
sonic field for the qualitatively different sit- 
uations presented above can be found in the 
literature [44, 451. 

The distortion of the layer structure is 
usually studied by estimating the optical 
phase differences A. of the light that is po- 
larized in the plane of the sandwich-cell 
plates, or the optical transmission m of the 
layer. The latter quantity can be calculated 
from the intensity I of the light transmitted 
through the layer parallel to the z axis and 
under crossed polarizers, the initial inten- 
sity I,, and A. according to m = I/Zo sin2 A0/2 
[20]. It is useful to introduce the effective 
clearing threshold .Ith as the ultrasound in- 
tensity (or displacement amplitude) at 
whichm=0.01 [17]. Sometimes, in order to 
compare theoretical prediction with experi- 
mental results it is also possible to estimate 
the ultrasound intensity at which A,= n (i.e. 
the depth of light modulation is 100%). 
Many experimental data are presented in 
some detail and are discussed quite 
throughly by Kapustin and Kapustina [17, 
181. Kozhevnikov's theory is borne out by 
the facts. For example, according to 
Gus'kov and Kozhevnikov [45], in a cell 
with fixed ends, fh=d-2.5f-'. The experi- 
mental values of Jth obtained by Kapustina 
and Lupanov [22] and Hatakeyama and Ka- 
gawa [25] also follow this law (Fig. 2). Re- 
cent data on the qualitative behavior of Jth 
for some equipment geometries are sum- 
marized in Table 1 [44-461. 

It has recently been shown that the flow 
structure depends on both the inhomogene- 

-4 f4" 

4 

Figure 2. Effective clearing thresholds Jth for a 
10-126 pm sample of MBBA in the ultrasound fre- 
quency range: (0 )  0.4, (0) 1 ,  (A) 3.2 MHz. 

ity of the wave field in the cell and d/A, 
where Ais the length of the elastic wave (see 
in [ 181). In the ultrasound frequency range 
( d A 4  1) the efficiency of the flow genera- 
tion is high if the typical value of the wave 
inhomogeneity length xis in the vicinity of 
a. In this case J 1 O 0 % =  (4 iVx6d)JAo0%, 
where JAoo% is the value of ./loo% for the 
wave field with IC#& 6= ( p d 2  q)% is the 
wave number in a viscous wave. At hyper- 
sonic frequencies ( d A &  l),  when the sound 
absorption in nematics is sufficiently high, 
Jlo0% = (4 aiVnic6d) JhooS. In nematics the 
sound absorption coefficient a is usually 
about 20 dB cm-'. The preceding discussion 
is summarized in Table 2 using the termi- 
nology of Russian physists for the compar- 
ison of the flow efficiency [ 181. 

Information concerning the ultrasound- 
induced birefringence in homeotropic ne- 
matics when the k makes an angle with n 
(see Fig. 1 c) can be found in the literature 
[19, 28, 301. The theoretical aspects of the 
problem cannot be detailed here and the 
reader is referred to the paper by Zhukovs- 
kaya et al. [46], wherein the flow mecha- 
nism of the aligning effect of an ultrasound 
wave or beam on a sample layer is discussed. 
In this case the flow is induced by nonline- 
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Table 1. Effective clearing thresholds. 

Type of wave 8 (") Boundary Equipment Effective Remarks 
conditions geometry threshold 

Compression wave 0 

Compression wave 0 

Compression wave 0 

Compression wave 8#0 

SAW 90 

Acoustically 
rigid 

Acoustically 
soft 

Acoustically 
soft 

Acoustically 
soft 

Acoustically 
soft 

Cell of radius R 

Infinitely wide cell; 
ultrasound beam 

of radius R 

Infinitely wide cell; 
beam in the form 

of a strip 

Infinitely wide cell; 
beam of radius R 

j t h  ,d-2.5f-0.5 

- 

thick layer 

thin layer 

- 

first maximum 
second 

maximum 

two cell 
eigenmodes 

Here value of R is the radius of a ultrasonically irradiated circular zone: an ultrasonic beam of radius R is inci- 
dent on the layer of infinite width or an ultrasonic wave is incident on the layer of radius R pressed between a 
transparent plate and a thin wafer or elastic film; the value of r is a component of a cylindrical coordinate system 
(r, cp, z) with z-axis directed along the normal to the layer plane, while the boundary of the layer have the coor- 
dinates z=-cd/2; the value of &=k/2 6d is the coefficient of attenuation of longitudinal waves in the layer; the 
source of these waves in the layer is nonuniform compression near the boundaries of the ultrasonic beam or it is 
the nonuniformity of compression of the layer as a result of bending of the thin wafer or film at the edges. So 
that the value of &(R-r) describes the attenuation of longitudinal waves during propagation along the width of 
the liquid crystal layer in the radial direction both into and outside of the ultrasonically irradiated region; the 
value of 4rR is the threshold of displacement amplitude of SAW. 

Table 2. Values of ./"'% versus the frequency and 
order of the inhomogeneity of the field. 

Layer Frequency Order of 
thickness inhomogeneity, 
( P I  (Hz) K (mW an-') 

10 1 o6 h 10 
10 106 2h 20 
10 1 o9 - 

Jloo% 

1 

ar boundary forces due to the interaction 
between the longitudinal and viscous 
waves. According to this theory, the maxi- 
mum of the effect corresponds to the maxi- 
mum of the acoustic transparency of the cell, 
while the relationship between Jth and d de- 
pends on the angle of incidence of the ultra- 
sound wave or beam (see Table 1). This the- 

ory correlates with the experimental results 
reported by Hareng and coworkers [ 19,301. 

There have been unanimously verified re- 
ports of steady-state distortion of a homo- 
tropically aligned nematics in a SAW field 
[9,35-401. In this case the wave field in the 
layer is caused by the mixing of several cell 
eigenmodes that have different phase veloc- 
ities excited in the layer when a SAW prop- 
agates in one of the bounding plates. Thus 
the number of modes depends on d/A.  Ear- 
lier work concentrated more on the phenom- 
ena themselves rather than their interpreta- 
tion [9, 391. Calculated values obtained us- 
ing theories based on viscoelastic effects 
and the parametric instability [34-371 show 
considerable discrepancy with experimen- 
tal data. Miyano and Shen [38] have inves- 
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tigated flows in a nematic layer with the 
SAW propagation along the substrate (see 
Sec. 11.2 of this chapter). 

11.1.1.2 Spatially Periodic Distortion 
Stage 

Domains of different nature in homeotrop- 
ically and planar oriented layers may appear 
under the action of longitudinal or shear 
waves only above a certain threshold. The 
directions of the domains, their width, and 
the threshold value depend on the type of 
the wave, the wave frequency, and the layer 
thickness. 

Russian physists were the first to observe 
ultrasonically induced domains in non- 
oriented samples [5]. Later, Italian and 
Japanese physists investigated the appear- 
ance of domains in a homeotropic layer sub- 
jected to shear vibrations, created by the ac 
motion of one of the cell plates in its plane 
(see Fig. 1 d) [49-521. 

The domain lines always aligned perpen- 
dicular to the shear direction. A theoretical 
attempt to describe the domains [53] was 
concerned with a periodic shear strain, but 
this model does not fit what is observed ex- 
perimentally: in particular, the threshold 
values of the shear amplitude to not fit the 
experimental values in terms of magnitude, 
do not exhibit the experimentally observed 
dependence on the frequency and layer 
thickness, and fail to give the domain di- 
mensions. Kozhevnikov [54] has analyzed 
the effect on the basis of the equations of the 
hydrodynamics of nematics, retaining the 
quadratic terms proportional to the product 
of the angle of rotation of the molecules and 
the velocity of the liquid. The model leads 
to the following picture of the effect. A pe- 
riodic shear, in the case of a random slowly 
varying and periodic (along the layer) devi- 
ation of the molecules from the normal, 
creates eddies oscillating at the shear fre- 

quency. The interaction of the eddies with 
the initial shear field gives rise to an aver- 
age moment which increases the deflection 
of the molecules. The threshold amplitude 
and domain size are given by 

where p = d d ,  q = nlL, and qo is the wave- 
number at the threshold of the effect; for in- 
formation concerning the form of function 
F ( q ,  p )  see Kozhevnikov [54]. Figure 3 
shows the theoretical and experimental de- 
pendences of the threshold shear amplitude 
on the frequency for various values of d [49, 
52,551. It is evident that in the range of va- 
lidity of the calculations, Kozhevnikov's 
theory and the experimental data agree well. 
According to Kozhevnikov [54], the theory 
considers the frequenciesf satisfying the 
inequalities n K J 2  yl d 2 6  f6pc2/2 nq and 
f<q /2npd2 .  

Russian physists [56,57] have performed 
systematic investigations of the condition 

L 

I \  \ 
h 

Y 5 
S O  
Jui 

10 - 

1 -  

: 4 2  4 ~ 5  

40 

f (H4 

Figure 3. Calculated (lines 1 and 2) and measured 
(symbols) threshold displacements Gh versus fre- 
quency for various layer thicknesses: (1) 20, (2) 100, 
(0) 20, (0) 66, (0 )  100, (A) 105, (A) 200 km. 
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under which domains appear in the planar 
layer provided that k l n  (see Fig. le) .  In 
this situation the domain lines are orthogo- 
nal to the director n in the undisturbed state. 
The results were interpreted on the basis of 
the model proposed by Kozhevnikov [58 ]  
who developed a new approach for describ- 
ing the structural transformations. The mod- 
el is based on nonequilibrium hydrodynam- 
ics and considers both the ultrasonic relax- 
ation processes and the anisotropy of the 
viscoelastic properties of nematics (the dy- 
namic modulus of elasticity and the bulk 
viscosity). A schematic drawing of a cell 
which illustrates the model is shown in 
Fig. 4. The mechanism of the effect lies in 
the amplification of the random and nonuni- 
form distortion of the planar structure when 
oscillating ultrasonically produced vortex 
flows interact with the director field. The 
anisotropic shear stresses in the layer that 
generate these flows are given by 

ox, = wo (P3 29,z + u,, m) 
where U,, and 19,~ are the compression and 
the rate of compression of the medium in the 
ultrasound field; y, and AE are the real and 
imaginary parts of the modulus of elasticity 
(both depend on the relaxation time of the 

Figure 4. Diagram of a cell with domains in cross- 
section: (1) Ultrasound, (2) system of oscillatory vor- 
tex flow with the velocity vi=cosqz, (3) stationary 
flows, (4) profile of distortion of the nematic orienta- 
tion, ( 5 )  nematics molecule, (6) acoustically rigid 
boundary, (7) acoustically soft boundary. 

order parameter z, and the transformations 
of finite chains of molecules z2). The spatial 
harmonic of the form I,U= yo sin qx. sinpz is 
amplified most. The amplitudes of the 
threshold particle velocity and domain size 
are given by 

( 3 )  

where Smin is the value of the parameter 
S =  (q2/p2) that minimizes the function F ( S ) .  
The expression for this function can be 
found in Kozhevnikov [58]. At low and 
high frequencies, which are determined 
by limiting values of the parameter 
B = 2 q p , / p d 2 A E ,  minimum values of 
F ( S )  correspond to Smi,=3.7 and 4.8. This 
gives for the spatial period L the values 0.52 
d and 0.48 d,  which are in agreement with 
the experimental data (Fig. 5 a). In the fre- 
quency range satisfying the condition 
LL) z1 > 1, the amplitude of the threshold par- 
ticle velocity is virtually independent of 
temperature and follows the law: vAh=AT-% 
[ 5 8 ] .  This agrees with the experimentally 
observed data (Fig. 5 b). The foregoing dis- 
cussion illustrates that the new approach 
proposed by Russian physists is valid. 

11.1.1.3 Inhomogeneous Distortion 
Stage 

This stage involves the phenomena corre- 
sponding to higher excitation: at a definite 
threshold the nematic layer exhibits orien- 
tational turbulence, corresponding to ob- 
servable light scattering. Kapustin and 
Dmitriev [ 5 ]  were the first to observe this 
effect on a nonoriented sample in a field 
of longitudinal waves. Later, Kessler and 
Sawyer [7] found that the intensity of this 
scattering depends nonlinearly on the exci- 
tation level. By analogy with a similar phe- 
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Figure 5. Ultrasonically induced orientational in- 
stability in planar nematics. (a) Spatial period of do- 
mains versus layer thickness,f= 3.2 MHz, T= 30.2 "C. 
(b) Calculated and measured threshold parameters 
characterizing the wave field in the layer versus tem- 
perature of the nematics; the running values of 
Uth(tension) and vth are normalized to the values of 
Uhh and v$, corresponding to the lower limit of the 
test temperature interval (T= 22.8 "C), AT= TN-,-T. 

nomenon in an electric field, this effect is 
called the acoustic dynamic scattering mode 
(DSM). 

The characteristic properties of this effect 
are as follows [22, 56, 59, 601: 

The intensity and angular distribution of 
the scattered light are independent of the 
wavelength and polarization of the inci- 
dent light, and the scattering is directed 
mainly forward. 
The intensity and frequency of the ultra- 
sound play an important role. Instability 
begins just above a threshold value Jib. 
Sometimes domains appear first, and then 

gradually switch over to the DSM with 
increasing intensity of the ultrasound. 
The effect reaches maximum scattering 
(saturation) at an excitation level of about 
6-8 times J:h. The threshold value is vir- 
tually independent of the substance, and 
hardly varies from the thickness of the 
layer (Jkh= l/d2) [22]. 
The initial orientation of the molecules in 
relation to k and to the boundary surfac- 
es does not play a critical role, but it does 
have importance in technical application 
[22, 56, 591. 
The rise and decay times are influenced 
by many parameters (viscosity, sample 
thickness, intensity, etc.) [17, 591. 

This problem has not yet been studied 
theoretically. However, the progress made 
to date in the area of experimental research 
clearly foreshadows rapid advances in the 
future. The flows generated by ultrasound 
create optical inhomogeneities in the layer 
that act as individual scattering centers. Ber- 
tolotti and coworkers [50, 601 have meas- 
ured the coherence length of scattered light 
on the hometropic samples. The transition 
to the disordered state is accompanied by a 
drop in the coherence length to a rather small 
value, and the sample behaves as a thermal 
source containing a large number of statis- 
tically independent scattering centers. The 
sample thickness and observation angle do 
not play a critical role. Many features of the 
acoustic DSM have been studied with re- 
gard to technical applications [59]; this ap- 
plies in particular to rise and decay times 
[ 17,591. Several technical studies have been 
concerned with contrast ratio [ 17, 591. Ka- 
pustina [61] has recently reported on the 
acoustic DSM induced by ultrasound 
( I  .5 MHz) in a polymer-dispersed nematic 
film. 
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11.1.2 Cholesterics in an 
Ultrasonic Field 

The behavior of cholesterics in an ultrason- 
ic field has generally been far less well re- 
searched than that of nematics. Only a few 
aspects of the problem have been examined 
since the systematic investigations done by 
Russian andhalianphysists [ 17,58,62-651. 
It may therefore seem to be somewhat 
stretching a point to draw an analogy with 
the phenomena in nematics, but this is a val- 
uable way to obtain an overview of the fol- 
lowing rather complex phenomena: 

- periodic two-dimensional distortion, 
analogous to nematic domains (k  parallel 
to the helical axis); 

- excitation of the storage mode via turbu- 
lent flow, analogous to acoustic DSM in 
nematics (k  parallel or perpendicular to 
the helical axis); 

- erasing of the storage mode (k  parallel to 
the helical axis); 

- focal-conic texture transformation into a 
planar one (k parallel to the normal to the 
1 a y er ) ; 

- bubble domains texture formation (k  
perpendicular or parallel to the helical 
axis); 

- fingerprint texture transformations (k 
parallel to the normal to layer). 

11.1.2.1 Periodic Distortion 

An ultrasonic field applied parallel to the 
helical axis h (k  )I h )  can cause a square grid- 
like pattern deformation of the planar tex- 
ture [17, 58, 621. This can be observed in 
nematiclcholesteric mixtures with a helix of 
large pitch. According to experimental data, 
the spatial period of distortion follows the 
equation L ~ ( p , d ) ~  and tends to decrease 
slightly with frequency. The threshold par- 
ticle velocity in the wave SAh is practically 

independent of frequency. By analogy with 
nematics, Kozhevnikov [62] described 
this phenomenon within the framework 
of an approach based on nonequilibrium 
hydrodynamics, but introduced the added 
assumption of an initial deformation of 
the layered systems in the crystal axis direc- 
tion. The threshold amplitude Sbh and the 
size of the domains L in the equilibrium 
layers or the layers extended along the crys- 
tal axis are determined. As with nematics, 
two frequency bands (limiting value of 
B= 38 x21p w2 zd2)  appear here also to be 
due to dissimilar behaviors of the threshold 
and domain size relative to d, po ,  f ,  etc. In 
particular, for wz& 1 ( B  4 1, high frequen- 
cy) the value of Shh 2: (pod)-% (l-Z)%, where- 
as in the case of 6x4 1 ( B  & 1, low frequen- 
cy) the value of S$ is also independent of 
frequency and follows the law: =(dlp,)% 
(l-Z)%. Here I =  A/A, is a relative value of the 
layer extension (A, is the critical extension 
of the layered system when the domains ap- 
pear under static deformation [48, 661 and 
A is the extension of the layer). According 
to the theory [58], the domain size L is ap- 
proximately (pod)% over all the frequency 
range. The correlation between the experi- 
mental data and this theory is satisfactory 
only if the initial deformation of the layered 
system is taken into account; the relative 
value of the layer extension is then found to 
be close to 0.8-0.9. 

11.1.2.2 Storage Mode 

The interest in this area is due more to the 
possibilities of technical application than 
theoretical considerations. Gurova, Kapus- 
tina, and Lupanov were the first to transform 
the uniform planar texture of a nematickhol- 
esteric mixture sample into a focal-conic 
one by means of an ultrasound field [ 17,591. 
The helical structure is still present in this 
state, having the same pitch on a microscop- 
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ic level. Macroscopically, the sample is 
broken up into a myriad of randomly orient- 
ed domains with the size of a few microm- 
eters, and consequently it strongly scatters 
visible light of all wavelengths. Such a tex- 
ture is said to be stable for up to several days, 
during which time it gradually reverts to the 
planar one. The initial texture can be re- 
stored at any time by applying an ac pulse 
(20 kHz) [59,64]. Russian physists have de- 
scribed the ultrasonically initiated storage 
effect [64]. Their data for the contrast ratio 
and for the rise and decay times have not as 
yet been improved upon. As mentioned 
above, the stored information slowly de- 
cays, but it persists in certain mixtures for 
several days after ultrasound excitation has 
been removed. Thickness, pitch and boun- 
dary conditions were found to play a crucial 
role in the memory properties of the planar 
to focal-conic texture transformations [ 17, 
591. 

11.1.2.3 Focal-Conic to Planar 
Texture Transition 

Ultrasound waves may also create an orient- 
ed structure. This effect was observed in a 
sample with a focal-conic texture subject- 
ed to ultrasound (0.4 and 3.2 MHz [17,67]). 
According to Hiroshima and Shimizu [67], 
the transmission of a sample (a nemat- 
ic/cholesteric mixture) increases with in- 
creasing ultrasound intensity tending to- 
wards a value characteristic of a planar tex- 
ture. 

11.1.2.4 Bubble Domain Texture 

Gurova and Kapustina were the first to de- 
scribe ultrasonically induced bubble do- 
mains in large pitch nematidcholesteric 
mixtures [17, 631. It was found that relaxa- 
tion of an ultrasound-induced perturbation 
at a critical layer thickness, which is com- 

mensurate with the pitch of the helix, is ac- 
companied by the formation of a bubble do- 
main, which is a strong light scatterer. These 
data and the mechanism of the formation 
and stabilization of bubble domains have 
been discussed within the framework of the 
Akahane and Tako model [68]. This model 
attributes the formation and high stability of 
the bubble domains to the presence of de- 
fects (disclinations) in the sample, which 
pin the domains. The model does not take 
into account the interaction of the domains, 
and is thus valid in the case of low density 
domain packing. Test bubble domains have 
provided the first possibility for a quantita- 
tive analysis of the model, since they have 
a rather low packing density. The correla- 
tion of the theory with the experimental data 
is fully satisfactory (Fig. 6). 

Figure 6. Comparison of Akahane and Tako’s model 
and the experimental data. The calculated bubble do- 
main diameter D and the free energy F,,,, normalized 
to the layer thickness d and the free energy of the ho- 
meotropic structure F,,, respectively, versus the ratio 
d/F ,  (curves I and 11). Pitches (pm): (0)  3, (B) 4.2, 
(A) 10.5, (x) 48 (f=0.2 MHz). Frequency (MHz): 
(0) 0.5, (0) 3 ( P = 4 8  pm). 
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11.1.2.5 Fingerprint Texture Transition 

Bertolotti et al. [65] have studied the behav- 
ior of a well-known fingerprint texture [69] 
formed in a sample (a nematic/cholesteric 
mixture) due to periodic compression in 
the frequency range 0.1 Hz to 130 kHz 
(free-edge cell). All the data obtained 
were analysed within the framework of 
Press-Arrot’s model [70]. 

11.1.3 Smectic Phase 
in an Ultrasound Field 

There has been no systematic study of this 
area because at present no potential techno- 
logical applications of smectics in conjunc- 
tion with ultrasound are known. Thus we 
have only a fragmentary picture from the 
few isolated investigations that have been 
made of smectic phases in ultrasound fields 
[5, 59, 71,721. 

Visual observations have shown that the 
optical transparency of a nonoriented sam- 
ple of a smectic A phase under the action of 
longitudinal waves is diminished as a result 
of light scattering due to fluctuations in the 
refractive index [73]; transparency is not re- 
stored to its initial value when the distur- 
bance is removed [5]. Italian physists have 
performed experiments on homeotropic 
smectic A layers and observed an ultrason- 
ically induced spatially periodic structure 
distortion, including the formation of do- 
mains with relaxation times of up to sever- 
al hours [71]. Russian physists have ac- 
knowledged the ability of smectic A phases 
to preserve remanent strain [72]. They in- 
vestigated the behaviour of a homeotropic 
sample under the action of longitudinal 
waves. According to these data the smec- 
tic A phase exhibits an ultrasonically in- 
duced storage mode, where the remanent 
optical transparency barely differs from the 
value observed at the onset of the action of 

the ultrasound waves. It this case the stor- 
age effect is highly pronounced. The thick- 
ness of the sample and the method of prep- 
aration of the plate cell surfaces were found 
to affect both the contrast ratio and the effi- 
ciency of the transition from the transparent 
to the opaque structure. As in cholesterics, 
recovery of the initial orientation in smec- 
tic phases is realized by the application of 
an electric pulse (20 kHz, 200 V) [72]. All 
the above-described studies were concen- 
trated more on the phenomena themselves 
than on their interpretation. 

11.2 Wave Interactions 
in Nematics 

All meaningful contributions in this area are 
relatively recent because, without the sup- 
port of Vuzhva’s theory [40], earlier obser- 
vations have remained partly inexplicable 
[35, 36,42, 741. Since the systematic stud- 
ies done by Miyano and Shen [38], only 
a few aspects of the problem have been ex- 
amined. Three simple cases can be differen- 
tiated: 

- the interaction of two nematic cell eigen- 
modes with different phase velocities 

- the interaction of the nematic cell eigen- 

- the interaction of the elastic and viscous 

[401; 

mode and the viscous wave [75]; 

waves [76]. 

The mathematical models proposed by 
Kozhevnikov and coworkers [44-461 paved 
the way for the development of a general 
wave interaction theory based on the uni- 
fied concept: steady-state inhomogeneous 
acoustic flows. The validity of this theory 
[40, 751 is borne out by the following ob- 
servations related to the traditional geome- 
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try. A homeotropically oriented nematic, 
several tenths of a micrometer thick, was 
placed between the substrate (1) and a glass 
plate (2) and observed under a microscope 
(Fig. 7). 

In a first scenario (Fig. 7 a), an interdigi- 
tal transducer (3) generated the SAW at the 
substrate (1). Within the range of frequenc- 
es that satisfy the inequalities d 4 A  and 
d 4 A R ,  the SAW excites only two nematic 
cell eigenmodes with phase velocities c1 and 
c2=c/2. The velocity components of the 
modes obey the following conditions: 
6,,4 GI,, 2Y2,4 fi2 ,  [40]. If the frequency o 
is above s-', the wave numbers 6 and 
k ,  are such that 6+k, and 6d+ 1.  Accord- 
ing to Vuzhva's model, the velocity distri- 

5 

4 

Figure 7. Equipment geometries for studying the 
wave and acousto-electrical interactions in nematics: 
( I )  substrate ( y  cut, x oriented quartz), (2) glass plate, 
(3) interdigital transducer, (4) shear transducer ( y  cut 
quartz), ( 5 )  compression transducer ( x  cut quartz), 
(6) nematics, (7) mirror coating, (8) optically trans- 
parent electrode, (9) generator, (10) waveguide (sub- 
strate), (1 1) phase meter. 

bution of acoustic flows resulting from the 
mode interactions in the xz plane and the as- 
sociated director tilt angle ydistribution are 
given by 

The acoustic flow patterns and the director 
field distortion profile are shown in Fig. 8. 
(For the form of the function F (6, z ,  d), see 
Anikeev et al. [40].) 
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Figure 8. (a) Acoustic flow patterns for 10 and 40 bm 
MBBA samples (curves 1 and 2) at frequencies of 
(-) 6.47 and (---) 28.6 MHz for the flow velocity 
amplitude V,= lo4 cm-s-' and sin@,-k)x= I .  
(b) Director field distortion profile in the xz plane for 
a 40 pm MBBA sample at a frequency of 6.47 MHz. 
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In a second scenario, the nematics also 
filled a flat capillary formed by the substrate 
( 1 )  and the glass plate (2). A second trans- 
ducer (4) in addition to the interdigital 
transducer (3) was placed under the sub- 
strate (1) (Fig. 7 a). This second transducer 
was used to generate the viscous wave in the 
nematic layer. One of two nematic cell ei- 
genmodes with a phase velocity c2 quickly 
decays along the layer, and the viscous wave 
was able to interact only with the faster 
eigenmode. For information concerning 
the conformation, the scale and velocities 
of the flow resulting from the interaction 
the components of &(S, o, z ,  t )  and 
fiZ(o, z ,  x ,  t ,  k ) ,  and the tilt angle of direc- 
tor caused by this flow, the reader is referred 
to Anikeev et al. [75] and Bocharov [76]. 

It is of interest to compare the change in 
the optical responses of nematics due to the 
distortion of the director field caused by the 
flows in the first and second cases. The op- 
tical transmission m of the nematic layer 
between crossed polarizers when disturbed 
by a SAW with and without a viscous wave 
is shown in Fig. 9 a. Under the action of the 
SAW only, m = tiR; this is in agreement with 
other reported results [38, 401. With a vis- 
cous wave, m = < i R  [75]. The correlation 
between the calculated data and the mea- 
sured values of m is evident [75]. It should 
be emphasized that in the case of the com- 
bined two-wave action the effective thresh- 
old is an order of magnitude lower. 

Finally, in a third scenario the nematics 
is placed between the substrate (10) in the 
form of a bar and a thick glass plate (2) 
(Fig. 7 b). One transducer, the plate ( 5 )  is 
bonded to the bar and creates the elastic 
wave of compression. The other transducer, 
the plate (4) is placed under the plate ( 5 )  and 
used to generate the viscous wave in the ne- 
matics. The data obtained using this geom- 
etry cf= 15 MHz) were reported by Bocha- 
rov [76]. It should be noted that only under 

m l l d ’  1 b i  
I ! ?  

Figure 9. Optical transmission of the layer versus the 
amplitude of the SAW. (a) Viscous wave amplitude 0 
(curve 1)  and 2 A (curve 2 ) ,  d = 4 0  pm, f = 3 0  MHz, 
&=0.633. (b) Optical transmission versus the ampli- 
tude of the SAW in the electric field: no voltage 
(curve l ) ,  4.5 and 4.6 V (curves 2 and 3) ,  d = 4 0  pm, 
f= 6 MHz. (-) calculated data; (0) experimental 
data. 

conditions of efficient viscous and elastic 
wave interactions is the optical response of 
the nematic layer subjected to the same reg- 
ularities that result from the unified acous- 
tic flow model. For example, the phase dif- 
ference is A,={&<& (where Cox and to, are 
the viscous and elastic wave amplitude, re- 
spectively). This result corresponds well 
with Vuzhva’s theory [75] which is based on 
the concept of acoustic flows. Bocharov 
[76] proposed a design for a new reliable 
acoustic holography system based on the co- 
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herent wave interaction effects considered 
above. Such a system, which uses the vis- 
cous wave as the reference wave, is more 
elaborate than earlier convertors [22,41,56, 
771, and has the advantages of providing an 
order of magnitude higher sensitivity and a 
doubled dynamic range. 

11.3 Acousto-electrical 
Interactions in Nematics 

The interest in this area is due more to the 
possibilities of technical applications than 
to theoretical considerations. Today, three 
combinations of equipment geometry and 
the value of the dielectric anisotropy A& can 
be differentiated: 

- a crossed electric field ( E  directed along 
the z-axis; see Fig. 1) and A&> 0; 

- a crossed electric field and A&< 0; 
- a longitudinal electric field ( E  directed 

along the x axis) and A&< 0. 

With the exception of the early work by Ka- 
pustin [14], who concentrated on the com- 
bined acousto-electric orientational effect 
in polycrystalline nematics, all basic stud- 
ies of this phenomena have been done in re- 
cent years and have considered mainly ho- 
meotropically aligned nematics. The sub- 
ject has been summarized in some reviews 
[ 14-18], which also outline potential appli- 
cations. 

Most studies have dealt with case (1) 
above. This equipment geometry can be 
used either to suppress an orientational ef- 
fect [39, 78, 791 or to erase the ultrasonic 
images on the convertor surface [26, 591. 
Nagai and Iizuka [26] have shown that under 
an applied electric pulse the erasure time is 
reduced by one or two orders of magnitude. 
Of the results that have reported, the influ- 
ence of the anchoring energy on the acous- 

to-electrical interaction mechanism is of 
particular interest [79]. 

Studies of acousto-electric interactions 
that fall into case (2), above, have been re- 
ported by various authors [30, 32, 75, 76, 

According to Kagawa et al. [32], the 
crossed electric field results in an increase 
in the sensitivity of nematics to ultrasound 
action; however, the rise and decay times are 
impaired [80]. Perbet et al. [30] controlled 
successfully all the characteristics men- 
tioned above by switching the frequency of 
the electric field and by using anematics with 
a frequency-dependent sign reversal of the 
dielectric anisotropy. For the ZLI-5 18 this 
frequency was affected in the range 200 Hz 
(A&=+0.8) to 20 kHz (A&=-0.4) and the 
critical frequency was 10 kHz. Ezhov and 
coworkers [80, 811 have tried to treat the 
acousto-electrical interaction problem for 
the peculiar geometry where n I k ,  by intro- 
ducing a too simple assumption of the field’s 
additivity, which is not supported by the 
results obtained. Hayes [83] was the first to 
interpret a mechanism of acousto-electric 
interactions for the case where n I[ k within 
the framework of the acoustic flows model. 
However, this concept is not completely 
borne out by the observed results. Several 
other authors have also tried to build a 
bridge to other models to account for the 
critical behavior of the threshold for the 
acousto-optic effect near the Frederiks tran- 
sition. Akopyan et al. [74] performed an 
analysis on the basis of the unfaithful 
Helfrich’s model [33] and drew mistaken 
conclusions. Strigazzi and Barber0 [84] dis- 
cussed the improvement obtained in the 
contrast ratio of an ultrasonic image by 
means of a crossed electric field. However, 
according to their calculations in the vicin- 
ity of the Fredericks transition, increasing 
the voltage applied to the electrodes gives 
rise to a small change of an average 

80-841. 



11.4 Ultrasound Studies of Liquid Crystals 563 

director tilt angle only. This is inconsistent 
with the reported experimental data [75, 
851. 

The most extensive theoretical and ex- 
perimental studies of this problem have 
been done by Bocharov [76], who used an 
apparatus in which a SAW was excited at 
the substrate (1) (Fig. 7 a). The nematics was 
sandwiched between the glass plate (2) and 
the substrate ( 1) bearing transparent elec- 
trodes, to which an ac voltage +50 Hz) 
was applied. The dependence of the layer 
optical transmission m on the amplitude of 
the SAW with and without an applied 
electric field is shown in Fig. 9b.  The 
threshold value of the Frederiks transition 
was 4.65 V. It is evident that in the vicinity 
of this transition the sensitivity of the ne- 
matics to the action of the SAW increases 
by more than an order of magnitude. Ac- 
cording to Vuzhva’s theory, near the thresh- 
old of the Frederiks transition ( E  -+ E,) 

which is in a good agreement with experi- 
mental results [75,85]. These data have con- 
tributed to a coherent unified physical pic- 
ture of the phenomena based on the gener- 
al acoustic flows model. 

Case 3 has been particularly well inves- 
tigated by Belova [82] with the result that 
the transmission of a layer in the SAW and 
the longitudinal electric fields can be small- 
er than m = 0.01. However, in these experi- 
ments the optical clearing pattern was found 
to have high spatial homogeneity along the 
layer, which is inconsistent with many of the 
other data reported [35, 38-40]. It is likely 
that the SAW-created distortion in the ne- 
matics is masked by the flexo-electric effect 
one [68]. 

It should be noted also that all the results 
so far reported indicate great promise for 
practical applications [ 181. 

11.4 Ultrasound Studies 
of Liquid Crystals 

11.4.1 Ultrasonic Spectroscopy 

In the last 25 years, the investigation of the 
propagation of ultrasound in liquid crystals 
has made a considerable contribution to the 
study of the following aspects of these 
systems: 

- the phase transitions between two ordered 
states or between a mesophase and the 
isotropic state (see Chap. VII, Sec. 6 of 
this volume); 

- the relaxation phenomena characteristic 
of the mesophase; 

- the anisotropy of the acoustic properties 
in the ordered phase; 

- the behaviour of acoustic parameters in 
variable (rotating and pulsating) magnet- 
ic fields. 

Modern experimental techniques used for 
such studies include the fixed- and variable- 
path pulse-position methods as well as mi- 
crowave measurement techniques. In most 
cases the ultrasound and microwave mea- 
surements complement each other nicely. 

Since 1970 the main anomalies in the 
propagation of ultrasonic waves in non- 
oriented samples of liquid crystals have 
been discovered: these are the phase veloc- 
ity dispersion and the nonclassical ( a/f2 = 
constant) behavior of the ultrasound absorp- 
tion coefficient due to the relaxation phe- 
nomenon. The anomalies are manifested in 
the megahertz frequency range and are most 
pronounced in the vicinity of phase transi- 
tions. Kapustin [14] was the first to begin 
extensive investigations on the anomalies, 
and look at all types of liquid crystals. Most 
of the work done since 1980 has involved 
the use of a dc magnetic or electric field to 
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measure the anisotropy of the properties of 
ultrasound in ordered samples. It has been 
established that the anisotropy of the veloc- 
ity and absorption depends on the angle 
between the direction of the wave propaga- 
tion and the applied field. The behavior of 
these properties of ultrasound in oriented 
liquid crystals does not obey classical theo- 
ry and depends on the nature of the relaxa- 
tion process. Relaxation mechanisms have 
been widely discussed in the literature; the 
data have been summarized in some reviews 
[13, 15, 561 and monographs [14, 16, 18, 
86-89]. The essential factors concerning the 
nature of relaxation processes have been de- 
rived. These results can be grouped as fol- 
lows: 

- processes related to the relaxation of the 
order parameter (Landau-Khalatnikov 
mechanism [73]) and the relaxation of the 
order parameter fluctuations [90]; 

- processes resulting from the rotation of 
the molecules about their long and short 
axes and the translation of molecules: 

- processes due to molecular motions, 
when the finite chains of molecules move 
as a whole, or full conformational trans- 
formations. 

Most of the modern ‘structure’ models 
[ 181 can give only a qualitative picture of 
the phenomena, taking into account scalar 
parameters (temperature, pressure, rate of 
change in volume) and analyzing the iso- 
tropic component of absorption, which de- 
pends on the direction of propagation of the 
wave. Aero [91] has proposed a new ap- 
proach to the treatment of the problem. Ac- 
cording to his model, the propagation of the 
ultrasound wave produces nonequilibrium 
changes in the long-range orientational and 
short-range translation order due not only to 
the oscillations in the themperature and 
pressure, but also to shearing of the medi- 
um. Thus his model takes into account three 

specific mechanisms of ultrasound absorp- 
tion (‘critical’, ‘normal’ , and classical). The 
numerical estimates, obtained with this 
model, of the velocity and absorption of 
ultrasound for nonoriented and ordered 
nematics are consistent with the experimen- 
tal data over a wide frequency range 

For details concerning the behavior of the 
parameters of ultrasound waves in choles- 
terics the reader is refered to the literature 
[14-16, 18, 86, 92, 931. However, the 
existence of an absorption gap (-1.5 dB) 
in cholesterics should be noted: this is ob- 
served experimentally at a wavelength that 
is close to the helix pitch [92,93]. 

The absorption of ultrasound in smectic 
phases is significantly more anisotropic 
than that in nematics, and even the velocity 
has a measurable anisotropy of about 5%. 
Details of the behaviour of SmA, SmB, SmC 
and SmE phases can be found in the litera- 
ture [14-16, 18, 86, 94-97]. The usual ap- 
proach to the analysis of smectic phases, 
based on the linear theory of elasticity and 
hydrodynamics, results in the relationship 
a=f2, which does not agree with the experi- 
mental data. In the low-frequency range the 
coefficients a,, q, a, and a, demonstrate 
singularity, induced by nonlinear effects, in 
the form of OF’. This results in a linear fre- 
quency dependence of the ultrasound ab- 
sorption. The corrections for the coeffi- 
cients of elasticity B and K , ,  taking into ac- 
count the nonlinear fluctuation effects in 
smectic phases, depend on the wavevector 
of the smectic phase layer structure qs: 
B ~ ( l n q , ) - ~ . ~ ,  K ,  ~ ( l n q , ) ~ . ~  [96, 971. In 
these relationships the numberical value of 
coefficient is very small: the vector qs is as- 
sociated with the sample dimensions and 
does not vanish. Thus only a small correc- 
tion to the results of the linear theory of 
elasticity is needed. 

(2-500 MHz) [91]. 
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11.4.2 Photoacoustic 
Spectroscopy 

The revival of photoacoustic (PA) spectros- 
copy in the early 1970s stimulated the de- 
velopment of various photothermal detec- 
tion techniques. The common feature of 
these techniques is the detection in a test 
sample of the oscillations in temperature 
that result from exposure of the sample to a 
modulated light beam [98]. The sensitivity 
of the cell depends on its radius, the length 
of the air column, the coefficient of thermal 
diffusion in the air, the frequency modula- 
tion and the size of the light beam [98]. Ro- 
sencwaig [99] was the first to demonstrate 
the possibility of applying the PA method to 
the study of the phase state of liquid crys- 
tals. The data obtained using PA spectros- 
copy can also be used to analyze pretransi- 
tional effects (see Chap. VII, Sec. 6.3 of this 
volume) in liquid crystal. Martinelli et al. 
[ 1001 have elucited the mutual relationship 
between the thermodynamic properties of 
liquid crystals and the main characteristics 
(phase and amplitude) of the PA signal. A 
new method for determining each thermal 
parameter individually has been developed 
on the basis of these data [loo]. For more 
detailed infomation on the PA effect, see 
Chap. VII, Sec. 6.2.1 of this volume. 

11.4.3 Acoustic Emission 

For a long time it was thought that acoustic 
emission is inherent only to solids. Howev- 
er, it is now known that such emission is al- 
so a characteristic of liquid crystals, which 
have many structural features (defects, 
monopoles, solitones, etc.) [73] (see Chap. 
VIII, Sec. 7). The nature of the emission is 
closely connected with the type of liquid 
crystal arrangement. Therefore, if a dynam- 
ic process developing in the test sample is 

enacted on the defect, the release of elastic 
energy leads to acoustic emission. One sim- 
ple situation, which makes it possible to ob- 
serve this phenomenon, consists of varying 
the temperature in the test sample which 
then passes through a number of phase tran- 
sitions [ 1011. It was found that in 1 cm thick 
nonoriented samples of MBBA, COOB, and 
CBOOA acoustic activity was most highly 
pronounced at the nematic-isotropic transi- 
tion [ 1021. The high sensitivity of the meth- 
od allows its use as a means of monitoring 
the alignment stability of mesophase sam- 
ples. 

11.4.4 Monitoring Boundary 
Effects 

An important parameter describing the 
interaction of a mesophase with a solid sub- 
strate is the anchoring energy W (see Chap. 
VII, Sec. 10). New methods have been de- 
scribed of estimating W by means of the op- 
tical response of the nematic cell to an 
acoustic action: pressure variations [ 10 11, 
shear vibration [103], and joint shear and 
longitudinal vibrations [ 1041. A qualitative 
relationship between the value of W, consis- 
tent with the test cell and its optical response 
to the shear vibration, was discovered by 
Belova [ 1031, using the equipment geome- 
try shown in Fig. 1 d. A method has been de- 
scribed [ 1051 for quantitatively estimating 
W. The method is based on the nonlinear 
interactions of the oscillations of the direc- 
tor with the field of velocities of flow of 
the nematic material due to a joint effect 
of shear and compressive vibrations of 
the same frequency, but shifted in phase by 
7c/2 [ 1061. These nonlinear interactions 
are particularly important at amplitudes 
and frequencies satisfying the inequality 0.1 
yl p ol&d/K, $- 1. In this case the relation- 
ship between W and the amplitude of shear 
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vibration to, is [ 1051 

where {p is the amplitude correspond- 
ing to the first maximum of the function 
m =f({,), P =  {o,/{O, (see Fig. 1 f). Kapusti- 
na and Reshetov [ 1041 have reduced Eq. (6) 
to a form more convenient for subsequent 
analysis and report the results of tests. 

11.4.5 Acoustic Microscopy 

There are several types of acoustic micro- 
scopes, which differ from one another main- 
ly in the principle of transforming the acous- 
tic image into a visible one. The lens scan- 
ning acoustic microscope is widely used 
[ 1071. The specification of a modern acous- 
tic microscope is as follows: frequency 
range 50-3000 MHz, resolution 50-0.1 pm, 
magnification 50-5000, and depth of pen- 
etration 1 p to 1 mm. 

Acoustic microscopy is rather sensitive to 
inhomogeneities in micro-objects, includ- 
ing optically opaque ones, and can also be 
used to detect disturbances in adhesion, 
flaking, microcracks, pores, deviations 
from the prescribed thickness of a layer, and 
coatings. Possible applications of the meth- 
od are investigations of the topography and 
morphology of smooth and textured surfac- 
es. It may also be useful in the qualitative 
monitoring of multilayer structures and 
composite materials (e.g. polymer dispersed 
nematics or cholesterics) in which the com- 
ponents are very similar in terms of their op- 
tical characteristics but have different 
acoustic characteristics. 

Studies of the action of hypersound on ne- 
matics have shown that a reliable acoustic 
microscope can be constructed from nemat- 
ics and standard optical components with- 
out the need for the scanner and focuser that 

are usually included. According to rough es- 
timates for an equipment geometry like the 
one shown in Fig. 1 a, the acoustic-optical 
conversion sensitivity over the hypersonic 
frequency range is given by 

here k, and k2 are components of the elastic 
wavevector k =  k, +ik2. For a 10 pm nemat- 
ic layer at lo9 Hz the sensitivity is estimat- 
ed to be JIoo% = 1 mW cmP2. 
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12 Nonlinear Optical Properties of Liquid Crystals 

l? Pal&-Muhoray 

12.1 Introduction 

Optical nonlinearity is manifested by 
changes in the optical properties of a medi- 
um due to light propagating in that medium. 
A large number of distinct nonlinear optical 
processes have been observed; these are not 
only of fundamental scientific interest, but 
are also of great importance for both exist- 
ing and potential applications in technolo- 
gy and industry. 

The field of nonlinear optics originated in 
the early 1960s with experimental work on 
optical second harmonic generation [ 11, and 
theoretical work by Bloembergen and co- 
workers [2] on optical wave mixing. Since 
that time, the field has undergone explosive 
growth due to the development of high in- 
tensity laser sources with short pulse dura- 
tion, and the discovery of materials with 
large optical nonlinearities. 

Liquid crystals are orientationally or- 
dered fluids; they are ‘soft’ materials in the 
sense that their physical properties can be 
readily altered by even modest fields. They 
are particularly well suited for optical appli- 
cations requiring switching. In addition to 
their usefulness in display technology, they 
are also becoming increasingly important 
candidate materials for applications in non- 

linear optics. A number of reviews of opti- 
cal nonlinearities of liquid crystals have ap- 
peared [3-71. This chapter provides a brief 
overview of the nonlinear optical response 
of liquid crystals and possible areas of ap- 
plication. 

12.2 Interaction between 
Electromagnetic Radiation 
and Liquid Crystals 

Liquid crystals are anisotropic fluids with 
optical properties similar to those of bire- 
fringent crystals. They are often inhomoge- 
neous and, as a consequence, the dielectric 
tensor is a function of position. The inho- 
mogeneity may be a property of the phase, 
such as the helical structure of chiral phas- 
es, or it may be the result of deformations. 

12.2.1 Maxwell’s Equations 

Maxwell’s equations in a dielectric materi- 
al with no free charges are (in SI units): 

aB V x E = - -  
at 

0 
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(2) 

v. (EOE + P )  = 0 (3) 

V . B = O  (4) 

a 
at 

V X  H = -((EoE + P )  

where E andD are the electric field and dis- 
placement, B and H are the magnetic induc- 
tion and intensity, .q, is the permittivity of 
free space, P is the electric polarization, and 
higher order multipoles have been ignored. 
If the magnetic permeability p, defined by 
B = p H ,  is a constant, then the wave equa- 
tion 

where & is the permeability of free space 
and c is the speed of light, follows. The po- 
larization P(r , t )  at position r at time t is a 
time-varying source term which is a func- 
tion of E(r , t ) .  The optical response of the 
material is thus governed by the constitutive 
equation relating P and E .  

12.2.2 Nonlinear Susceptibility 
and Hyperpolarizability 

The polarization P is, in general, a non- 
linear function of E .  Expanding P in 
terms of E gives, for the case where E 
can be written as a sum of plane waves [8] 
Ei=  EiO exp[i(ki. r -  at)]: 

P = E ~ ( X ( ~ ) E +  X ( * ) E E + X ' ~ ' E E E +  ...)( 6 )  

w h e r e p )  is the nth order susceptibility. The 
susceptibilities are tensors which depend on 
the wavevectors ki and frequencies mi of the 
fields; explicitly [9], the contribution to the 
polarization from nth order effects is 

and momentum and energy conservation 
give k = k , + k , +  ... and a=a,+y+ .... 
Equations ( 5 )  and (6) indicate how the non- 
linear susceptibilities give rise to nonlinear 
phenomena, from harmonic generation to 
intensity-dependent effects. It is worth not- 
ing that, since the susceptibilities depend on 
frequency, in experiments involving pulsed 
lasers the observed polarization depends not 
only on the optical frequency but also on the 
pulse duration. In the first approximation 
[7], it is reduced from the steady state val- 
ue by the factor of z , / v ,  where z, is 
the laser pulse duration and zis the response 
time of the material. 

The nonlinear polarization can arise 
through the nonlinear polarizabilities of the 
constituent molecules, or through the col- 
lective response of molecules the individu- 
al polarizability of which may be linear. 

The induced electric dipole moment p of 
individual atoms and molecules can be writ- 
ten in terms of the local electric field F and 
the polarizabilities, similar to Eq. (6): 

p = a F  + PFF + yFFF + ... (8) 

where a is the linear polarizability, and P 
and yare the second- and third-order hyper- 
polarizability tensors, respectively. 

Calculations of atomic and molecular hy- 
perpolarizabilities usually proceed via time- 
dependent perturbation theory for the per- 
turbed atomic states. Even for molecules of 
modest size, the calculation of the complete 
set of unperturbed wavefunctions, and ex- 
act calculation of the hyperpolarizabilities, 
is prohibitively difficult. Liquid crystals 
typically consist of organic molecules with 
aromatic cores, and there is considerable ex- 
perimental [ 101 and theoretical [ 1 1, 121 ev- 
idence to indicate that the dominant contri- 
bution to the polarizabilities originates from 
the delocalized z-electrons in conjugated 
regions of these molecules. Even consider- 
ing only z-electrons the calculations rapid- 
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ly become computationally intensive; for 
this reason, hyperpolarizabilities of liquid 
crystal cores are usually calculated within 
the framework of the free-electron Hiickel 
model [ 111, or using the Pariser-Parr-Pople 
model [ 131, which includes electron-elec- 
tron interactions. Other approaches include 
self-consistent field theory [ 141, which in- 
cludes electron-electron interactions and 
singly and doubly excited configurations; 
and simulations of molecules with known 
nonlinear constituents [ 151. 

The susceptibilities are related to the po- 
larizabilities via the macroscopic polariza- 
tion P = (pp  ), where p is the number den- 
sity and () denotes the ensemble average. In 
general, susceptibilities are not simply pro- 
portional to the orientationally averaged hy- 
perpolarizability of the same order. Both 
the orientation and density of molecules 
depend on the field, and local field correc- 
tions contain nonlinear contributions. Con- 
sequently, high order hyperpolarizabilities 
contribute to lower order susceptibilities, 
and low order hyperpolarizabilities contrib- 
ute to higher order susceptibilities [ 161. The 
large changes in the orientation of liquid 
crystals in electric fields is one example of 
anisotropic linear polarizability giving rise 
to third-order susceptibility. The relation 
between second-order macroscopic sus- 
ceptibilities and molecular hyperpolariz- 
abilities is discussed by Singer et al. [17]. 

12.3 Nonlinearities 
Originating in Director 
Reorientation 

experience body torques in the presence of 
applied fields, which may give rise to direc- 
tor reorientation and a change in the dielec- 
tric tensor. This mechanism is responsible 
for extremely large nonlinear susceptibil- 
ities in liquid crystals. For reasons of sym- 
metry, the dielectric tensor of nonpolar ne- 
matics is a function of the square of the 
electric field; hence reorientational effects 
contribute to the intensity-dependent sus- 
ceptibility i3’(-a; a, -o,o). 

12.3.1 D.C. Kerr Effect 

The most widely exploited effect in display 
applications is the influence of low frequen- 
cy electric fields on the birefringence. Here, 
due to a distortion of the director, elements 
of the dielectric tensor change as a function 
of the applied field. From Eq. (6), the con- 
tribution of the third-order susceptibility 
$3’ (-a; 0, 0, a) to the dielectric tensor is 
given by E = & ~  {Z+$1’+$3’EdcEdc}. Al- 
though the response is non-local, it is pos- 
sible to obtain a crude estimate of the aver- 
age susceptibility; $ 3 ’ = A ~ I ( ~  a,”,.), where 
A &  is the change in E due to the field. If the 
threshold voltage for the Freedericksz tran- 
sition [ 181 V,, is applied to a cell of thick- 
ness d, then 

x‘3’(-a; 0, 0, w)=+n, d 2  2 - no 2 ) 

where no and IZ, are the ordinary and extraor- 
dinary refractive indices, and, for 5CB in a 
20 pm thick cell, $3’=4x lo-’’ (SI). The 
sample-size dependence of 2’’ is an indica- 
tion of the spatial nonlocality of the re- 
sponse. The response time for this process 
is just the turn-on time of the cell [18]. 

(9) 
&h 

Liquid crystals possess strongly anisotrop- 
ic linear susceptibilities originating in the 
orientational order of non-spherical mole- 
cules. Due to this anisotropy, liquid crystals 
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12.4 Optical Field- 
Induced Reorientation 

Optical field-induced director reorientation 
is responsible for the largest nonlinear opti- 
cal susceptibility observed in liquid crystals, 
the largest in any known material. Although 
the process is slow, the nonlinearity is about 
lo9 times greater than that of CS2. Because 
of its magnitude, the orientational nonline- 
arity of liquid crystals has been termed 
'giant optical nonlinearity' (GON). 

The prediction [ 191 that a low power op- 
tical field can induce appreciable director 
reorientation just above the dc field induced 
Freedericksz transition has been verified ex- 
perimentally [20,21] concurrently with ex- 
perimental and theoretical work on optical 
reorientation [22-241. Since then, it has be- 
come one of the most intensively studied 
nonlinear optical effects in liquid crystals 
[31. The phenomenon originates from the 
tendency of the director to align parallel to 
the electric field of light due to the aniso- 
tropic molecular polarizability. The free en- 
ergy density arising from the interaction of 
a plane electromagnetic wave and the liquid 

crystals is 

F - - - E . D - - B . H  1 1 
2 2 opt - 

w C 

where k is the wavevector and cln, is the 
phase velocity. For materials with n, > no, 
this is minimized if the polarization is along 
the director, since then n, = n, is a maximum. 

Experimental results and theoretical 
curves are shown in Fig. 1 [24]. A 250 pm 
thick cell containing the liquid crystal 5CB 
with homeotropic alignment at the cell walls 
was irradiated with light from an Ar+ laser 
propagating at an angle a to the cell normal. 
For normal incidence (a=O), the optical- 
field-induced torque causes the director field 
to distort above a threshold intensity Zth. 

The results may be simply interpreted by 
noting that light-induced torques are op- 
posed by elastic torques, and the free ener- 
gy density has the form 

where K is the bend elastic constant and 
6 is the angle the director makes with 

Figure 1. Experimentally ob- 
served laser-induced phase 
shift in 5CB. 
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the normal to the cell walls. If 8=0 at the 
walls, minimizing F gives the threshold 

I th- 2 n 2 ~ c n :  . It is interesting to 
d nO(n,2-n:) 

note that there exists a material constant 

p o- Fc with the units of power, which 
ne -120 

sets the scale for optical-field-induced ef- 
fects. For 5CB, P0=3 mW. The nonlinear 
response is again nonlocal; the susceptibil- 
ity may be estimated as in the case of the dc 
Kerr effect; 

and for 5CB in a 20 pm cell, x'"= lo-'' 
(SI). The response time again is the turn-on 
time of the cell: 

y=7 x lo-* Pa s and, for a 20 pm cell, for 
I =  21,h, ran= 300 ms. For intense fields, fast 
response is possible. Director reorientation 
in 5CB due to 6 ns pulses at 1.06 m from a 
Q-switched Nd:YAG laser was observed 
[25] with response times of the order of 

Anomalously low threshold intensities 
have been observed in nematics doped with 
dyes [27]. A theoretical model has been pro- 
posed [29], with the key feature that the 
interaction between dye and liquid crystal 
molecules is altered if the dye is optically 
excited. It has been found that the contribu- 
tion of the dye to the nonlinear susceptibil- 
ity may change sign as function of wave- 
length [29]. 

The optical-field-induced twist transition 
in planar samples has also been studied [30]. 
Here, because of the tendency of the pola- 

10-100 ps. 

rization of the optical field to follow the 
principal axes of the dielectric tensor, the 
threshold intensity is found to be approxi- 
mately four orders of magnitude greater 
than in the homeotropic case. In general, an- 
gular momentum from the radiation field is 
transferred to the liquid crystal [31], lead- 
ing to precession of the director and a rich 
variety of nonlinear dynamic behavior [32, 
331. 

As a consequence of director reorienta- 
tion, self-diffraction can occur in nematics 
[S, 341. Laser-induced gratings can arise be- 
cause two waves with ordinary and extraor- 
dinary polarizations propagate with differ- 
ent phase velocities. Wave mixing experi- 
ments have been performed in nematics, 
where two beams focused on the sample 
create an intensity grating. The phase grat- 
ing which results from the nonlinear re- 
sponse of the material is then used to dif- 
fract light; the diffraction efficiency is pro- 
portional to the square of the third-order sus- 
ceptibility, while the temporal profile of the 
diffracted beam gives information about the 
response time of the nonlinearity. Picosec- 
ond holographic gratings have been used to 
characterize the relaxation of orientation in 
liquid crystal films [36, 371. Wave mixing 
has also been used to study optically gener- 
ated hydrodynamic excitations in smectic A 
liquid crystals [38]. Cholesteric liquid crys- 
tals are important for laser applications. Op- 
tically induced reorientation has been stud- 
ied [39]. Bistability due to light-induced 
pitch change of the cholesteric helix has 
been predicted [40] and retro-self-focusing 
caused by pitch dilation due to the optical 
field has been observed [41]. Optical-field- 
induced reorientation has also been studied 
in nonplanar geometries, such as PDLC 
films [42] and glass capillary arrays 
[43-45]. There is also evidence of photore- 
fraction due to reorientation due to photo- 
induced charges [46]. 
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Figure 2. Beam undulation in the 
nematic liquid crystal E209. Inten- 
sities: (a) 1.35, (b) 1.57,(c) 1.78, 
(d) 1.87, (e) 1.98, (f) 2.4 kW crn-’. 

Optical pattern formation in liquid crys- 
tals is of considerable interest; here, typical- 
ly far-field patterns appear as result of opti- 
cal field induced modulation of the director 
in directions transverse to the direction of 
propagation. Patterns have been observed in 

orientation of the director. These nonlinear- 
ities originate from changes in the degree of 
orientational order, density, molecular con- 
formation and electronic response. 

resonant cavities [47], systems with feed- 12.5.1 Optical-Field-Induced 
back mirrors [48], and in systems without 
feedback [49]. The propagation of a laser 

Orientational Order 
beam in a capillary filled with a nematic has 
been studied, showing self-focusing, undu- 
lation and filamentation [50]. Photographs, 
showing the beam profile as a function of in- 
tensity in a 1.5 mm capillary filled with the 
nematic mixture E209 are shown in Fig. 2. 

Obtaining the full solution of Maxwell’s 
equations together with the torque balance 
equations for the liquid crystal remains one 
of the most challenging problems in the non- 
linear optics of liquid crystals [51]. 

If a linearly polarized beam is propagating 
in the isotropic phase of a liquid crystal, the 
optical field will tend to align the molecules 
because of their anisotropic polarizability. 
Due to anisotropic interactions between the 
molecules, this alignment is enhanced, and 
the corresponding susceptibility diverges as 
the critical temperature associated with the 
phase transition is approached. The optical 
Kerr effect in the isotropic phase of nemat- 
ics, as well as the effects of the optical field 
on the nematic-isotropic transition have 
been examined theoretically [52] by incor- 

12.5 Nonlinearities porating the orienting effects of the optical 
without Director field into the Maier-Saupe theory [53 ] .  
Reorientation Observations of optical-field-induced order 

in the isotropic phase of MBBA [54, 551 
were shown to be in good agreement with 
the predictions of the Landau-de Gennes 
model. 

Optical fields can affect the optical proper- 
ties of liquid crystals without changing the 
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Writing the free energy in terms of the 
scalar order parameter S gives 

1 1% F = - u ~ ( T  - T * ) s ~  +...-- 
2 C 

Noting that, to lowest order, the refractive 
indices are linear in S ,  one obtains [7]  

since ao=5kp where p is the number den- 
sity. For 5CB, this gives i 3 ) = 8 x  lo-"/ 
(T-T*) (in SI units). The response time is 
(see Eq. (13)) 

(16) Y 
5kp( T - T*) 

z= 

which has been verified by experiment [55, 
561. It is interesting to note that experimen- 
tal measurements of i3' with short laser 
pulses do not show this divergence [57] at 
T= T*, since i:Las, =xi3) z,/zis independent 
of temperature [58]. 

In addition to affecting the orientation of 
the long axes of the liquid crystal molecules, 
evidence for reorientation of short axes by 
optical fields has been reported in smectic 
A materials [59]. 

z=Z2/D, where D is the thermal diffusivity 
and 1 the relevant diffusion length. The sus- 
ceptibility due to laser heating is given, 
since xi3) = A  En cll, by 

in the steady state case. If z, + z, the suscep- 
tibility is reduced by the factor z,/z. 

In general, both the linear absorption 
coefficient and the thermal diffusivity are 
anisotropic. Typical values for the thermal 
diffusivity are [60] Dll= 1.25 x m2 s-' 
and D1=7.9x lo-* m2 s-l. The absorption 
of light by nematic liquid crystals is typical- 
ly very small in the visible region, 
a = 10 m-' for the nematic mixture E7 and 
for MBBA in the isotropic phase [61]. From 
Eq. (17), for 1 = 10 pm and z= 1 ms, and es- 
timating C=2x lo6 J m3 K-' and a = 6  m-', 
for 20 ns pulses, $"=5 x 10-l~ (sI). 

A wide variety of studies involving ther- 
mal effects in liquid crystals have been car- 
ried out. The dynamics of the generation of 
and diffraction from thermal gratings in ne- 
matic liquid crystals has been the subject of 
considerable interest, with good agreement 
between experiment and theory [62, 631. 

12.5.2 Thermal Effects 
12.5.3 Conformational Effects 

Changes in temperature arising from the ab- 
sorption of laser radiation can give rise to 
large changes in optical properties. The 
thermo-optic coefficients dnldT in nematics 
are large; larger than in most other materi- 
als. The magnitude of the thermally induced 
nonlinearity can be calculated from the tem- 
perature rise due to absorption. In the adia- 
batic limit, AT=(aZz,)lC, where a is the 
linear absorption coefficient, z, is the laser 
pulse duration, and Cis the specific heat per 
volume. For the nonadiabatic case, in the 
steady state limit, AT may be estimated by 
replacing z, by the thermal diffusion time 

In 198 1, self-diffraction was observed in ne- 
matic MBBA [64] under circumstances 
where director reorientation could not oc- 
cur. The measured nonlinear susceptibility 
was as large as the 'giant' nonlinearity as- 
sociated with director reorientation; the 
mechanism proposed was photostimulated 
conformational changes of the liquid crys- 
tal molecules. Since the linear polarizabil- 
ity of the excited conformer differs from that 
of the molecule in the ground state, there is 
a direct contribution to the bulk susceptibil- 
ity. The metastable conformers also act as 
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Experimental data 
- a~0.022+0.11pb 3 

impurities, and reduce the orientational or- 
der. 

Photoinduced conformational changes in 
azo-dye-doped liquid crystals have been 
used for real-time holography [65]. The or- 
ientation of azo dyes by an optical field, the 
Weigert effect [66], has been used to induce 
orientation of liquid crystals both in the bulk 
and in alignment layers [67, 681. 

12.5.4 Electronic Response 

The fastest optical nonlinearity originates 
from the electronic response. To lowest 
order, $ 2 ’ = ( p p ) I ~ o  and f 3 ’ = ( p y ) l ~ ,  
where p and yare molecular hyperpolariz- 
abilities. As in the case of nonlinear suscept- 
ibilities, hyperpolarizabilities describe a va- 
riety of processes. Optical harmonic gener- 
ation will be considered separately. 

Contributions to the third-order suscepti- 
bility (-w; w,-w, w) from third-order hy- 
perpolarizability have received consider- 
able attention. Picosecond measurements 
have been carried out on liquid crystals in 
the isotropic phase [69, 701; from the criti- 

cal power for self-focusing, the nonlinear 
refractive index could be determined. More 
recently, the Z-scan method [71, 721 has 
been used to determined the susceptibility 
of a variety of liquid crystals [73]. It appears 
that in a variety of materials, the dominant 
contribution on the nanosecond timescale is 
excited state absorption, from a two-photon 
excited state [57,74,75]; thus this is a fifth- 
order process. This mechanism appears 
promising for optical power limiting appli- 
cations [76]. 

Knowledge of the nonlinear susceptibil- 
ities in an aligned nematic phase allows, in 
principle, determination of the elements of 
the hyperpolarizability tensor of liquid crys- 
tal molecules if the pulse durations used in 
the measurements are short enough. Recent 
measurements of nonlinearities arising from 
optical-field-induced orientation processes 
in picosecond self-diffraction experiments 
[27] in the nematic and isotropic phases, 
suggest that pulses in the femtosecond range 
may be necessary to identify electronic con- 
tributions uniquely. A general review of or- 
ganic materials for third-order nonlinear op- 
tics is given in Soileau et al. [77]. 

a vs. I,, 

Figure 3. Intensity dependence of the ab- 
sorption coefficient in the nematic liquid 
crystal 5CB. 

Pump Intensity lpp (GW/cm’) 
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12.6 Optical 
Generation 

Harmonic 

Optical harmonic generation was one of the 
first areas of investigation in the field of 
nonlinear optics of liquid crystals; it has 
continued to receive a great deal of atten- 
tion. The aim of the first studies was to ob- 
serve second harmonic generation (SHG) 
from cholesterics; subsequent work has in- 
volved other phases, third harmonic gener- 
ation (THG), and harmonic generation from 
surfaces as well as the bulk. 

12.6.1 Bulk Second Harmonic 
Generation 

The second-order susceptibilityXi;?k'(-2 w, a, a) 
is a third-rank tensor. For materials with in- 
version symmetry, in the electric dipole ap- 
proximation x(j2k)=O for all i, j ,  k [78]. Ne- 
matic liquid crystals possess D,, symme- 
try; therefore, in the dipole approximation 
they are not be expected to give rise to SHG. 
However, SHG was observed in aligned 
samples of MBBA [79,80]. It has been pro- 
posed that the origin of this is second har- 
monic polarization arising from the quadru- 
polar susceptibility and gradients of the op- 
tical field [81]. More recent work suggests 
that flexoelectric effects arising from ther- 
mal fluctuations [82] or, more generally, 
electric polarization due to spatial variation 
of the dielectric tensor [83] may be respon- 
sible. 

Cholesteric liquid crystals are not cen- 
trosymmetric, and might be expected to give 
rise to SHG. They possess D, symmetry, 
which allows for one independent nonvan- 
ishing element of the second-order suscep- 
tibility. If the director is along the a direc- 
tion, this is ~ g ~ = - x ( ! ~ .  For nonabsorbing 
materials Kleinman's rule holds, according 

to which elements of a nonlinear suscepti- 
bility tensor are invariant under any permu- 
tation of their indices [84]. As a conse- 
quence, i2' vanishes, and SHG is disal- 
lowed. Contrary to these expectations, ear- 
ly experiments detected SHG in cholesteryl 
carbonate [85]. Subsequent work showed 
that the second harmonic signal originated 
from crystalline particles in the sample, and 
that the melting of these leads to disappear- 
ance of the second harmonic signal [86]. 
The blue phases of cholesterics may be stud- 
ied by SGH [87]. 

If a dc electric field is present in addition 
to the optical field, the third-order nonline- 
arity can give rise to SHG. This results from 
contributions to the polarization of the form 

(18) 

Assuming that i3) arises from the third-or- 
der hyperpolarizability, elements of f 3 )  

give information about the degree of orien- 
tational order. Measurements of electric- 
field-induced second-harmonic generation 
(EFISH) have been carried out [88] on 5CB, 
showing the expected temperature depen- 
dence. In liquid crystals, Ed, may originate 
from order or flexoelectric effects, or other 
mechanisms resulting in electric polariza- 
tion. 

Ferroelectric chiral smectic C phases lack 
inversion symmetry, and are distinguished 
by spontaneous helicoidal electric polariza- 
tion. The first experiment to measure SHG 
from ferroelectric liquid crystals was car- 
ried out 1891 on unaligned samples under a 
dc electric field. Phase-matched SHG infer- 
roelectric liquid crystals has been carried 
out by using an electric field to unwind the 
helix [90]. Mechanical deformations in chi- 
ral smectic C elastomers have been shown 
to give rise to SHG [91]. A great deal of 
work has been carried out recently in 
studying SHG in ferroelectric liquid crys- 

~ ( 2 ~ )  = x(3)(-2a; a, a, o)~o,t~o,tEd, 
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tals [93], with particular emphasis on the re- 
lation between molecular structure and sec- 
ond-harmonic efficiency [94-961. 

12.6.2 Surface Second 
Harmonic Generation 

Second harmonic generation from surfaces 
has been shown to be a powerful probe of 
surface interactions [97], which can yield 
information about the structure and align- 
ment of liquid crystal mclecules on surfac- 
es and at interfaces [9S]. The role of the 
interface is similar to that of the dc electric 
field in electric-field-induced SHG, that is, 
to provide a symmetry-breaking field the di- 
rection of which is defined by the surface 
normal. 

In general, liquid crystal molecules do not 
have the D,, symmetry of the uniaxial ne- 
matic phase. Since an interface acts as a 
field, its presence can provide polar order. 
Such surface polar ordering, confined to a 
single molecular layer, has been observed 
[99]. Surface SHG can also be used to probe 
the orientational distribution at the surface, 
and anchoring transitions [ 1001. 

12.6.3 Third Harmonic 
Generation 

Third harmonic generation is character- 
ized by the susceptibility 2” (-3 o; a, m, o) 
which is nonvanishing for all materials. 
Measurements of THG have been carried 
out on MBBA in the nematic and isotropic 
phase [loll .  Considerable information 
about orientational order can be obtained 
from 2’)(-3 0) [1021. 

In cholesterics, the situation regarding 
phase matching is more complex than in ne- 
matics. The normal modes are plane polar- 
ized waves in a coordinate system co-rotat- 

ing with the director [87], and hence the 
wavevectors are functions of both the fre- 
quency and the cholesteric pitch. This pitch 
dependence can be used to achieve phase 
matching. In cholesterics, the momentum of 
the electromagnetic field is not necessarily 
conserved during harmonic generation; ex- 
change of momentum between the field and 
the periodic structure of the cholesteric is 
possible in a ‘coherent optical Umklapp 
process’ [ 1031. 

12.7 Materials and 
Potential Applications 

For a wide variety of proposed applications, 
material requirements are large and fast op- 
tical nonlinearities coupled with low losses. 
Low molecular weight liquid crystals have 
nonlinear susceptibilities which range from 
nine orders of magnitude greater than that 
of CS, on millisecond and slower time 
scales, to approximately the same as that of 
CS, on the picosecond scale. Novel materi- 
als, such as biaxial nematics and liquid crys- 
tal elastomers, offer the possibility of nov- 
el nonlinear behavior. Polymeric liquid 
crystals are particularly promising because 
of the possibility of a large nonlinear elec- 
tronic response due to extended conjugated 
regions, as well as a fast reorientational re- 
sponse due to restricted reorientation of 
mesogenic units. They can also be used as 
host materials for nonlinear chromophores. 
Scattering losses, which can be considerable 
in low molecular weight materials, are re- 
duced in polymer films. 

The most widely utilized optical nonlin- 
earity of liquid crystals is electric-field-in- 
duced director reorientation, which is used 
in display application. Although it is usual- 
ly dealt with under the heading of ‘electro- 
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optics’, it is a nonlinear optical process in- 
volving waves with frequencies 0 and o. 

Optically bistable devices are of consid- 
erable interest for information storage 
and processing applications. Bistable Fa- 
bry-Perot resonators [ 1041 may be useful as 
dynamic optical memories as well as ele- 
ments for information processing. Optically 
sensitive alignment layers [62], as well as a 
wide variety of laser addressable materials 
[105-1071 promise the use of liquid crystals 
as materials for optical information storage. 

Binary optical computing has been dem- 
onstrated [ 1081 using the liquid crystal light 
valve made by Hughes [ 1091. 

Development of other spatial light mod- 
ulators, using nematic and ferroelectric liq- 
uid crystals [ 1 lo], and polymer dispersed 
liquid crystals [ 11 11 is in progress. Such liq- 
uid crystal light modulators can be used in 
binary optical computing, where high par- 
allel processing density [ 1 121 compensates 
for the relatively slow device response time. 
A nonlinear liquid crystal film can act as an 
optical switching device [ 1 131 in signal pro- 
cessing applications. 

The high optical damage threshold of liq- 
uid crystals makes them well suited for op- 
tical power limiting (OPL). This can occur 
for input energies as low as 0.3 r-LJ for 5 ns 
pulses at 532 nm 1761. Polymer dispersed 
liquid crystal films have been proposed for 
OPL applications both on the hybrid mode 
[ 1141 and in the all optical mode using re- 
orientational and thermal effects [ 1 151 to in- 
duce nonlinear scattering. Optic fibers with 
liquid crystalline cores have promise for 
both electro-optic and nonlinear optical ap- 
plications; their potential for OPL has been 
investigated [26,27,34]. Liquid crystal can 
also be used as nonlinear couplers between 
optic fiber waveguides. Optical solitons, po- 
tentially useful in signal processing appli- 
cations, have been theoretically considered 
in liquid crystals [116]. 

Ferroelectric liquid crystals are becom- 
ing increasingly promising for SHG devic- 
es and Pockels modulators [ I  171. The sec- 
ond harmonic intensity may be modulated 
[ 1181. A review of advanced liquid crystal 
polymers is given in Dubois [119]. Poten- 
tial applications also include phase conju- 
gation and real-time holography. 

Nonlinear optical effects in liquid crys- 
tals encompass a remarkably wide range of 
phenomena, and offer broad potential for 
applications [120]. There can be little doubt 
that liquid crystals will play an increasing- 
ly important role in the nonlinear optical de- 
vices of the future. 
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13 Diffusion in Liquid Crystals 

F. Noack? 

13.1 Introduction 

Diffusion, that is molecular mass transport 
by, usually, thermally activated particle mo- 
tions, is a property of liquid crystals which 
is relatively poorly understood both experi- 
mentally and theoretically, despite count- 
less efforts. In general this process does not 
strongly affect the orientational order of the 
mesophase, and therefore it seems not to be 
of primary technical importance. Further- 
more, the available experimental and theo- 
retical results are often inconsistent because 
of great difficulties encountered in develop- 
ing and applying adequate research proce- 
dures, and so most standard textbooks [ 1-31 
do not treat the subject systematically. Nev- 
ertheless, diffusion constants can reveal di- 
rectly details about the dynamics of liquid 
crystalline order and thus are involved in the 
understanding and tailoring of other mate- 
rial quantities, such as anisotropic viscos- 
ities and electrical conductivities, needed to 
optimize the performance of liquid crystal 
applications. This chapter covers some ba- 
sic theoretical concepts and common ex- 
perimental techniques used to study diffu- 
sion in liquid crystals, and summarizes 
some general results and references. 

13.2 Theoretical Concepts 

13,2.1 The Diffusion Tensor 

The diffusion sensor or diffusivity D of a 
system of n identical or specially labeled 
molecules is defined by two phenomenolog- 
ical, related linear diffusion laws which, on 
the one hand, describe a particle current 
J,.=an/dt within the sample in any selected 
direction r,  perpendicular through an area A, 
by the concentration gradient ac/& of the 
particles in the direction of J ,  (Fick's first 
law) and, on the other hand, express the time 
development of the concentration &/at by 
the Laplace derivative A r a 2  clar2 (Fick's 
second law), so [4, 51 

($)=-DA(') 

and 

(%I = +D($) 

If the molecules under consideration are dif- 
ferent from the host system, one must dis- 
tinguish between solute or binary diffusion 
and self-diffusion. Due to the liquid crystal- 
line order, described by the director field 
n ( r ,  t )  and the order parameter S ,  diffusion 

0 
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in mesophases is usually anisotropic. In 
general, D will be a second-rank tensor, the 
symmetry of which is determined by the 
symmetry of the liquid crystal. In an (x, y, 
z )  axis system with the first principal axis 
parallel to n and the other two principal 
axes perpendicular to n, the diffusion ten- 
sor can be diagonalized and thus involves, 
at most three independent components 

uniaxial symmetry, as for common nematic 
(N), smectic A (SmA), or smectic B (SmB) 
phases, one has D,, = D,, = D,. Hence as a 
rule, the diffusion tensor of liquid crystals 
has the simpler form 

(Dxx = D,,, D, = DL2, D,, = Dll> [4l, and for 

with two characteristic diffusion constants 
or coefficients of the order or lo-" to 
lo-'' m2 s-l. The anisotropy ratio (T= DI/Da 
is a material parameter, which can be larg- 
er or smaller than 1 ; for nematic phases it is 
typically near %. Above the transition to the 
isotropic liquid, where no macroscopic or- 
der persists, D discontinuously becomes a 
scalar Diso. Often (D)=(2D,+DI,)/3 is de- 
fined as an average diffusion constant, 
which is expected to be similar to Diso. 

The most common, idealized solution 
of Eq. ( la) describes the concentration 
profiles c (r,  t )  obtained for an infinite me- 
dium by focalizing at the beginning ( t = O )  
some labeled particles at r=ro, i.e. 
c (r,  0) = co 6(r-r0). Using the symmetry of 
Eq. (2) and (x, y ,  z )  coordinates aligned 
along the main tensor axes, one obtains 
a three-dimensional, ellipsoidal Gaussian 
concentration distribution [4, 51: 

which for convenience is sometimes inter- 
preted (with co= 1 )  as the conditional prob- 
ability or propagator P(ro  1 r,t) to find a 
molecule at time tin the volume element d r  
at r,  if it was initially at position ro. Equa- 
tion (3) is directly or indirectly the basis for 
the experimental techniques used to study 
diffusivities. In particular, the mean square 
displacement at time t 

((r-ro)*) = (4DI+2Dll)t  (4) 

obtained by averaging (r-ro)2 of individ- 
ual molecules with Eq. (3), provides a 
relatively easy and transparent means 
of estimating the diffusion constants. Fur- 
thermore, it should be noted that the prop- 
agator concept indicates the way to gener- 
alize Fick's laws by including additional 
terms [6], a behavior that has been found 
necessary in solid-state physics and is also 
discussed for liquid crystals. 

13.2.2 Basic models 

Assuming the validity of Fick's laws for liq- 
uid crystals, various theories [7-151 have 
been developed to describe the diffusion 
constants Dll and DI, in particular their an- 
isotropy ratio 0, in terms of the mesophase 
order and other adequate macroscopic and 
microscopic material parameters. However, 
in view of the unsatisfactory agreement with 
experimental data, so far this has only 
achieved limited success. By transforming 
the diffusion tensor from a local (cluster) to 
the laboratory director frame and by taking 
the orientational ensemble average, Blinc 
et al. (71 showed that the two tensor com- 
ponents of D for thermotropic N, S,, and 
Sc phases should be coupled to the order 
parameter S, the average diffusion con- 
stant (D) ,  and the limiting values Dt ,  DY 
of a perfectly ordered cluster ( S =  1) in the 
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form 

D, = (D)(l - S) + SD? 

Dll = (D)(1 - S) + SD; 

( 5 4  

(5b) 

This result was later confirmed and refined 
by Chu and Moroi [8,9], who evaluated ( D )  
explicitly by using a power series of the mo- 
mentum autocorrelation function, and also 
suggested geometric estimations for the Do 
values in a perfectly ordered cluster region. 
With such extensions, Eq. (5) finally gives 
in the case of nematic order [8] 

where in terms of the velocity v( t ) ,  diame- 
ter d, and length L of rod-like molecules, one 
has 

( D )  = x J (v<t>  v(0))dt (6c) 

Hence the predicted macroscopic anisotro- 
py ratio CJ is independent of (D) ,  and for 
S = l  is equal to (ltd)/(4L); for S=0.6 with 
d/L=3, Eq. (6) gives 0=0.5. Relations 
equivalent to Eqs. (6a) and (6b) have been 
reported by Leadbetter et al. [ 101. In smec- 
tic phases the final expression for y be- 
comes more complicated and lengthy, since 
a periodic potential barrier, hindering the 
diffusion process perpendicular to the smec- 
tic layers (i.e. D,,) must be included [9-121; 
this is often done by using an additional 
Boltzmann-factor for Dll in Eq. (6b), so that 
despite the fact that d<L, observed ratios (T 

and yeven considerably larger than unity 
can be explained by such a modification of 
the theoretical concept. Hess et al. [ 131 have 
more recently developed expressions rather 
different from Eqs. (5a,5b) by an affine 
transformation of the isotropic diffusion law 

for hard spherical particals to an affine space 
with aligned, nematically ordered uniaxial 
ellipsoids (long axis a, short axis b), which 
leads to 

DL=Doa[Q-%+-Q-  1 y 2  ,(Q -l)(l-S)] 
3 

( 7 4  

Dll = Do a [  Q-g - $Q-%(Q2 - 1)(1- S)] 

(7b) 
with 

-% 
- 1)(1- S)] 

x [:’ l+-(Q -l)(l-S) I (7c) 

Do=Diso, and Q=a/b. Equations (7a) and 
(7b) imply that @)=Do for S=O and any 
value of Q; the main distinctions between 
Eqs. (6) and (7) arise from the dissimilar de- 
pendence on the geometrical parameters Q 
and y 

A quite different model for nematic dif- 
fusivities, based on Oseen’s hydrodynamic 
theory of isotropic liquids, was elaborated 
by Franklin [ 141; it describes the diffusivity 
components in terms of the five Leslie vis- 
cosities a, to a,, a scalar friction constant 
5, two geometric molecular quantities [ 141 
,D and 4, and the order parameter S by the 
Franklin relations 

r 

1 5 + s  
12zp2@(-2.75a2 + 2 . 2 5 ~ ~  + 6a4 - 1 . 5 ~ ~ ~ )  

+ 

Dll = kT [ & + 

2-s 
12z,u2@(4al + 1.5a2 + 6 . 5 ~ ~ ~  + 6a4 + 10a5) 

where k is Boltzmann’s constant and T is the 
absolute temperature. Equation (8) obvi- 

+ 
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ously extends Einstein's diffusivity-viscos- 
ity law [4] of isotropic liquids. 

13.2.3 Model Refinements 

Because of the numerous, poorly known pa- 
rameters these theories and reported mod- 
ifications [6, 151 or extensions for solute 
molecules [6, 12, 16, 171 and lyotropic 
systems [ 181 are mainly qualified to calcu- 
late the anisotropy of the diffusion con- 
stants, whereas estimations of their absolute 
magnitudes and temperature dependences 
need material data that are usually not avail- 
able. Therefore it is quite common to de- 
scribe experimental results by simple or, 
with the free-volume concept, modified 
heuristic Arrhenius laws [ 191: 

or 

= Qo exp("j.xp(2) T - %  (9b) 

where i is either I or 11; as usual DO denotes 
the pre-exponential factor, Ei is the activa- 
tion energy, Fi is the free volume parame- 
ter, T is the absolute temperature, and Tg is 
the glass temperature of the thermally acti- 
vated diffuse mass transport. It should be 
noted that either Eqs. (6), (7), or (8) exact- 
ly predicts this type of behavior, but over 
small mesophase ranges the deviations from 
Eqs. (9a) and (9b) are, as a rule, minor and 
hence difficult to detect experimentally. 
However, in view of the shortcomings of the 
model it is interesting to note that the more 
recent theoretical developments have shift- 
ed to a large degree to molecular dynamics 
(MD) and Monte Carlo (MC) simulations 
[13, 15,20-221, where the geometry of the 
molecules (rods, disks, ellipsoids), and the 
shape of the interaction potentials (Len- 

nard-Jones, Coulomb, Gay-Berne) are 
more easily controlled by means of power- 
ful computers than in the model approach- 
es. 

13.3 Experimental 
Techniques 

Measurements of the diffusion constants of 
liquid crystals involve difficulties not en- 
countered for normal liquids or solids, as in 
liquid crystals there is both anisotropy and 
viscous flow. As a consequence, data ob- 
tained with different techniques often differ 
greatly, and so in recent years researchers 
have sometimes preferred to test the quality 
of the models using results from molecular 
dynamics simulations [13, 151. The first in- 
vestigation of solute diffusion in a nematic 
mesophase was reported by Svedberg [23] 
as early as 1917, and the first detailed re- 
view on thermotropic mesophases was pre- 
sented in 1982 by Kriiger [24]. A review on 
lyotropic systems by Lindblom and Oradd 
[25] followed in 1994. One distinguishes 
between direct methods, where mass trans- 
port is studied directly by observing the ev- 
olution of the diffusion profile according to 
Eq. (3), and, for more the practicable initial 
conditions of Eq. ( l) ,  indirect methods, 
where such profiles govern other, usually 
more accessible system quantities [4,5,241. 
In order to illustrate the main problems, 
these methods are briefly described below. 

13.3.1 Tracer Techniques 

Tracer techniques directly measure mass 
transport by means of putting adequate la- 
bels on some molecules, which are initially 
positioned with well-defined geometry on 
the sample surface to allow the observation 
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of the propagating diffusion profile. In liq- 
uid crystals this has been achieved by radio- 
active tracers (i.e. isotope labels) or optical 
tracers (i.e. color labels). Suitable radioac- 
tive tracers can be realized by replacing ‘H 
by 3H or 12C by 14C. Optical tracers (dyes, 
impurities, solutes) make use of molecules 
of similar size as the host liquid crystal (e.g. 
rn-nitrophenol in p-azoxyanisole) [23]. 
Both approaches involve problems, namely 
the synthesis of a suitable radiotracer and 
the availability of a dye which really meas- 
ures self-diffusion and not solute diffusion. 
Therefore, few results based on radioactive 
labels have been reported [23, 26, 271, and 
optical studies [28-3 11 are often considered 
not to show self-diffusion correctly. If the 
radiotracer or dye concentration profiles are 
measured as a function of time, penetration 
depth, and orientation for specific tracer in- 
jections, the diffusion constants can be eval- 
uated by using the pertinent solution of 
Fick’s laws (e.g. Eq. ( 3 ) ) .  Several refine- 
ments have been used to broaden the limits 
of such procedures with regard to the pro- 
file analysis, and to take into account iso- 
tope or mass effects [24]. 

13.3.2 Quasielastic Neutron 
Scattering 

Quasielastic neutron scattering (QENS) 
is a rather indirect method with many 
limitations. It makes use of the small 
(‘quasielastic’) energy shift that neutrons 
experience in any scattering by a moving 
particle, say by the diffusive translations of 
protons on a molecule. Mathematically, the 
normalized scattered neutron intensity as a 
function of kinetic neutron energy E (or fre- 
quency o ~ 2 7 c E l h )  is related to the time 
Fourier transform of the dynamic pair-dis- 
tribution function G (r,  t )  of the sample ma- 
terial [6, 321. Hence in Fick’s approxima- 

tion the linewidth increase A o ( q )  of the out- 
going scattered beam for a selectable mo- 
mentum transfer Ap =hq/ (2  x) with wave- 
vector q ,  compared with the ingoing mono- 
chromatic beam linewidth [32] 

in principle allows one to determine the two 
diffusion constants. Provided the instru- 
mental resolution is sufficient for both en- 
ergy and momentum, the diffusional broad- 
ening by Eq. (10) can be separated reliably 
from effects due to the generally much fast- 
er molecular rotations [33], and the beam 
geometry does not hinder the necessary di- 
rector alignment. Most early QENS meas- 
urements did not check these conditions 
critically, but later work gave better results 
[34, 351 which are almost consistent with 
more directly obtained data. 

13.3.3 Magnetic Resonance 

Magnetic resonance (NMR, ESR) with nu- 
clear (NMR) or electronic spins (ESR) pro- 
vide a broad spectrum of direct and indirect 
techniques for diffusion studies of pure liq- 
uid crystals and solute molecules, and thus 
provide the most successful means of inves- 
tigating these materials. Indirect methods 
consider the strongly model-dependent ef- 
fects of diffusion on spin-relaxation times 
such as T,, T l p ,  Tld, T,,, and T2, or on line- 
shape parameters such as the line-width Av 
or the second moment M2 of suitable spin 
signals [36, 371. This implies similar diffi- 
culties as with QENS, since any molecular 
motion induces signal changes, and an un- 
ambiguous assignment to D, and D,, proves 
problematical. Therefore many early papers 
reported incorrect results, as a rule too small 
diffusivities. Most problems have now been 
overcome by special nuclear spin-echo 
methods, which make it possible to observe 
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directly the magnetization decay due to dif- 
fusion by applying strong magnetic field 
gradients, either stationary or pulsed. This 
requires an analysis of Fick's diffusion term 
for the spin magnetization MT transverse to 
the applied NMR Zeeman field B ,  accord- 
ing to the generalized Bloch equation [36, 
381: 

where T2 is the transverse relaxation time of 
the spins. In order to get the components of 
D, the field gradients (G=aB&r must be 
oriented parallel and perpendicular to the di- 
rector n by suitable gradient coils and, to 
evaluate them reliably, the diffusion-damp- 
ing term must dominate the relaxation 
damping. At present, it is still a big problem 
to realize such conditions satisfactorily [24, 
25, 381. Explicitly, the diffusion decay of a 
spin with a gyromagnetic ratio y is detect- 
able in a selected direction i if 

which means that, in view of the typically 
short T2 times ( 4 0  ps) of mesophases, very 
strong gradients Gi (>1 to 10 T cm-') are 
necessary. Such 'brute-force' methods have 
recently been tried on solids [39], but they 
have not yet been used for liquid crystals 
where they would perturb the director field 
in a rather uncontrollable way. The present- 
ly used alternatives make use of lengthen- 
ing the effective T2 by a more or less sophis- 
ticated averaging of the dipolar interactions; 
for example, by adding poorly ordered so- 
lute molecules [24], by exciting special sol- 
id-like echos [24], by multiple radiofre- 
quency pulses which reduce the relaxation 
term [40], or by orienting the director under 
the magic angle (54.74') with respect to the 
Zeeman field [24, 41-43]. Results obtained 
in this way are illustrated in the next sec- 
tion. 

Nematic phases give rise to more diffi- 
culties than smectic phases [24]. For chiral 
nematic (cholesteric) systems, where D may 
depend on the pitch lengthp, field-gradient 
methods are particularly problematical be- 
cause of the coupling between p and B, [ 1, 
21. Thus several groups [44, 451 have de- 
scribed alternative procedures based on 
deuteron or proton spin lineshape calcula- 
tions without the need for field gradients, 
which allow one to measure the diffusivity 
along the helical axis (i.e. Dl). However, in 
addition to this geometric restriction, the 
technique is rather indirect. 

13.4 Selected Results 

Mainly by using optical tracer and NMR 
pulsed-field-gradient techniques, the diffu- 
sivities of thermotropic and lyotropic mate- 
rials have been studied more or less exten- 
sively in most of the known familiar liquid 
crystalline mesophases [24,25,38], includ- 
ing : nematic, cholesteric, and smectic (A, 
B, C ,  C*, G, H) order; cubic, lamellar, and 
hexagonal phaes; rod-like, discotic, and 
polymer molecules; biological systems; and 
often also for the related isotropic liquids. 
A large part of the data obtained has been 
collected and commented on in the designat- 
ed reviews. However, in view of the large 
deviations between different experimental 
methods, and the rather minor distinctions 
between alternative models, the value of 
such numerous works in the understanding 
of the underlying processes is generally 
highly unsatisfactory, since only results for 
isotropic phases [38] (which, due to the liq- 
uid-like long T2 instrumental NMR require- 
ments, can be achieved easily) are consis- 
tent or undisputed. Some general findings 
and problems are outlined in the final sec- 
tions of this chapter. 
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13.4.1 The Experimental 
Dilemma 

Figure 1 illustrates, using the results of se- 
lected studies on the familiar nematogens 
p-azoxyanisole (PAA) [23, 46-50] and 
methoxybenzylidenebutylaniline (MBBA) 
[50-54], that the diffusion constants and 
their temperature dependences obtained by 
independent research groups and techniques 
differ significantly, particularly for the ne- 
matic mesophase where the greatest prob- 
lems occur. Even results obtained using the 
so-called ‘direct’ techniques disagree well 
outside the specified error limits, obvious- 
ly due to methodical problems. This should 
be kept in mind when comparing such data 
with subtle details of theoretical models, 
and when discussing distinctions between 
unalike materials or phases. 

PAA I - _I  
- - - - - 

1 PFG (Noack) - - - FG (Ghosh) 
PNS (Janik) - - - - - RT (Yun) 
(INS (Blinc) YXXUUY T, (Wolfel) 

2.40 2.45 2.50 2.55 

[K-’1 

13.4.2 Nematic Mesophase 

The NMR pulsed-field-gradient measure- 
ments given in Fig. 1 [SO] for PAA and 
MBBA, and similar results for countless 
other materials [24,42,43] such as n-alkyl- 
or n-alkoxycyanobiphenyls (n-CBs, n-OCBs 
[43,55], Fig. 2) in the nematic phase always 
reveal, within the error limits, a simple Ar- 
rhenius-type temperature behavior of both 
D,, and D,, with only slightly different acti- 
vation energies (20-70 kJ mol-’), and so one 
obtains nearly temperature independent an- 
isotropy ratios of 0.5-0.7. The transition to 
the isotropic phase is discontinuous, but not 
in the way expected according to (D) .  Such 
findings are in remarkable disagreement 
with many results obtained by radioactive 
and optical tracer and NMR T ,  methods (e.g. 
with optical measurements of 5-CB [56]) 

MBBA 

2.9 3.0 3.1 3.2 3.3 3.4 3.5 

Figure 1. Comparison of selectred diffusion measurements for PAA and MBBA from the literature to illustrate 
the scatter of experimental data. The methods are explained in the text; data are taken from the following stud- 
ies: Yun and Fredrickson [26], Noack et al. [42, S O ] ,  Blinc et al. [46,52], Janik et al. [47], Ghosh and Tettaman- 
ti 1491, Wolfel [48], Kruger and Spiesecke [51], Hakemi and Labes [53], and Hervet et al. [54]. Note that even 
the isotropic-to-nematic transition temperatures of the samples deviate considerably. 
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3.12 3.16 3.20 3.24 3.28 3.32 3.36 
Figure 2. Arrhenius plots of pulsed- 
field-gradient diffusion constants [43, 

I O ~ ~ , , - I ~  
T 

551 of nematic and isotropic 5-CB and 
5-OCB to illustrate the quality of the 
Arrhenius fits and the changes due to 
the slightly different side-groups of 
the two cyanobiphenyls. The activa- 
tion energies for 5-CB are E,,,=29.6, 
EL=60.4, and Ell=69.7 kJ mol-I, and 
for 5-OCB Ei,,=38.3, E,=46.4, and 

- 

2.1 0-6 

- Ell = 34.8 kJ mo1-l. Neither the Ar- - 1.10'6 

E 
io 

- 5.10-7 

N rhenius behavior nor the discontinuity 
at the phase transition can be de- 
scribed [43] satisfactorily by the 
available theoretical models [8, 13, 
141. Note that the major distinctions 
between the plots result from the dif- 
ferent temperature ranges and clearing 
temperatures T,. 

n 

I .I o - ~  
2.70 2.80 2.90 3.00 3.10 3.20 3.30 

- 1 0 ~ ~ ~ 1 ~  
T 

and they also deviate from theoretical pre- 
dictions [8, 13, 141 which would indicate a 
more visible influence of the non-Arrhenius 
variations upon the order parameter or the 
Leslie viscosities. In comparison with these 
strong inconsistencies, the distinctions 
between the various pulsed-field-gradient 
results, which must be ascribed to the dif- 
ferent averaging procedures (by solute, mul- 
tiple radiofrequency pulses, magic angle or- 
ientation, etc.), are relatively small. Some 
additional NMR lineshape studies indicate 
[45] a strong decrease in D,(i.e. of the trans- 
port along the helix axis) if the ordering of 
the phase is chiral. 

13.4.3 Nematic Homologues 

The literature contains very few systematic 
reports on the diffusion anisotropy of ho- 
mologous molecules [35,42,43,50] that al- 
low a more critical analysis of the basic 
model parameters (diameter, length) than of 
chemically dissimilar systems. Figure 3 
compares some results [42,50] for members 
of the 4,4'-di-n-bialkoxyazoxybenzene (or 
PAA) series in both the nematic and the iso- 
tropic state, with the number n '=n- l  of 
-CH, side-groups varying from 0 to 6. It can 
be seen that, compared at constant temper- 
ature difference AT relative to the individu- 
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Figure 3. Diffusion constant alternation of seven ho- 
mologous molecules in the n-bialkoxybenzene series 
(n = 1 to 7, n'=O to 6 -CH, groups) near the phase tran- 
sition temperatures (T= TC+O.5"C) in the isotropic 
and nematic phases (top), and at constant temperature 
(T= 119°C) in the nematic phase [42, 501. Note that 
the discontinuity at T, (Dli>D,>Di,,) disagrees with 
theoretical predictions, and the alternation is opposite 
to that predicted by calculations using the Chu-Mo- 
roi model [8] (Eqs (6a) and (6b)). 

a1 clearing points T,, the diffusivity compo- 
nents show an odd-even alternation parallel 
to the clearing temperature, which changes 
to a n'= 0-3-6 alternation also exhibited by 
the nematic activation energies if compared 
at constant temperture T [50]. In the first 
case one has Dll>D, and, surprisingly, 

D,> Diso, independent of the alternation. 
Such data, which were later confirmed by 
QNS studies [35], and analogous results for 
several n-OCB homologs [43] (n  = 5, 6, 7, 
8) cannot be described by the reported the- 
ories [8, 13, 141, although the cyanobiphe- 
nyls show the predicted order Dll >Diso > D, 
if a more sophisticated field-cycling magic 
angle averaging is applied [43]. 

13.4.4 Smectic Mesophases 

The most striking distinction from nematic 
diffusivities is that NMR pulse-field-gradi- 
ent measurements [24, 561 of smectic me- 
sophases show Arrhenius-type behavior of 
D, and Dll with strongly different activation 
energies, namely E,cEI,. As a consequencs, 
the two plots can cross [24], either within 
the smectic phase or outside by extrapola- 
tion, and with decreasing temperature the 
anisotropy ratio (T can change from <1,  as 
for nematics, to $1. Values up to 10 have 
been reported for the SmA phase of homol- 
ogous alkanoylbenzylideneaminoazoben- 
zenes (e.g. C,,-BAA [56]), whereas in the 
more familiar SmA phase of terephthalyli- 
dene-bis(4-n-butylaniline (TBBA) one 
finds only (T= 1 due to the plot crossing [24]. 
Qualitatively, this has been explained using 
the Chu-Moroi concept [8,9] assuming liq- 
uid-like diffusion within the layers (0,) but 
solid-like jumps from layer to layer (Dll). At 
phase transitions between different smectic 
order, the pre-exponential factors, activa- 
tion barriers, and anisotropy ratio change 
discontinuously; no quantitative models are 
yet available. 

13.4.5 Solute Diffusion 

Despite some principal restrictions, it is 
generally easier to determine the diffusion 
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coefficients of solute molecules [23, 24, 
28-3 11 rather than true self-diffusion. How- 
ever, the obvious distinctions have long 
been underestimated, and at present the two 
quantities cannot be related reliably. Solute 
diffusion constants do not follow the famil- 
iar relation of being reciprocally proportion- 
al to the square-root of the mass [5] (some- 
times a strong concentration dependence is 
observed [57]) and theoretical estimations 
about the significance of the solute shape 
[ 16, 171 have not been examined sufficient- 
ly. Nevertheless, several findings are well 
established [24]. Due to the smaller order of 
the solute, the diffusion anisotropy o i n  ne- 
matic systems turns out smaller than that of 
the host (i.e. near 1). On the other hand, for 
smectic phases, where the anisotropy de- 
pends primarily on the different activation 
potentials Ei for jumps within or perpendic- 
ular to the layers, o becomes even larger 
than for self-diffusion. Values of o up to 
100 have been reported for TTE molecules 
( 1,1,l-trichloro-2,2,2-trifluoroethane) in 
C,,-BAA [24,56], which originate from the 
higher E,,IE, ratio of the solute compared 
with the host. Usually, D values are small- 
er at phase transitions in the low-tempera- 

ture phase [24], but the opposite jump is al- 
so observed [41]. 

13.4.6 Lyotropic Mesophases 

Diffusivities of binary, ternary and multi- 
component liquid crystalline mixtures, e.g. 
of soap (potassium laurate (PL), water [25, 
581, and lipid (dipalmitoylphosphatidylcho- 
line (DPPC) [25, 591 systems in lamellar, 
hexagonal, cubic, nematic and micellar me- 
sophases [25,60,61] have been studied ex- 
tensively by pulsed-field-gradient NMR 
[25] and optical techniques [62], partly be- 
cause of their intimate relation to the struc- 
ture and dynamical performance of biolog- 
ical membranes [18]. The main distinction 
from thermotropic phases is that for layered 
structures a noticeable diffusion occurs on- 
ly within the layers (i.e. lateral, frequently 
written as D,, but in our notation Dl), 
whereas it is negligibly small and difficult 
to detect across the layers [60-621 (trans- 
verse migration, for bilayers denoted by 
‘flip-flop’); so the mobility is essentially 
two dimensional, and the anisotropy ratio is 
so great that it is seldom specified explicit- 

Table 1. Diffusion constants and anisotropy ratios of typical thermotropic and lyotropic liquid crystals consid- 
ered in the text (Extensive data and references are collected in Kruger [24], Lindblom et al. 1251, and Karger 
et al. [38]. 

Material Temp. (“C) Phase D,x~o-” m2 s-’ 0 Refs 
~~ 

PAA 119 N 55 0.62 42,50 
MBBA 28 N 2.9-7. I 0.57 42, 43, 50 
5-CB 30 N 2.8 0.43 43,55 
5-OCB 35 N 1.4 0.35 43,55 
TBBA 175 SmA 25 -1.0 24 

135 SmC 8.5 2.5 24 
CIZ-BAA 120 SmA 5.0 4.8 24, 56 

115 SmB 0.25 -2.5 24,56 
PL (28% H,O) 80 Lamellar 24 25,58 
DPPC (25% H2O) 52 Lamellar (LJ 0.5-0.9 220 25, 59, 60 

PAA, 4,4’-di-n-bialkoxy-azoxybenzene; MBBA, 4-methoxybenzylidene-4’-n-butylaniline; 5-CB, 4’-n-pentyl- 
4-cyanobiphenyl; 5-OCB, 4’-n-pentoxy-4-cyanobiphenyl; TBBA, terephthalylidene-bis(4-n-butylaniline); 
C,,-BAA, C ,,-benzylideneaminoazobenzene; PL, potassium laurate; DPPC, dipolmitoylphosphatidylcholine. 
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ly. In the easy direction diffusion constants 
are of similar order of magnitude as in ther- 
motropics, namely typically about lo-" to 
10-10 m2 s-l 

13.4.7 Selected Diffusion 
Constants 

Table 1 lists a few pulsed-field-gradient 
measurements of diffusion constants for 
some familiar mesophases considered in the 
text. Extensive data have been collected by 
Kruger [24] and by Lindblom and Oradd 
[25]; further more recent references have 
been summarized by Karger et al. [38]. 
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Chapter VIII 
Characterization Methods 

1 Magnetic Resonance 

Claudia Schmidt and Hans Wolfgang Spiess 

1.1 Introduction 

Magnetic resonance techniques are highly 
versatile in liquid crystal research. They can 
provide a wealth of information on the mo- 
lecular level about both the solutes in liq- 
uid-crystalline phases and the mesogenic 
molecules or aggregates themselves, in- 
cluding thermotropic or lyotropic, mono- 
meric or polymeric systems. The applica- 
tion of magnetic resonance spectroscopy to 
liquid crystals includes investigations of the 
chemical structure, mesomorphic polymor- 
phism, phase transitions, molecular orienta- 
tions and conformations, molecular and 
collective dynamics, self diffusion, spatial 
relationships between molecules, and visco- 
elastic properties. Nanostructures not ob- 
servable by microscopy or any other tech- 
niques can be analyzed, providing informa- 
tion about phase separation on a nanometer 
scale. The arsenal of magnetic resonance 
provides tools to study mesomorphic com- 
pounds in any state, including isotropic liq- 
uids, mesophases of any type, and amor- 
phous or crystalline solids. 

The unique selectivity of magnetic reso- 
nance (in particular, when studying nuclei 
other than protons by NMR), its high versa- 
tility, and its potential for the further devel- 

opment of improved and new techniques 
make it an active, mature, yet expanding 
field of research. The number of publica- 
tions per year on magnetic resonance of liq- 
uid crystals is still growing and reached a 
value well above 200 in 1996. This makes 
it impossible to give a full account of this 
field on a few pages. The purpose of this 
contribution is rather to convey the most 
basic concepts of magnetic resonance and 
to give a taste of its enormous capabilities 
by presenting a few examples, the selection 
of which is certainly a biased one. The re- 
ferences given are mainly of recent publica- 
tions and reviews. The focus is on thermo- 
tropic rather than lyotropic, and on nuclear 
magnetic resonance (NMR) rather than 
electron spin resonance (ESR). 

In-depth treatments of the topic are avail- 
able in several books [ 1-61 and in a large 
number of review articles. The monograph 
by Dong [6], for example, focuses on as- 
pects like the dynamics of nuclear spins, or- 
ientational order, molecular field theories, 
nuclear spin relaxation theory, director fluc- 
tuation and spin relaxation, rotational and 
translational dynamics, internal dynamics 
of flexible mesogens, and multiple-quan- 
tum and two-dimensional NMR, topics that 
will be touched upon very briefly here. Re- 

0 
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cent reviews on specific aspects of NMR on 
liquid crystals cover, for instance, mole- 
cules oriented in liquid crystals [7], the de- 
termination of order parameters [8], deuter- 
on NMR spectroscopy of solids and liquid 
crystals [9], spin dynamics of exchanging 
quadrupolar nuclei in locally anisotropic 
systems [lo], NMR of surfactant systems 
[ 1 11, microstructure and dynamics in lyo- 
tropic liquid crystals [12], studies of trans- 
lational diffusion in lyotropic liquid crystals 
and lipid membranes [ 131, oriented phospo- 
lipid micelles for the study of membrane- 
associated molecules [ 141, local molecular 
dynamics in small molecules [ 151 and poly- 
mer liquid crystals [16], dynamic NMR in 
liquid crystal solvents [ 171, polymer liquid 
crystals [ 181, multidimensional NMR stud- 
ies of the structure and dynamics of liquid 
crystal polymers [ 191, variable angle sam- 
ple spinning [20], and noble gases dissolved 
in isotropic and anisotropic liquids [21]. For 
comprehensive annular listings of the liter- 
ature on the NMR of liquid crystals, the se- 
ries edited by Webb [22] may be consulted. 
ESR investigations on liquid crystals are 
discussed in several chapters of [5]. 

1.2 Basic Concepts 
of NMR (Nuclear Magnetic 
Resonance) 

The fact that liquid-crystalline phases are 
intermediate between liquids and solids is 
reflected in the NMR of these materials, 
which combines aspects of both liquid and 
solid state NMR. While the instrumentation 
and techniques often show the features of 
liquid state NMR, the theoretical back- 
ground of solid state NMR [23-261 is re- 
quired to design experiments and to analyze 
spectra. The characteristic feature of this 
branch of NMR is the anisotropy of the 

interactions of spins with their surround- 
ings. This anisotropy provides the basis for 
almost all NMR studies of liquid crystals. 

1.2.1 Anisotropy of Spin 
Interactions 

Spin interactions that can be exploited to ob- 
tain information on liquid crystals are chem- 
ical shifts, magnetic dipole-dipole interac- 
tions between spins, and, for nuclei with 
spins I2 1, quadrupole interactions between 
the electric quadrupole moment of the nu- 
cleus and the electric field gradient at the 
site of the nucleus. The anisotropy of all 
these spin interactions leads to an orienta- 
tion dependence of the resonance frequen- 
cy v (or the corresponding angular frequen- 
cy o = 2 7c v), given by 

v = vL + - A(3cos2 8 - 1 - 17 sin2 8 cos24) 

Here V ,  is the Larmor frequency including 
isotropic chemical shifts, A describes the 
strength of the anisotropic coupling and q 
is the asymmetry parameter describing the 
deviation of the anisotropic coupling from 
axial symmetry (05 q5 1). The angles Band 
4 are the polar angles of the magnetic field 
B, in the principal axes system of the 
coupling tensor. Equation (1 )  describes the 
frequency position of a peak correspond- 
ing to the single transition of an isolated 
spin-1/2 system; in the case of dipolar cou- 
plings and quadrupole couplings of *H, each 
peak has a mirror image with respect to v,, 
leading to a doublet of peaks at frequencies 
v,= v, 2 4/2 (3 cos28 - 1 - sin2B cos 24). 

The quadrupole coupling is a one-spin 
interaction, giving rise to simple spectra 
which are easy to analyze. Typical 2H spec- 
tra are shown in Fig. 1. Dipolar couplings, 
in contrast, result from two-spin interac- 
tions. If more than two spins are coupled, 

(1) 1 
2 
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2496 144, respectively [27]. Although the 
actual number of observed transitions is re- 
duced by symmetry, either special spectro- 
scopic techniques or isotopic substitution 
are required to tackle molecules containing 
more than a few spins. 

The orientation dependence of NMR fre- 
quency shifts or splittings often provides in- 
formation directly related to the geometry 
of the molecule, since the unique axis of the 

bond direction, for instance, the l3C-*H 
bond in the case of the heteronuclear dipole 

o zoo coupling coincides in many cases with a 

interaction between such a pair of Z=1/2 
nuclei or the C-2H bond in the case of the 
quadrupole interaction of the I=  1 nucleus 

the NMR signal is the basis for studies of 

-100 -200 0 200 100 *H. Thus the orientation dependence of 

Wzl 

[kHz1 

[kHz1 

*H NMR spectra schematic 
phase structure 

Figure 1. Deuteron NMR line shapes. Top: static 
powder pattern for a macroscopically disordered sam- 
ple in the absence of molecular motions (71 = 0 case). 
Middle: motionally narrowed powder pattern for a 
macroscopically disordered mesophase with axially 
symmetric molecular motions ( ( q ) = O ) .  The ratio of 
the peak splittings in the top and middle spectra de- 
fines the microscopic order parameter. Bottom: doub- 
let spectrum of a macroscopically aligned mesophase. 
If the microscopic order parameter is known, the an- 
gle between the director and the magnetic field can be 
obtained from the splitting. 

forming a network of n coupled spins, the 
spectrum rapidly becomes too complex to 
be analyzed, as the upper limit to the num- 
ber of the normally observed one-quantum 
transitions, that is, transitions between en- 
ergy levels differing in their total magnetic 
quantum number by A m  = 1, increases as 

(n2:1) (1=1/2 case). For n=4, n=8, and 

molecular orientations and rotational mo- 
tions. 

In powder samples, for instance, polydo- 
main liquid crystals, the individual signals 
from all orientations of the coupling tensors 
in the sample are superimposed to yield the 
powder line shape, as shown for the case of 
2H NMR in Fig. 1 (top and middle). If the 
sample is partially ordered, like a partially 
aligned liquid crystal polymer, the NMR 
line shape reflects the orientational distri- 
bution function of the coupling tensors [28, 
291. Figure 1 (bottom) depicts the special 
case of a completely aligned sample. Such 
a sample with macroscopically uniform 
alignment, for nematic phases usually in- 
duced by the magnetic field, gives rise to a 
simple doublet. 

Not only the orientational distribution but 
also rotational motions affect the line shape, 
provided the reorientation rate is of the or- 
der of or larger than the static frequency shift 
or splitting. This phenomenon of motional 
narrowing is the subject of the following 
section. 

n=12, this number is 56, 11 440, and 
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1.2.2 Exchange and 
Motional Narrowing 

Molecular motions play an important role in 
liquid crystals. Fast motions, like conforma- 
tional interconversions and tumbling mo- 
tions of individual molecules in thermotrop- 
ic liquid crystals or translational diffusion 
along the hydrophilic/hydrophobic inter- 
face in lyotropic systems, the rates of which 
are much higher than the static frequency 
shift or splitting (extreme narrowing limit), 
lead to an effective average of the coupling 
tensors, and the static values of A and 77 in 
Eq. ( 1 )  must be substituted by the motion- 
ally averaged parameters 2 and f j  [24, 261. 

Line shapes in the extreme narrowing 
limit contain information on the type of mo- 
tion. Thus a continuous motion of a para- 
phenylene ring about its axis can be easily 
distinguished from 180" jumps between the 
two symmetry related orientations of the 
ring [26]. In macroscopically uniaxial phas- 
es, the local motions often also exhibit uni- 
axial symmetry. In this case, G = O  and the 
NMR frequency is related to the angle be- 
tween the director and the magnetic field, j3, 
by the simple relationship 

V = vL + A(3cos2 p - 1) (2) 2 

The spectrum in the middle of Fig. 1 shows 
this effect of motional narrowing. 

If the averaged coupling can be assigned 
to a rigid segment of the molecule, as in the 
case of the quadrupole coupling of a *H nu- 
cleus in an X-2H bond or the dipole-dipole 
coupling between a pair of spins on the same 
rigid moiety, e.g., a phenyl ring, the ratio 
between the motionally averaged coupling 
and the static coupling, d/A, can be used to 
define an order parameter of the bond or 
rigid segment. This forms the basis for 
measurements of order parameters by NMR 
[8, 30, 311. Obviously, the numerical value 

of an order parameter determined in such 
a way must be accompanied by a specifi- 
cation of the molecular segment and the 
assumptions on the geometry of that seg- 
ment used in the calculation of the order 
parameter. 

Slower motions with rates comparable to 
the static frequency shift or splitting, as of- 
ten found in polymer liquid crystals, affect 
the spectrum, which is normally obtained 
from an echo pulse sequence, in a more com- 
plicated way [ 10, 32, 331. A numerical line 
shape analysis in this regime of intermedi- 
ate and slow motional exchange yields in- 
formation about the geometry of the motion- 
al process that goes beyond the information 
content of the line shape in the extreme nar- 
rowing limit. Even slower motions with re- 
ciprocal rates in the millisecond or second 
range can be investigated by two-dimen- 
sional exchange spectroscopy (see Sec. 
1.2.5). 

1.2.3 Spin Relaxation 

Relaxation measurements provide another 
way to study dynamical processes over a 
large dynamic range in both thermotropic 
and lyotropic liquid crystals (see Sec. 2.6 of 
Chap. I11 of Vol. 2A). The two basic relax- 
ation times of a spin system are the spin-lat- 
tice or longitudinal relaxation time T ,  and 
the spin-spin or transverse relaxation time 
T2. A detailed description, however, re- 
quires a more precise definition of the re- 
laxation times. For spin I= 1, for instance, 
two types of spin-lattice relaxation must be 
distinguished, related to the relaxation of 
Zeeman and quadrupolar order with rates 
T;; and T,-d. The relaxation rates depend on 
spectral density functions which describe 
the spectrum of fluctuating fields due to mo- 
lecular motions. A detailed discussion of 
spin relaxation is beyond the scope of this 
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chapter; numerous articles on this subject 
are available [3, 6, 9, 12, 34-38]. Suffice 
it here to say that the maximum rate of 
spin-lattice relaxation occurs for motions 
with frequencies close to the Larmor fre- 
quency. Hence slow motions like director 
fluctuations can be investigated by NMR 
experiments in very low magnetic fields, 
which are accessible by field-cycling tech- 
niques [39-411 (see Sec. 1.2.4). Figure 2il- 
lustrates the proton TI  dispersion measured 
in a smectic C phase [41]. Regimes where 
the frequency dependence of T ,  is influ- 
enced by molecular motions, self-diffusion, 
and collective motions can be discriminat- 
ed. 

Another way to detect slow motions is by 
deuteron transverse spin relaxation experi- 
ments using a modified Carr-Purcell- 
Meiboom-Gill spin echo pulse sequence 
[42-441. Information about the dynamics of 
liquid crystals can be retrieved from the fre- 
quency dispersion (see Fig. 2) and the an- 
isotropy of relaxation rates. 
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Figure 2. Proton spin-lattice relaxation time T ,  ob- 
tained by field cycling as a function of the Larmor fre- 
quency w / 2 x  for the smectic C phase of a biforked 
liquid crystal. The solid line is the best fit of a model 
taking into account collective movements, self diffu- 
sion, and molecular rotation. Reprinted with permis- 
sion from [41]. 

1.2.4 Advanced Techniques 

A large variety of techniques has been de- 
veloped to simplify NMR spectra [23-261. 
A comprehensive treatment is beyond the 
scope of this section; only the most impor- 
tant methods and some less frequently used 
techniques, which are referred to later in this 
section on magnetic resonance, will be in- 
troduced here. 

Magic angle spinning (MAS) is used rou- 
tinely in solid-state 13C NMR to increase the 
resolution of spectra. By spinning the sam- 
ple at a frequency of several kilohertz about 
an axis inclined at the magic angle of 54.7" 
to the magnetic field, the anisotropy of 
chemical shifts is removed, and liquid-like 
spectra with peaks at the positions of the iso- 
tropic chemical shift frequencies are ob- 
tained. If the sample cannot be spun with a 
frequency much higher than the width of the 
chemical shift, anisotropy sidebands appear 
at positions separated from the isotropic 
chemical shift line by integer multiples of 
the rotor frequency. 

Other techniques used in I3C NMR of sol- 
ids are cross polarization (CP), which en- 
hances the signal-to-noise ratio of 13C spec- 
tra dramatically, and proton decoupling to 
eliminate line broadening due to dipolar 
couplings. Proton decoupling is also useful 
in 2H NMR of liquid crystals to remove di- 
polar multiplets or broadening. 

Another method to remove the anisotro- 
py of spin interactions and to obtain high 
resolution spectra of solids is by multiple- 
pulse sequences. The combination of mul- 
tiple-pulse sequences and MAS (CRAMPS: 
combined rotational and multiple-pulse 
spectroscopy) is used to obtain highly re- 
solved proton spectra. 

A technique particularly useful for liquid 
crystals, where intermolecular dipolar inter- 
actions are removed because of the tumbling 
motion of the molecules but intramolecular 
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couplings remain due to the anisotropy of 
the motions, is multiple-quantum NMR. 
Multiple-quantum NMR simplifies the 
spectra of molecules containing a network 
of several coupled spins by reducing the 
number of observed transitions. 

Field cycling is used to measure relax- 
ation rates or line shapes in low or even 
zero fields. The spins are first polarized in 
a high magnetic field, then subjected to an 
evolution period at low or zero field, and fi- 
nally detected again at high field. This field 
cycling is achieved either by switching of 
the magnetic field [45] or by shuttling the 
sample between a position in high field and 
a position in low field [27, 461. 

1.2.5 Multidimensional 
Spectroscopy 

Advanced NMR spectroscopy often re- 
quires multidimensional techniques. There- 
fore the basic ideas of two- and more-dimen- 
sional (2D and nD) Fourier spectroscopy 

preparation evolution mixing detection 

i 

will be presented in the following. Details 
on the enormous number of different experi- 
mental techniques can be found in the liter- 
ature (for example, [25, 261). 

A 2D NMR spectrum is generated by re- 
cording a two-dimensional data set follow- 
ing pulsed irradiation as a function of two 
time variables, as shown schematically in 
Fig. 3a, and subsequent double Fourier 
transformation. The development of the nu- 
clear spin system in the evolution period 
with step-wise incremented time t l  at the be- 
ginning of the pulse sequence provides the 
basis for the first frequency dimension vl. 
The NMR signal is recorded in the detection 
period as a function of time t,, providing the 
basis for the second frequency dimension 
v,, at the end of the pulse sequence. In many 
experiments, a variable mixing period of 
fixed duration t ,  is inserted between evolu- 
tion and detection. The concept of 2D spec- 
troscopy is readily extended to three and 
higher dimensions by inserting additional 
evolution and mixing periods. During the 
evolution and detection periods, the spin 

L 
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Figure 3. Principles of 2D-NMR spectroscopy: (a) Basic pulse sequence consisting of preparation, evolution, 
mixing, and detection periods. In the preparation period, relaxation filters can be applied to discriminate, e.g., 
against molecular motion. (b) Separation of anisotropic chemical shift side-band patterns (wz) according to the 
isotropic chemical shift values (q). (c) Correlation of anisotropic chemical shift (w,) and dipolar interaction 
(wl). (d) 2D exchange spectrum revealing the reorientation of a molecular segment about the angle p through 
an elliptical exchange ridge. 
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system can be manipulated in many differ- 
ent ways in order to either remove or scale 
down some of the spin interactions. 

The most important aspects of 2D NMR, 
from which additional information is 
gained, are exemplified in Fig. 3. First, 2D 
NMR is often used to increase the spectral 
resolution by separating different inter- 
actions. As an example, consider 1D MAS 
side-band spectra [23 -261. Spinning side- 
band spectra are often hampered by insuffi- 
cient spectral resolution due to overlapping 
side-band patterns from different ' 3C sites 
in the sample. This lack of resolution is cir- 
cumvented when a new frequency dimen- 
sion is introduced to separate the individu- 
al side-band patterns, as demonstrated in 
Fig. 3 b. 

Other 2D NMR techniques aim at obtain- 
ing new information by correlating differ- 
ent interactions. As a specific example, 
Fig. 3c displays the correlation of a 13C 
chemical shift with a 13C-]H dipolar pow- 
der pattern. The correlation of different sig- 
nals is often used for the assignment of 
peaks. 

As far as applications to liquid-crystal- 
line polymers with their slowed-down dy- 
namics are concerned, 2 0  exchange NMR 
proved to be particularly valuable [26]. First 
of all, by varying the mixing time t,, slow 
dynamic processes in the range of milli- 
seconds to seconds can be followed in real 
time. Moreover, 2D exchange spectra yield 
unique and model-independent information 
about the geometry of rotational motions. In 
fact, for axially symmetric coupling tensors, 
ubiquitous in 2H NMR of liquid crystals, the 
2D exchange spectrum yields elliptical 
ridge patterns from which the angle about 
which the molecules have rotated can be 
read off with a ruler (Fig. 3d). 

Like many advanced NMR experiments, 
both multiple-quantum [25, 271 and field 
cycling [27,45,46] experiments are intrin- 

sically two-dimensional, although most of 
the time only one dimension is presented. In 
the following, a few more examples from 
the large number of nD experiments for 
which all n frequency dimensions are essen- 
tial will be given. 

A 2D MAS experiment that provides in- 
formation about orientational order based 
on spin- 1/2 chemical shift anisotropies was 
introduced by Harbison and other workers 
[26,47]. Compared to 2H NMR spectrosco- 
py of selectively deuterated liquid crystals, 
no isotopic labeling is required for this 
experiment. Spinning side-band spectra of 
oriented samples show variations in the 
phases and intensities of the spinning side- 
bands, which depend on the degree of order 
present and the position of the rotor at the 
start of acquisition of the NMR signal. 
These variations can be translated into a 2D 
side-band pattern by making the initial ro- 
tor position a function of the evolution time 
t ,  of a rotor-synchronized 2D NMR experi- 
ment. From the side-band intensities of the 
2D spectrum, the moments of the orienta- 
tional distribution function can be extract- 
ed. 

This 2D experiment suffers from a lack 
of resolution if more than a few carbon sites 
are present. The problem of side-band over- 
lap is overcome by a 3D extension of the ex- 
periment, in which the 2D side-band pat- 
terns of different sites are separated along 
the 3rd dimension according to their isotrop- 
ic chemical shifts [26,48]. An example for 
the application of this experiment will be 
given in Sec. 1.3.4. 

The last example of 2D techniques pre- 
sented here is the wide-line separation 
(WISE) experiment [26, 491. In a WISE 
spectrum, high-resolution 13C-CPMAS 
spectra are displayed on one axis, while con- 
ventional 'H wide-line spectra dominated 
by the dipole-dipole coupling are displayed 
on the other. Thus the proton sites are sep- 
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arated according to the isotropic chemical 
shifts of the 13C atoms to which they are at- 
tached. The widths of the 'H lines reflect the 
mobility of the different sites: the higher the 
mobility, the narrower the line. Insertion of 
a mixing period into the pulse sequence of 
the WISE experiment allows for proton spin 
diffusion (transport of magnetization, no 
mass transport) to take place [26]. By this 
extension of the WISE experiment, the mo- 
bility at interfaces can be determined and 
domain sizes in the nanometer range can be 
estimated. 

At this point, it must be mentioned that 
not only spin diffusion but also self diffu- 
sion of molecules can be studied by NMR 
[ 1 1, 131. The available magnetic resonance 
techniques, relaxation and field-gradient 
methods, are discussed in Sec. 13.3.3 of 
Chap. VII of this Volume. 

1.3 Applications of NMR 

1.3.1 Phase Behavior 

The perhaps most trivial but often fruitful 
application of NMR to liquid crystals is the 
detection and investigation of phase transi- 
tions. Any changes of the order parameter 
can easily be followed by NMR, since a 
change of the order parameter is connected 
with a change of the motionally averaged 
tensor components of the spin interactions. 
Most commonly, changes of the line split- 
tings in 2H NMR spectra or changes of the 
chemical shift in I3C spectra are observed 
at a phase transition. In thermotropic sys- 
tems the first-order nematic-to-isotropic 
phase transition is usually easy to detect. 
Transitions between different smectic or 
between smectic and nematic phases do not 
always give rise to a significant change in 
the NMR spectrum. 

To study the phase diagrams of aqueous 
lyotropic liquid crystals, 2H NMR on deu- 
terated water, an easily accessible probe, is 
widely used, e.g. [50-531. Cubic, hexago- 
nal, and lamellar phases can easily be dis- 
tinguished by the different averages of the 
quadrupole interaction, which result from 
the different curvature and symmetry of the 
hydrophobic-hydrophilic interface, along 
which the water molecules diffuse. Further- 
more, different lyomesophases can also be 
discriminated based on their orientation in 
the magnetic field. Most surfactants with 
aliphatic tails have a negative anisotropy of 
the diamagnetic susceptibility. Therefore 
lamellar or disk-like aggregates tend to 
align with their normal perpendicular to the 
magnetic field, whereas cylindrical aggre- 
gates align with their symmetry axis par- 
allel to the magnetic field. NMR can thus be 
used to determine the shape of aggregates 
and to discern N, and N, lyotropic nemat- 
ic phases. 

An advantage of NMR in the investiga- 
tion of phase transitions is the fact that bi- 
phasic regions can be detected from the 
superposition of two different components 
in the spectrum. This facilitates the distinc- 
tion between discontinuous (first-order) and 
continuous (higher-order) transitions (see 
Sec. 1.3.5). The tricritical point of the smec- 
tic A to nematic phase transition for binary 
liquid crystal mixtures, for example, has 
been determined by 2D 13C NMR [54]. 

In polymers and elastomers where phase 
characterization by polarizing microscopy 
often fails because of poorly developed tex- 
tures, NMR is a superior method because, 
as a molecular method, it is sensitive to the 
phase structure of very small domains. 

Phase biaxiality in lyotropic system was 
detected by NMR a long time ago [55,  561. 
For the ternary system, sodium dodecylsul- 
phate/decanol/water, the transitions from 
the uniaxial nematic N, and N, phases to 
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the biaxial nematic phase in-between were 
shown by 2H NMR on D,O to be first order 
[S7]. For thermotropic nematic phases, 
however, NMR has failed to confirm the bi- 
axiality found in several systems by other 
methods [S8]. A possible reason could be a 
relatively large threshold value of 77, which 
might be as large as 0.2 [S9] and is probably 
not reached in the thermotropic biaxial ne- 
matics discovered to date. 

1.3.2 Molecular Orientation 
and Conformation 

The investigation of orientational order and 
conformations is the most frequent applica- 
tion of NMR in liquid crystals. Magnetic 
resonance on molecules dissolved in orient- 
ed liquid crystals gains its power from the 
intermediate position of liquid crystals be- 
tween isotropic liquids, on the one hand, and 
anisotropic solids, on the other. Because of 
the motional anisotropy of liquid crystals, a 
wealth of information not available from 
isotropic liquids becomes accessible. On the 
other hand, intermolecular interactions av- 
eraged to zero and intramolecular interac- 
tions scaled by motional narrowing lead to 
a better resolution and smaller overall width 
of liquid crystal spectra compared to the 
spectra of solids, thereby making require- 
ments on instrumentation less demanding. 
In the past, these advantages were made use 
of mainly to investigate solute molecules in 
a liquid-crystalline matrix [ 1, 17,601. Some 
examples of recent studies on solutes are 
given in [61-701. The goals of such solute 
studies have been twofold: in some cases, 
interest was exclusively in the determina- 
tion of the structure of the solute molecule, 
while in other cases the solute was used as 
a spy to probe the molecular field of the liq- 
uid crystal. The boom of solute studies for 
structure elucidation appears to be over, at 

least for thermotropic liquid crystals; in- 
stead, the mesomorphic molecules them- 
selves are now at the focus of interest, as the 
increasing number of studies on mesomor- 
phic molecules, for example [7 1-77] indi- 
cates. For lyotropic liquid crystals, the sit- 
uation may be somewhat different: The use 
of oriented lyotropic systems for the study 
of solvent molecules may only be at its be- 
ginning, since magnetically-oriented phos- 
pho-lipid bilayer micelles (bicelles) have 
been discovered as the matrix for structural 
studies of membrane-associated biomole- 
cules [ 141. 

To determine the orientation of a rigid 
molecule or a rigid segment of a flexible 
molecule in a macroscopically uniaxial 
phase completely, a segmental order matrix 
consisting of five independent elements is 
required [4]. Symmetry may reduce the 
number of independent matrix elements 
substantially. For flexible molecules the 
order matrix of each rigid subunit must be 
known and, in addition, information about 
the relative motions of the subunits, in oth- 
er words, about the statistical weights of dif- 
ferent conformations, is required. The latter 
is typically provided by long-range di- 
pole-dipole couplings. Information of this 
type available to date is incomplete, but for 
the smallest molecules. However, even the 
limited data for larger molecules provides 
important constraints for testing inter- and 
intramolecular potentials of molecules in 
liquid crystals. Thus magnetic resonance is 
the most important source of experimental 
data against which models of orientational 
potentials and molecular dynamics simula- 
tions can be tested [8], as, for example, in 
[63, 64, 69, 781 (see also Chap. I11 of this 
Vo 1 u me). 

Information about the molecular order 
can be derived from any of the anisotropic 
spin interactions introduced in the previous 
section. Most commonly the quadrupole 
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couplings of deuterated molecules or intra- 
molecular dipole-dipole couplings between 
pairs of protons or pairs of different nuclei, 
like 13C and 'H, are used; chemical shift an- 
isotropies have only been employed more 
recently [79, 801. 

Proton studies of solutes and liquid crys- 
tals are difficult because the strongly cou- 
pled dipolar network of these many spin 
systems gives rise to spectra with an enour- 
mous number of lines (see Sec. 1.2.1). Even 
for as few as six or seven coupled spins in 
a molecule, the spectrum is very complex. 
In general, for a spin system of a given size, 
the information content of the spectrum in- 
creases with its complexity. Thus the proton 
spectrum of a dipolarly coupled system is 
more complex than a proton-decoupled deu- 
terium spectrum (in which most deuteri- 
um-deuterium couplings are too weak to be 
resolved). On the other hand, the dipole-di- 
pole couplings, due to their larger number, 
provide more information about the system 
than quadrupole couplings alone. A spec- 
trum with a large information content is of 
no use, however, if it is intractably complex. 
The crucial point here is that the same inter- 
actions that provide geometrical informa- 
tion are the cause of the complexity of the 
spectrum. Therefore a sufficient simplifica- 
tion of the spectrum combined with a min- 
imum loss of information is required. Sev- 
eral approaches towards a solution of this 
problem have been taken. 

One solution is the partial deuteration of 
the molecules. A recent example of this ap- 
proach is a study on different partially deu- 
terated phenyl-benzoate molecules [68]. 
The deuterium NMR spectra of partially 
deuterated molecules are easy to analyze be- 
cause of the single-particle character of the 
quadrupole interaction. Also, proton dipo- 
lar spectra of partially deuterated mole- 
cules, measured under conditions of deute- 
rium decoupling, are less difficult to ana- 

lyze than the spectra of the fully protonated 
compounds. Therefore, in many studies, the 
considerable synthetic effort of deuteration 
is undertaken. 

Other approaches use advanced spectro- 
scopic techniques to simplify the spectrum. 
Examples from this category of solutions 
are multiple-quantum NMR [25, 271 to ob- 
tain 'H-'H couplings and separated local- 
field spectroscopy [23, 25, 261 with either 
I3C (SLF) or proton detection (PDLF) to ob- 
tain 13C-lH couplings (or other heteronu- 
clear interactions, such as 13C--19F cou- 
plings). Separated local-field techniques are 
usually combined with variable angle spin- 
ning (VAS or OMAS for off magic angle 
spinning) [20] to reduce the size of the 
couplings in order to further simplify the 
spectra (from second to first order) and to 
reduce the instrumental demands for decou- 
pling power. In the following, the multiple- 
quantum and the separated local-field ap- 
proach will be explained in more detail. 

Multiple-quantum spectra have a greatly 
reduced number of lines because the num- 
ber of different multiple-quantum transi- 
tions of order rn (e.g., m spins flipping si- 
multaneously) is reduced as the order in- 
creases. For a system consisting of n spins 
there is only one multiple-quantum transi- 
tion of order m=n. Thus compared to the 
intractably complex l-quantum spectrum 
of an n-spin system, the n-quantum spec- 
trum of the same system consists of only 
one single line. In most investigations, the 
most simple and best resolved but nontriv- 
ial n- l-quantum spectra are analyzed. Fig- 
ure 4 shows as an example the l-quantum 
and the 5-quantum spectra of a 6-spin 
system, naphthaquinone in a nematic sol- 
vent [81]. 

Multiple-quantum spectra of a given or- 
der can be detected selectively in a two-di- 
mensional experiment using conventional 
phase-cycling [25] or field-gradient selec- 
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Figure 4. 300 MHz spectra of the protons in naph- 
thaquinone dissolvedin the nematic solvent ZLI 1 132. 
(a) Five-quantum spectrum obtained from a pulse se- 
quence without chemical-shift refocusation, (b) five- 
quantum spectrum with chemical-shift refocusation, 
(c) one-quantum spectrum. Real lines resulting from 
five-quantum transitions are marked with * to distin- 
guish them from spurious peaks arising frompulse im- 
perfections. Reprinted with permission from [8 11. 

tion [82]. Some recent examples of solutes 
in liquid crystals, for which dipole-dipole 
couplings have been determined with the 
help of multiple-quantum NMR, are 3-chlo- 
roiodobenzene and 1 -bromonaphthalene 
[83], biphenylene [84], and biphenyl [85]. 
From the spectra of highest orders (rn=n- 1 
and rn =n - 2), start values for dipole-dipole 
coupling constants may be extracted, which 
can subsequently be used as input parame- 
ters for the numerical analysis of the l-quan- 
tum spectrum. Such a procedure may even 
be automated, as has been demonstrated for 
the five-spin system of bromobenzene and 
the six-spin systems of ethynylbenzene and 
naphthaquinone [81]. 

In separated local field experiments, the 
I3C sites are separated in the vl dimension 
of a 2D experiment according to their chem- 
ical shifts and correlated with their individ- 
ual dipole-dipole couplings (their local 
fields) in the v, dimension. The original 
I3C-detected local-field spectra are more 
complicated than the more recently intro- 
duced proton-detected local-field spectra 
[86]. When using 13C detection, each I3C 

atom is coupled to a multitude of protons on 
the same molecule, resulting in multiplet- 
of-multiplet type 13C spectra in the v, di- 
mension. With proton detection, however, 
each proton couples typically to only one 
I3C atom on the same molecule (because of 
the low natural abundance of I3C), and the 
dipolar-coupled 13C spectra observed in the 
V ,  dimension are a simple superposition of 
doublets. 

Figure 5 shows a PDLF spectrum of 4-n- 
pentyl-4'-cyanobiphenyl in the nematic 
phase [86]. Each 13C cross section in the 2D 
spectrum shows several doublet splittings. 
The largest one results from the directly 
bonded I3C-'H pair, while smaller split- 
tings originate from long-range 13C-'H 
couplings. For the VAS angle of 48.2" used 
to obtain the spectrum of Fig. 5 ,  the signals 
from the carbon atoms 2 and 2' overlap. 
Owing to the scaling of the chemical shift 
anisotropy by sample spinning, the posi- 
tions of the I3C signals can be shifted by us- 
ing a different spinning angle so that such 
accidental overlap can be resolved. Quanti- 
tative assignment of the long-range cou- 
plings can be achieved by combining the 
PDLF experiment with a heteronuclear 
chemical shift correlation (HETCOR) ex- 
periment in a reduced 3D experiment [87]. 
In a conventional 2D HETCOR experiment, 
a proton and a I3C signal are correlated and 
show a crosspeak if there is a dipole-dipole 
coupling between the corresponding sites. 
In the reduced 3D experiment by Hong et al. 
[87], correlations between I3C chemical 
shifts on the one hand ( vI axis) and 'H chem- 
ical shifts plus 13C-'H couplings on the 
other (v2 axis) are detected and thus the 
nontrivial assignments of the long-range 
13C-'H couplings to specific I3C-'H pairs 
become possible. 

A different approach towards spectral 
simplification, yielding proton couplings, 
was demonstrated recently [88]. Individual 
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Figure 5. Contour plot of the OMAS-PDLF spectrum 
of 4-n-pentyl-4'-cyanobiphenyl recorded by spinning 
the sample at a rate of about 1.6 kHz at an angle of 
48.2" with respect to the magnetic field. The signals 
from the different carbon atoms in the molecule are 
separated according to their I3C chemical shifts along 
the V ,  axis (vertical) and correlated with their I3C-lH 
dipolar spectra along the v, axis (horizontal). Each 
dipolar spectrum shows several splittings due to di- 
rectly bonded and long-range I3C-'H couplings. 
Reprinted with permission from [86] (Copyright 1996 
American Chemical Society). 

homonuclear 'H-'H couplings of a fully 
protonated liquid crystal molecule were ob- 
tained by a state-correlated two-dimension- 
al experiment, which separates the proton 
sites according to their chemical shifts in the 
isotropic phase and correlates them with 
their local homonuclear dipolar fields in the 
liquid-crystalline phase. This was achieved 
by rapid switching of the temperature be- 

tween the isotropic and the liquid-crystal- 
line state during the mixing time of the pulse 
sequence. 

The VAS technique to reduce the size of 
couplings can only be applied to samples in 
which the director aligns due to the sample 
spinning. Cholesteric or chiral smectic sys- 
tems show an alignment not of the director 
but of the helicity axis. Therefore VAS does 
not show the desired effect in these systems 
[S9]. A different technique to reduce the 
couplings, applicable to chiral liquid crys- 
tals, is coherent averaging in spin space by 
means of multiple-pulse techniques [23 - 
261. To retain the additional information 
gained from the anisotropy of liquid crys- 
tals, special multiple-pulse sequences have 
been developed which average the di- 
pole-dipole couplings not to zero as con- 
ventional multiple-pulse sequences do, but 
scale them to a small value. Thus a compli- 
cated second-order spectrum can be turned 
into a simple first-order spectrum [89-911. 
Such a multiple-pulse reduction of the di- 
pole-dipole couplings was used for exam- 
ple in the v2 dimension of a modified COSY 
experiment [89]. This is one example show- 
ing that powerful 2D techniques, which are 
standard today in the high-resolution NMR 
of isotropic liquids [25], are becoming more 
and more available for anisotropic ordered 
liquids as well. 

Modern 2D techniques are applied, for 
example, in NMR on chiral solutes in chi- 
ral liquid crystalline solvents. NMR spec- 
troscopy on such chiral host/chiral guest 
systems can be used for the spectral discrim- 
ination of enantiomeric solutes because the 
enantiomers show differential orientational 
ordering in the chiral environment. Based 
on this differential ordering effect (DOE), 
enantiomeric purity or excess can be quan- 
titatively measured [92]. The DOE may 
also help to understand the intermolecular 
interactions involved in the chiral recogni- 
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tion mechanism. By the application of 1D 
and 2D NMR to measure and assign 'H-'H 
and 'H--13C couplings, the full order matric- 
es of both enantiomers of P(trich1orometh- 
y1)-ppropiolactone have been determined 
1931. Two-dimensional correlation experi- 
ments have been shown to be powerful tools 
to discriminate and analyze the NMR spec- 
tra of the enantiomers [94]. An alternative 
approach is the derivatization of the enan- 
tiomers with a deuterated nonchiral agent, 
like acetyl-d, chloride, and measurement of 
the very simple deuteron NMR spectra 1951. 

1.3.3 Molecular Dynamics 

Dynamic processes that can be investigated 
by NMR include both the motions of indi- 
vidual molecules, e.g., conformational dy- 
namics and molecular rotations, and collec- 
tive motions, e.g., director fluctuations in 
nematic systems, layer undulations in smec- 
tic systems, or density modulations in co- 
lumnar phases of discotic systems. Self-dif- 
fusion can be measured by NMR relaxation 
or field gradient methods, as discussed in 
Sec. 13 of Chap. VII of this Volume. Table 1 
gives an overview of the time scales acces- 
sible by the most common experimental 
techniques and examples of the type of mo- 
tion that can be studied. 

The application of relaxation studies for 
the investigation of liquid crystal dynamics 
was mentioned earlier in Sec. 1.2.3. Alter- 
natively, motions can be studied by the anal- 

Table 1. Time scales of NMR methods. 

ysis of 1D and 2D NMR line shapes. One- 
dimensional spectra are sensitive to motions 
with frequencies of the order of the static 
linewidth. Deuterium solid echo line 
shapes, for instance, are influenced by rota- 
tional motions with frequencies in the range 
of lo4- 10' Hz. I3C spectra are sensitive to 
somewhat slower motions, since their stat- 
ic linewidth, due to chemical shift anisotro- 
py, is smaller than in the case of deuterons. 
Slow motions with frequencies lower than 
the static (or preaveraged) linewidth, but 
higher than the spin-lattice relaxation rate 
can be investigated by 2D exchange NMR. 
The axial motion in columnar liquid crys- 
tals, for instance, was studied by this tech- 
nique 1961. 

Often different motions with widely sep- 
arated time scales are present. The fastest 
motions, for which the extreme narrowing 
limit is fulfilled, then lead to preaveraged 
line shapes, which are still sensitive to ad- 
ditional, now somewhat slower, motions 
with correlation times of the order of the in- 
verse width of the preaveraged spectrum. A 
typical example, where such stepwise aver- 
aging is assumed, is the surfactant/water 
system. Local motions lead to strongly nar- 
rowed lines (by a factor of 10 for surfactant 
molecules and a factor of 100 for water), 
which can be narrowed further by diffusion 
along the hydrophobic-hydrophilic inter- 
face if this involves reorientations. This ex- 
plains why the spectra of lamellar and hex- 
agonal phases differ substantially in width, 
by a factor of approximately two: Diffusion 

Method Correlation times Examples of motional processes 

T,  (high field) 10-8- 10-12 s Conformational exchange, molecular rotations in liquids 
lo2 s Director fluctuations, layer undulations 

Rotations in viscous fluids and glasses 
T2 
Line shape analysis ('H) 1 o - ~ -  lo-* s 
2D exchange lo2 s Rotations in molecular glasses and crystalline solids 
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along the flat interface of lamellar phases is 
not coupled to rotations like diffusion along 
the curved interface of hexagonal phases. 
This effect forms the basis for the easy rec- 
ognition of phase transitions in lyotropic 
liquid crystals (see Sec. 1.3.1) and finds 
wide application for the study of phase dia- 
grams of surfactant and membrane systems 

In low molar mass liquid crystals, confor- 
mational dynamics is typically too fast to be 
studied by 2D exchange NMR or line shape 
analysis. Dynamical studies of small mole- 
cules belong therefore almost exclusively to 
the realm of relaxation experiments. There 
are, however, cases of slow motions even in 
low molar mass systems, which can be in- 
vestigated by 2D exchange spectroscopy. A 
recently investigated example is a discotic 
tetrabenzocyclophane derivative, which 
shows very slow motions in the columnar 
phase compared to other discotic com- 
pounds [97]. As illustrated in Fig. 6, deute- 

[ 50 - 5 31. 

tetrabenro-cyclophane pseudorotation 

2D NMR columnar packing 

Figure 6. Analysis of molecular motions of the co- 
lumnar phase of a tetrabenzocyclophane derivative by 
2H 2D exchange NMR. Top: molecular structure and 
schematic diagram of the motion. The first sofa con- 
former is converted by pseudorotation into a second 
sofa conformer, this first step being followed by a 
proper rotation of the molecule. Bottom left: deuter- 
on 2D exchange spectrum of the phenyl-ring deuter- 
ated compound showing the ridge pattern character- 
istic of 90" jumps. Bottom right: stacking of the mole- 
cules in a column. For details see [97]. 

rium 2D exchange NMR revealed the mo- 
tional mechanism to be a combination of 
pseudorotation and proper rotation of the 
sofa conformer. 

In polymers, motions are slowed down 
compared to when they occur in low molar 
mass liquid crystals. This often brings pro- 
cesses that are too fast in low molar mass 
liquid crystals into the kinetic window of 
line shape analysis or even 2D exchange 
experiments. Thus motional processes that 
cannot be studied in low molar mass liquid 
crystals become accessible in polymers 
[19]. Examples of NMR applications to liq- 
uid-crystalline polymers are given in the 
following section. 

1.3.4 Liquid-Crystalline 
Polymers 

A common feature of different types of liq- 
uid crystal polymers (LCPs), e.g., thermo- 
tropic side-chain or main-chain (either stiff 
or with flexible spacers) polymers, is their 
slowed-down dynamics compared to low 
molecular weight liquid crystals (LCs). Of- 
ten polymers can be quenched to a glassy 
state in which the liquid-crystalline order 
is preserved but motions are completely 
frozen out. Such liquid-crystalline glasses 
provide a unique opportunity to determine, 
in principle, the full orientational distribu- 
tion function, whereas only its second mo- 
ment is available from motionally averaged 
NMR spectra. Thus LCP studies have made 
fundamental contributions to LC science. 

The first studies of the orientational dis- 
tribution function in liquid crystalline side 
chain polymers have employed 2H NMR on 
selectively labeled polymers [ 3  11. By re- 
vealing a gradient of decreasing order from 
mesogen via spacer to main chain, these 
studies have shown the basic validity of the 
spacer concept [98,99], namely, the decou- 
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pling of the mesogens with their tendency 
to form ordered structures from the polymer 
chain with its tendency to form a random 
coil by inserting a flexible spacer (see 
Fig. 7a). 

More recent studies of the order in side 
chain liquid crystal polymers used the rotor- 
synchronized 2D and 3D 13C MAS experi- 
ments described in Sec. 1.2.5. Figure 7b  
shows an example [48]. The values of the 
order parameters given in the figure are for 
the 29Si chemical shift tensor in the main 
chain, the CH2 groups of the spacer, and the 
long axis of the mesogen (values averaged 
over several 13C sites on the mesogen). The 
results obtained for the series of polysilo- 
xanes with 4-hydroxy-4’-methoxypheny- 
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Figure 7. Molecular order in calamitic side-group 
polymers: (a) Spacer model, (b) 3D-MAS-NMR spec- 
trum of I3C of a polysiloxane liquid crystal polymer, 
(c) order parameters of different segments of the mole- 
cule. For details see [48]. 

lene-benzoate as the mesogen and spacers 
containing 3,4,5,  and 6 methylene groups, 
respectively, reveal significant differences 
for the polymers of this homologous series. 
The order parameter (F2) of the 29Si chem- 
ical shift tensor of the main chain, for ex- 
ample, shows a pronounced odd-even be- 
havior with F2 values of 0.21, <0.05, 0.38, 
and 0.09 for a spacer of 3,4,5,  and 6 meth- 
ylene groups, respectively. The NMR data 
obtained for this homologous series make it 
evident that the spacer does not simply de- 
couple the ordered mesogen from the ran- 
dom coil main chain. Rather, both the spac- 
er and the main chain must be considered as 
making an integral contribution to the over- 
all structure. 

Further examples of characteristic dy- 
namical processes in liquid crystal poly- 
mers, discussed in detail elsewhere [ 19,3 I], 
include the phenyl ring flip in side chain liq- 
uid crystal polymers [loo] and the confor- 
mational dynamics of the spacer in a main 
chain liquid crystal polymer [ 1011. 

An example illustrating the ability of 
NMR to study the spatial proximity of dif- 
ferent structural elements is shown in Fig. 8, 
which depicts 2D WISE spectra of stiff 
chain macromolecules with flexible C,,H,, 
side chains [49]. Only that portion of the 
spectra arising from the side chains is 
shown. The ‘H wide-line spectra reflect the 
molecular dynamics of the different meth- 
ylene groups. They are superpositions of 
broad (immobile) and narrow (mobile) com- 
ponents, even at the chain end (C , , ) .  Over- 
all, the side chains show a higher mobility 
in polyamide compared to polyimide. By in- 
voking ‘H spin diffusion in the WISE ex- 
periments, the domain sizes of the regions 
with different side-chain mobility were es- 
timated. From these experiments, the fol- 
lowing picture of the packing in these sys- 
tems results: The main chains are arranged 
in planar arrays with the side chains perpen- 
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Figure 8. Two-dimensional WISE NMR spectra of 
stiff macromolecules relating structure and mobility 
of side chains: (a) Polyimide, (b) polyamide. For de- 
tails see [49]. 

dicular to them. In the polyimide, the side 
chains exhibit substantial crystallinity with 
all-trans conformations in the crystalline re- 
gions. At the same time, amorphous regions 
with high side chain mobility are present. In 
the polyamide, regions with highly extend- 
ed but somewhat mobile side chains and 
regions with disordered side chains are 
present. For both types of polymers, the size 
of the regions is comparable to the layer 
spacing. 

1.3.5 Liquid Crystals 
in Microconfined Environments 

Magnetic resonance can be used not only to 
study bulk liquid crystals, but also to inves- 

tigate liquid crystals confined in a polymer 
matrix (polymer-dispersed liquid crystals, 
PDLCs) [18, 102-1041 or in pores of vari- 
ous shapes [18, 105-1131 (see Sec. 2.6.10 
to 2.6.12 of Chap. 111 of Vol. 2a of this 
Handbook). The physical properties of these 
microconfined systems are modified by sur- 
face and finite size effects. Again, deuteri- 
um NMR has proven particularly useful for 
the study of such systems [103-105, 
108-1 111, but 'H relaxation [lo21 and 13C 
spectroscopical measurements [ 1 121 have 
also been employed. 

First, the phase transitions of liquid crys- 
tals in microcavities of submicrometer size 
are strongly affected by finite size effects. 
The nematic-to-isotropic phase transition, 
for instance, has been shown to become con- 
tinuous [105, 106, 1111. This phenomenon 
can be explained by Landau-type models 
[105-107, 111, 114, 1151. The sameeffect 
of a continuous nematic-to-isotropic transi- 
tion was also observed in bulk liquid single 
crystal elastomers [116, 1171 (see Chap. V 
of Vol. 3 of this Handbook), whereas the 
corresponding linear polymer shows a dis- 
continuity of the order parameter at the 
phase transition. For the elastomers, both a 
confinement due to the crosslinking and an 
internal mechanical field, resulting from a 
second crosslinking performed under me- 
chanical stress, may explain the continuous 
character of the nematic-to-isotropic transi- 
tion. 

In addition, the orientational distribution 
of the liquid crystal is affected by surface 
effects. Deuterium NMR can be applied to 
study the director field in microcavities 
[103, 107-110, 1121. Figure 9 shows deu- 
teron NMR spectra of selectively deuterat- 
ed 4-n-pentyl-4'-cyanobiphenyl confined 
in parallel polyimide-modified cylindrical 
pores of a Nuclepore membrane. The sug- 
gested models for the director field in such 
cylindrical pores with parallel anchoring, 
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Figure 9. *H NMR spectroscopy on a microconfined 
nematic liquid crystal. Top: possible nematic director 
fields in cylindrical pores with parallel anchoring: the 
planar-concentric (PC), planar-bipolar (PB), and es- 
caped-twisted (ET) structure, where the top of the 
nails represents the part of the director beneath the 
plane of the cross section. Bottom: *H NMR line 
shapes of 4-n-pentyl-4'-cyanobiphenyl-pd2 confined 
in polyimide-modified Nuclepore membranes. 0, is 
the angle between the pore axis and the magnetic field 
and R is the pore radius. The dashed lines correspond 
to theoretical fits. The R=0.2 pm and R=0.3 pm 
theoretical spectra are composed of 100% PB, the 
R=0.4  pm spectrum of 15% ET and 85% PB, and 
the R=0.5 pm spectrum of SO% ET and SO% PB. Re- 
printed with permission from [ 1091. 

i.e., the planar-concentric, the planar-bipo- 
lar, and the escaped-twisted structure, are 
depicted at the top of Fig. 9. Fits of the line 
shapes (dashed lines in Fig. 9) indicate a 
transition from the escaped-twisted to the 

planar-bipolar structure with decreasing 
pore radius. The polar and azimuthal an- 
choring energies and elastic constants may 
be determined from such studies [ 109, 1101. 

Finally, due to the surface anchoring, the 
dynamics of confined liquid crystals differs 
from the bulk dynamics. As for bulk systems 
the dynamics can be investigated by relax- 
ation studies [ 102, 104, 1131 or line-shape 
analysis [ 1 121. 

1.3.6 Viscoelastic Properties 

As mentioned in the previous section on 
confined systems, viscoelastic properties of 
liquid crystals (see Sec. 1 of Chap. I11 and 
Sec. 8 of Chap. VII of this Volume) can be 
determined from experiments in which the 
nematic field is distorted by surface forces. 
Similarly, the influence of an external field, 
namely, the magnetic field, on the director 
orientation, is the basis of several magnetic 
resonance experiments which can be used 
to determine viscoelastic parameters of ne- 
matic phases. 

The most common experiments of this 
type involve reorientation of the sample in 
the magnetic field [20, 118- 1251. Either a 
sudden reorientation of the initially magnet- 
ically aligned sample by a fixed angle &, 
about an axis perpendicular to the magnet- 
ic field, followed by observation of the de- 
velopment of the transient orientational dis- 
tribution of the director, or continuous rota- 
tion of the sample can be used. Both types 
of experiments yield yl, the twist or rota- 
tional viscosity. In sudden reorientation ex- 
periments with 6,> d 4 ,  spatially periodic 
patterns of the director reorientation form 
and the director realignment becomes inho- 
mogeneous. In this case, NMR spectra can 
yield four of the five independent viscosity 
constants and the ratio of two of the three 
elastic constants of the nematic phase [ 12 11. 



612 1 Magnetic Resonance 

Information on viscoelastic properties can 
also be obtained from relaxation measure- 
ments [39,44, 1261 and, in the case of poly- 
mers, from line shape analysis [127, 1281. 

An example of an experiment involving 
continuous sample rotation with synchron- 
ized data acquisition is shown in Fig. 10 
[ 1231. A thin liquid crystal cell filled with a 
side chain liquid crystal polymer was con- 
tinuously rotated about an axis perpendicu- 
lar to the magnetic field. The director be- 
havior was followed by deuteron NMR as 
well as by polarizing microscopy. The opti- 
cal texture and the orientation-dependent 

c> 2 hours 
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Figure 10. Convective director structures in anemat- 
ic side group polymer. (a) Schematic diagram of the 
experimental set-up for continuous rotation about an 
axis perpendicular to the magnetic field. (b) Optical 
texture after two hours of rotation. (c) ’H NMR spec- 
tra obtained during one revolution after two hours. (d) 
Schematic diagram of convection rolls evolving due 
to nonlinear coupling between director rotation and 
viscous flow. (e) Director distribution P (/3) extracted 
from the ’H NMR spectra in (c). For details see [ 1231. 

NMR line shapes resulting from the convec- 
tive director pattern formed after 2 h are 
shown in Fig. 10b and c. 

Instead of rotating the sample, the direc- 
tion of the applied magnetic field can be 
changed [ 1291. A sudden field switching can 
be performed within milliseconds so that 
low molecular weight samples, which re- 
align fast because of their low viscosity, can 
be studied by this method. Four viscosity 
parameters and the average Frank elastic 
constant could be determined by such a 
field-cycling experiment [ 1291. 

An alternative to reorientation of the sam- 
ple or the magnetic field is the application 
of shear during the NMR measurement 
[ 130- 1341. For liquid-crystalline samples 
with high viscosity, such as liquid crystal 
polymers, the steady-state director orienta- 
tion is governed by the competition between 
magnetic and hydrodynamic torques. Deu- 
teron NMR can be used to measure the 
director orientation as a function of the 
applied shear rate and to determine two 
Leslie coefficients, a, and a,, of nematic 
polymers [ 13 1, 1341. With this experiment, 
flow-aligning and tumbling nematics can be 
discriminated. Simultaneous measurement 
of the apparent shear viscosity as a function 
of the shear rate makes it possible to deter- 
mine two more independent viscosity pa- 
rameters [131, 1341. 

Figure 1 1 demonstrates the application of 
deuteron NMR spectroscopy on sheared 
samples with the simultaneous measure- 
ment of the viscosity to two different nemat- 
ic polymer systems. The different behavior 
of these systems is apparent from the data: 
one system is flow-aligning, the other 
system is tumbling. The Leslie coefficients 
a, and a, obtained for the shear-aligning 
system are both negative, whereas a, < 0 
and a, > 0 for the tumbling system. Deuter- 
on NMR has also been employed to study 
the director orientation of lyotropic lamel- 
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Figure 11. Flow-alignment behavior of side chain liq- 
uid crystal polymers. (a) Schematic diagram of the 
cone-and-plate shear geometry for NMR measurements 
(v: velocity parallel to tangential axis, Vv: velocity 
gradient parallel to magnetic field axis). (b) 2H NMR 
spectra of a flow-aligning polysiloxane at different 
shear rates. (c) 2H NMR spectra of a nonflow-aligning 
nematic mixture at different shear rates. (d) Director 
orientation 8 with respect to the magnetic field as a 
function of shear rate measured from the NMR split- 
tings. Open symbols: polysiloxane; filled symbols: 
polymethacrylate mixture (squares: 52°C; diamonds: 
55°C; triangles 60°C). For details see [134]. 

lar [ 1321 and hexagonal phases [ 1331 under 
shear flow. 

1.4 ESR (Electron Spin 
Resonance) of Liquid Crystals 

Electron spin resonance (ESR), often called 
electron paramagnetic resonance (EPR), re- 
quires the presence of unpaired electrons in 
the sample [5, 15, 16, 1351. Since most or- 
ganic molecules do not carry free radicals, 
the most common method is to simply dis- 
solve stable free radicals as spin probes in 
the sample. Alternatively, free radical groups 
can be chemically bonded to the molecule 
of interest providing a spin label. Probably 
the most frequently used spin probes are 
nitroxide free radicals like 2,2,5,5-tetra- 
methyl-piperidinoxide (TEMPO). 

As in NMR, the interactions that govern 
the shape of the resonance line are aniso- 
tropic. The spin Hamiltonian contains two 
relevant contributions 

H = P S g B  + ZAS (3) 

namely g-shift and hyperfine interaction. 
Here S is the spin operator of the unpaired 
electron (spin quantum number S =  1/2), 
Z the spin operator of the nucleus (Z=1 for 
nitrogen), B the magnetic field, g the elec- 
tron gyromagnetic tensor, A the hyperfine 
tensor, and p the Bohr magneton. While the 
basic principles of ESR and NMR are sim- 
ilar, their time scales are very different be- 
cause of the different strengths of the inter- 
actions. The time window in which ESR 
spectra of nitroxide spin labels are sensitive 
to molecular motions is centered around 

s, which is four orders of magnitude 
shorter than for 2H NMR line shapes. Thus 
much faster rotational motions are acces- 
sible by ESR spectra. The line shapes are 
mostly analyzed in terms of the stochastic 
Liouville equation [136]. 
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An example of typical ESR spectra, 
measured in the first derivative mode, is 
shown in Fig. 12. Just like NMR, ESR can 
be used to detect phase transitions and to 
study the orientation and dynamics of liq- 
uid crystals. The spectra shown in Fig. 12, 
for example, are from a study comparing the 
dynamics of the spin label at the end of the 
polymer chain and the freely dissolved spin 
probe in a liquid-crystalline polyether by 
continuous wave ESR (Fig. 12) and 2D 
Fourier transform ESR experiments [ 1371. 
The end label showed smaller ordering 
and larger reorientational rates than the dis- 
solved spin probe. Furthermore, it was dem- 
onstrated that the advanced 2D FT ESR ex- 
periments (see below) on the end-labeled 
polymer chain could not be explained by 
the conventional Brownian model of re- 
orientation, although this model could ex- 
plain the 1D spectra. This led to the devel- 
opment of a new motional model of a slow- 
ly relaxing local structure, which enabled 
differentiation between the local internal 
modes experienced by the end label and the 
collective reorganization of the polymer 
molecules around the label. The latter was 
shown to be slower by two orders of mag- 
nitude. 

The first 2D experiments in ESR were 2D 
electron spin echo experiments in which a 
Hahn echo sequence was applied [ 1381. The 
echo height was monitored while a slow 
sweep through the ESR spectrum was per- 
formed by sweeping the DC magnetic field. 
This experiment was repeated for several 
values of the pulse separation time z. By 
Fourier transformation with respect to 2, a 
2D spectrum resulted yielding the inhomo- 
geneously broadened absorption-like echo 
spectrum in one dimension and the homo- 
geneous line shape in the other dimension. 
Today, owing to improved hardware, full 
time-domain 2D FT experiments as in NMR 
can be performed in ESR as well. 

Spin Labeled DHMS-7.9 

20 *C 

3220 3280 
Magnetic Field (Gauss) 

Spin Label on DHMS-7,9 

1/T (K’) 

Figure 12. Top: ESR spectra of main chain liquid 
crystalline poly(ether) DHMS-7,9 (based on 4,4‘- 
dihydroxy-a-methylstilbene and mixed aliphatic 
spacers of 7 and 9 methylene groups), spin-labeled 
with CSL (3~-doxyl-5a-cholestane). Solid lines: ex- 
perimental; dashed lines: simulated. Bottom: average 
rotational diffusion coefficient, R = (Rf R,,)”3, ob- 
tained from the fits to the ESR line shapes. The acti- 
vation energy, Elabel, is calculated to be 1.16kO.07 
x lo4 J/mol. Reprinted with permission from [ 1371 
(Copyright 1996 American Chemical Society). 
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Examples of time-domain 2D FT ESR 
spectra are the 2D FT electron-electron 
double resonance (ELDOR) spectra ob- 
tained for the rod-like cholestane spin probe 
in a smectic phase, which are shown in 
Fig. 13. The pulse sequence used in this type 
of ESR experiment is essentially the same 
as for the 2D exchange experiment in NMR. 
As in NMR, 2D experiments have greatly 
enhanced the ability to distinguish different 
types of rotational dynamics. 

In polymeric liquid crystals, not only the 
mobility in the liquid-crystalline phase but 
also the highly restricted dynamics of the 
probe in the frozen state can be studied by 
2D ELDOR spectroscopy [ 1401. In high per- 
formance materials based on main chain liq- 
uid crystalline polymers, stable radicals are 
created during production and processing. 
The nature and the dynamics of these de- 
fects has been elucidated by pulsed elec- 
tron-nuclear double resonance (ENDOR) 
spectroscopy [141]. 

The faster time scale of ESR combined 
with its much higher sensitivity compared 
to NMR (resulting from the bigger magnet- 
ic moment of the electron) makes the anal- 
ysis of relatively fast kinetics possible. One 
application of this type is the study of elec- 
tron transfer processes after laser irradia- 
tion, which is of great interest for investiga- 
tions on model systems of photosynthesis 
[142]. 

- 

1.5 Summary 

The few examples given here illustrate that 
magnetic resonance is a powerful tool for 
the study of liquid crystals. Although many 
aspects, like the investigation of chemical 
structure or magnetic resonance imaging, 
have been completely omitted, the versatil- 
ity of magnetic resonance techniques in 
their application to liquid crystals should 

C )  2oa 
-20 O t  @& 

-100' 
-20 0 20 40 60 80 
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-100 
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Figure 13. Two-dimensional ELDOR spectra of a 
CSL spin probe in the smectic A phase of N-@-bu- 
toxybenzy1idene)-p-n-octylaniline at 59°C. (a) Pulse 
sequence, reprinted in part with permission from 
[137] (Copyright 1996 American Chemical Society), 
(b) mixing time T,,,,,= 110 ns, (c) Tmi,=9O ns, 
(d) T,,,, = 250 ns. The frequencies corresponding to 
the time parameters t ,  and t2  arefi andf,. (b)-(d) re- 
printed in part with permission from [139]. 
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have become obvious. Being spectroscopic 
methods, NMR and ESR provide informa- 
tion on the molecular scale. This makes 
them complementary to other common 
methods of investigation, e.g., polarizing 
microscopy and scattering. The potential of 
magnetic resonance for further develop- 
ments has by no means been exhausted, and 
many improved techniques and novel appli- 
cations to liquid crystals will most certain- 
ly appear within the next few years. 
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2 X-Ray Characterization of Liquid Crystals: 
Instrumentation 

Richard H. Ternpler 

2.1 Origins of X-Rays 

Electrons with kinetic energies in excess of 
a few thousand electron volts will produce 
X-radiation when subjected to large accel- 
erations. Laboratory X-ray sources do this 
by bombarding a metal target with electrons 
boiled off from a hot filament, which is held 
at a high potential with respect to the target. 
The electrons lose energy to X-ray conver- 
sion either by direct collision with the met- 
al atoms or by the acceleration they experi- 
ence in the presence of the field near the 
atomic nucleus. 

In the former case, inner shell electrons 
in the metal atom are ionized and the filling 
of the now vacant inner shell by an outer 
shell electron produces an X-ray of a char- 
acteristic wavelength. Of course there are a 
number of different routes by which the ion- 
ized atom may reach its lowest energy state, 
which leads to a series of distinct X-ray 
emission peaks. The emissions are typical- 
ly characterized by the initial and final en- 
ergy states of the atom. In Fig. 1 K, and Kp 
transitions are illustrated. 

Energy lost by an electron in the deceler- 
ation experienced during interaction with 
the atom's nuclear electric field leads to the 

emission of a continuous spectrum of X-ray 
wavelengths called bremsstrahlung. The 
spectral distribution is governed by the laws 
of quantum electrodynamics, which predict 
a spectrum whose form depends upon the 
incoming electron energy alone, with the 
low wavelength cut-off in the spectrum be- 
ing equal to the maximum electron kinetic 
energy. The combination of atomic transi- 
tions and bremsstrahlung leads to typical 
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Figure 1. Energy level diagram showing a K shell 
electron being ionized and the transitions of electrons 
from the L and M shells which lead to X-radiation. 
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Figure 2. The X-ray spectrum of copper at 35 kV. The 
K, peak is in fact a doublet with the most intense peak 
at 1.5405 A. 

X-ray emission spectra such as that shown 
in Fig. 2 for copper. 

2.2 Generation of X-Rays 
in the Laboratory 

An appropriate X-ray source for routine liq- 
uid crystal work is illustrated schematical- 
ly in Fig. 3. Electrons are produced by 
electrically heating a tungsten wire filament 
to temperatures in excess of 2000 K. This 
heating produces a cloud of electrons 
around the wire. The potential gradient 

=3 cooling 

Beryllium window 

between the wire (cathode) and the target 
(anode) accelerates the thermalized elec- 
trons into the target where X-rays are pro- 
duced. In order to ensure that the mean free 
path of the electron is greater than the anode 
to cathode distance, and in order to avoid 
high voltage breakdown, the apparatus is 
held under high vacuum, either in a sealed 
glass tube or in an evacuable chamber. Typ- 
ically, a copper target is used, where the 
brightest X-ray emission is at 1.5405 P\. 

Most X-ray sources also contain some 
electron focusing device intermediate be- 
tween the cathode and the anode, with the 
most common configuration being one in 
which the focusing cup produces a rectan- 
gular focal spot on the target, with dimen- 
sions of approximately 1 x 10 mm2. This 
means that by viewing the target end on to 
the rectangular focal spot and at a shallow 
take-off angle (6" or so) one gets a project- 
ed image of the spot of 1 x 1 mm2. At 90" 
to this view the projected image is a nar- 
row beam 100 pmx 10 mm. Many X-ray 
sources provide four ports at 90" inter- 
vals, giving two point sources and two line 
sources. Each port has a beryllium window, 
which transmits over 90% of the emitted 
X-rays. 

The major objective in all X-ray tube de- 
sign is to provide as much X-ray intensity 

Aiode (earth potential) eopper target 
Figure 3. The hot-cathode 
X-ray tube. 
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as possible. This is particularly important 
when examining the structure of liquid 
crystals, where the scattering power of the 
material is, in general, relatively low. The 
greatest stumbling block to increased X-ray 
intensity is the high proportion of electron 
energy (98% or so), which generates heat in 
the target material. Increasing the electron 
beam current will eventually result in pit- 
ting or melting of the target metal. This is 
prevented in the type of X-ray source shown 
in Fig. 3 by drawing heat out of the target 
with a flow of coolant. 

Using such cooling, tubes can be run at 
levels of up to 40mA beam current at 
around 40 kV. Running flat out, the average 
source should last at least 2000 h before the 
filament burns out. Most X-ray sources of 
the type described above are made as a 
sealed glass X-ray tube to be fitted onto the 
manufacturers high voltage supply units. 
These tubes are discarded once the filament 
is burned out. Alternatively, sources are 
available where the filaments are replace- 
able, and hence the X-ray chamber must be 
continuously evacuated. 

The standard X-ray sources described 
above are suitable for most of the measure- 
ments likely to be made routinely. Howev- 
er, where greater X-ray fluxes are required, 
increases in X-ray intensities of approxi- 
mately 25 x may be obtained by using a ro- 
tating anode generator. Here the target is 
both cooled and continuously rotated in the 
electron beam, thereby allowing higher 
beam current densities. Its greatest disad- 
vantage over the standard X-ray tube is the 
need for more regular servicing and repair 
of the moving components in the vacuum 
system. 

For even greater X-ray intensities, an 
X-ray synchrotron source is necessary. Here 
X-rays are produced by accelerating relativ- 
istic electrons (or positrons) around curved 
paths. The X-rays produced by these means 

are by their nature highly collimated (com- 
pare this to the systems described so-far, 
where X-rays are emitted isotropically) and 
appear as a continuum of energies. The to- 
tal intensity at a typical sample at presently 
available sources is approximately four or- 
ders of magnitude greater than a rotating 
anode generator. At the moment such sourc- 
es are only to be found at centralized nation- 
al and international facilities. 

Before passing on to a discussion of X-ray 
optics, mention should be made of microfo- 
cus diffraction tubes. These X-ray sources 
are in all respects similar to the standard, 
continuously evacuable X-ray sources, with 
the difference that the electron source is 
small. This means that smaller electron 
beam currents are maintained, but very 
small focal spots can be created on the tar- 
get. This is extremely useful in high resolu- 
tion work for small-angle X-ray scattering 
studies, a common requirement in liquid 
crystalline studies, where lattice spacings 
may exceed 10 nm. 

2.3 X-Ray Cameras 

For most X-ray diffraction techniques, a rel- 
atively monochromatic X-ray beam is need- 
ed. From Fig. 2, it is clear that the best part 
of the spectrum to select, from the point of 
view of intensity, is the K, peak. In fact the 
K, peak is composed of a closely spaced 
doublet, Kal and Ka2. So for the highest 
monochromaticity, and hence the best reso- 
lution, the K,, peak should be selected, be- 
ing twice as bright as Ka2. 

For liquid crystalline materials, where lat- 
tice parameters are large, a well collimated 
or focused beam with extremely small amounts 
of radiation scattered from sources external 
to the sample under investigation is addi- 
tionally required. Such scattering is fre- 
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quently termed “parasitic”, and can arise 
from X-rays scattering from materials in 
their path, e. g., air and the beryllium vacu- 
um window. The net effect of such parasit- 
ic scatter is to introduce a background 
signal at small angles, which can obscure 
the low angle X-ray peaks of materials with 
large lattices. 

2.3.1 The Debye - Scherrer 
and Flat Film Cameras 

The Debye- Scherrer camera is the most ba- 
sic system with which measurements on a 
limited range of liquid crystalline materials 
can be made. The camera can only be used 
with “powder” samples, i. e., a sample with 
many microdomains covering all orienta- 
tions with respect to the X-ray beam. 

The Debye- Scherrer uses X-ray filtering 
to reduce the Kp and continuum components 
of the spectrum with respect to the K, peak. 
This is a poor man’s monochromator, and is 
best suited to low resolution work. In Fig. 4 
the absorption characteristics of nickel have 
been plotted over the radiation spectrum for 
copper at 35 kV. The sharp rise in absorp- 
tion with increasing photon energy is due to 
X-ray absorption in the K-shell of nickel. To 
install such a “monochromator” the correct 
thickness of filter has to be used in order to 
reduce Kp to negligible values without re- 
ducing K, by too much. For the nickel fil- 
ter a suitable thickness is 17 pm, giving 
98.4% absorption of the Kp peak, while re- 
ducing K, by 50%. 

An elaboration of the above method is to 
introduce a second filter whose K ab- 
sorption edge is at a wavelength slightly 
greater than that of the K, peak. For copper, 
nickel and cobalt are used. This reduces the 
intensity of emission at shorter wavelengths 
by even more with respect to K,. However, 
filter thicknesses have to be carefully bal- 

6o 1 

1.2 1.4 1.6 
Wavelength (A) 

Figure 4. The X-ray absorption curve for a nickel fil- 
ter approximately 8 pm thick. The copper K peaks are 
shown in order to indicate the selective filtration of 
Kp radiation. 

c Sample YI 

Ni filter 

Cu x-rays 

Figure 5. The Debye-Scherrer camera. The X-ray 
film is held in place inside the cylindrical camera 
housing, which has not been shown. 

anced to give the optimum results. In this 
case the best values are 10 pm of nickel and 
10.8 pm of cobalt, reducing Kp to 2.5% of 
K,. The continuum radiation is also reduced 
to a very small fraction of K,. 

Radiation from the standard laboratory 
X-ray source is emitted in all directions. The 
Debye - Scherrer produces an X-ray beam 
simply by looking at a small, collimated 
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fraction of the emitted radiation. The system 
is shown in Fig. 5 in schematic form. 

Three pinholes at the input form a colli- 
mated beam with low parasitic scatter. The 
first two holes are of equal diameter and pro- 
duce the collimation. The third hole is some- 
what larger and positioned as close as pos- 
sible to the sample. Its function is to shield 
any scattering off the edges of the second 
aperture, and by being placed close to the 
sample it minimizes air scatter. There is al- 
so an exit tube, whose function is to prevent 
air-scattered X-rays from contributing to the 
background. Diffraction from the powder 
sample is recorded on film along the cham- 
ber circumference. 

Standard Debye - Scherrer cameras have 
diameters of 114.6 mm, making 1 mm on 
the circumference equal to 1" in angle. Be- 
cause of the size of the exit tube needed to 
reduce parasitic scatter, the standard came- 
ras miss out the first 6" of scattering. Using 
copper K, X-rays, this relates to spacings of 
1.5 nm, this is not of enormous value for 
most liquid crystal work. However, since 
liquid crystalline materials by their very 
nature will produce no diffraction at large 
angles [spacings greater than 0.2 nm or 2 6 = 
45"], the exit tube can be replaced by a small 
concave button in line with the direct beam. 
X-rays backscattered by the beam stop will 
for the most part fall outside the regions of 
interest. There will be increased scattering 
from gas, but this can be reduced, either by 
evacuating the chamber or flowing helium 
gas into it. The realistic limit on maximum 
spacings with such a system is approximate- 
ly 4 nm, given a beam diameter of the order 
of 1 mm. 

A variant of the Debye-Scherrer is the 
flat film camera shown in Fig. 6. Here the 
filtering and pinhole collimation of the 
X-ray beam are identical to those in a 
Debye - Scherrer camera, but the pattern is 
recorded on the flat film. This has the ad- 

Figure 6. The flat film camera. Normally the entire 
camera is enclosed in a vacuum chamber or a cham- 
ber filled with a gas which causes minimal X-ray 
scattering, such as helium. Note that because of the 
smaller size of the beam, smaller reciprocal spacings 
can be observed. 

vantage of the entire ring of diffraction 
being recorded, which means that oriented 
samples can be examined and crystal sym- 
metries determined directly. 

Clearly both of these systems will be of 
limited utility for liquid crystal work, be- 
cause of the systems rather inadequate res- 
olution at small angles. For better resolu- 
tion, greater monochromaticity is required 
along with low levels of parasitic scatter. 

2.3.2 The Guinier Camera 

The Guinier camera (e. g. [ 11) is altogether 
more sophisticated than the pinhole and fil- 
tration techniques used in Deb ye - Scherrer 
type cameras, and will enable the user to 
make accurate determinations of lattice 
spacings up to 15 nm with exposure times 
of the order of a few tens of minutes for an 
average sample on a standard X-ray gener- 
ator. 
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The Guinier produces highly monochro- 
matic radiation by using a crystal mono- 
chromator. A monochromator disperses the 
light from an X-ray source in accordance 
with Bragg’s law, with longer wavelengths 
being diffracted through larger angles. By 
setting a narrow aperture at the angle corre- 
sponding to the desired wavelength, it is 
possible to separate the K, doublet. Of 
course Bragg’s equation at the given angle 
will also be satisfied by wavelengths of m 2 ,  
A/3,  and so on. However, for a copper tar- 
get they are in the white light part of the 
spectrum, which is of greatly reduced inten- 
sity, and, furthermore, by choosing a suit- 
able material the crystal planes correspond- 
ing to the second harmonic wavelength can 

I Q 

Figure 7. A curved crystal monochromator. 

Curved Sample 
monochromator , 

Copper target (\X 

be suppressed or eliminated. From this point 
of view, large single crystals of diamond, 
silicon, or germanium are excellent materi- 
als for a monochromator. 

The Guinier camera goes a step further by 
bringing the divergent X-ray beam to a fo- 
cus. In this way, the usable beam intensity 
can be increased to levels close to those in 
a Debye- Scherrer camera. A focusing crys- 
tal monochromator is illustrated in Fig. 7. 
The curved crystal is shown as a full line 
which falls on a circle of radius R. A line 
source of X-rays is at P with the long axis 
coming out of the page. The crystal layer or- 
ientation has been indicated at two points 
along the curved crystal surface. The change 
in layer orientation across the crystal sur- 
face is created by carefully polishing a ra- 
diused curve on the crystal before it is bent 
into a cylinder. When in its final configura- 
tion, the polished curve falls on a radius of 
R and the bent crystal itself falls on a radi- 
us 2R. This then brings monochromatic ra- 
diation to a focus at Q. 

A quartz crystal can be polished and 
elastically bent to a radius in the range 
200-400 mm, with the crystal being 2 mm 
thick. The actual value of R must be chosen 
to suit the wavelength range of interest and 
the size of the camera. The configuration of 
a Guinier camera is illustrated in Fig. 8. The 
sample is interposed in the beam some dis- 
tance before its focal point, so that a reason- 
able volume can be irradiated. The diffrac- 
tion pattern then falls on a circle whose di- 

Figure 8. The Guinier camera. Sharp 
monochromatic Bragg peaks are 
brought to a focus on a cylindrically 
curved film strip. 
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ameter is given by the distance from the 
specimen to the focus. The size of the fo- 
cused beam is equal to that of the projected 
area on the X-ray target, so a standard 
X-ray tube will give us a beam width at a 
focus of 100 pm. Finer lines are of course 
possible with finer focus X-ray tubes 
(widths down to a few tens of micrometers 
are achievable). A properly adjusted came- 
ra will give an extremely monochromatic 
and sharp beam profile at small scattering 
angles. The camera chamber is normally 
evacuated, so that air scatter is eliminated. 
The insertion of beam stops to block the 
direct beam and light scattered from parts of 
the monochromator reduces the parasitic 
scatter to levels where extremely high res- 
olution is possible at low angles. At larger 
angles, the resolution is reduced somewhat 
as the beam becomes somewhat broadened. 
However, in the range 15-0.3 nm the 
Guinier is an excellent camera for liquid 
crystal work on powder samples. 

2.3.3 The Franks Camera 

The Franks camera allows the resolution of 
features in excess of 60 nm with a point fo- 
cus [2]. However, with this camera lower 
levels of monochromaticity are achieved 
than with a Guinier. As shown in Fig. 9, the 

Franks camera produces a point source 
image by reflection off two curved sur- 
faces. 

At the extremely short wavelengths of 
X-radiation, total reflection only occurs at 
glancing incidence. Copper K, radiation has 
a critical angle of incidence for total reflec- 
tion of 11’ for glass and 30’ for a gold sur- 
face. Most of the shorter wavelength radia- 
tion passes through the reflector. However, 
it is prudent to use a nickel filter prior to the 
mirrors to reduce the Kp component. 

By elastically bending the mirrors to rath- 
er large radii of curvature, it is possible to 
bring the beam to a point focus. The first 
mirror focuses in the horizontal direction, 
the second in the vertical direction. The dis- 
tance from the X-ray source to focus can lie 
in the range 200-400 mm. The aperture is 
used to cut out parasitic scatter arising from 
scattering off the reflector surface, and this 
is placed just in front of the sample. The dis- 
tance from sample to focal plane is normal- 
ly around 20-40 mm. However, because 
the X-ray beam is only very slowly conver- 
gent, the diffraction pattern can be record- 
ed quite a long way away from the focal 
plane with no significant loss of resolution 
in the Bragg peaks. This makes it possible 
to separate closely spaced diffraction peaks 
by simply recording the pattern further away 
from the sample. 

Vertical bent mirror 

Sample 
Focal plane \ 

Figure 9. The Franks camera. 
The X-ray beam is focused by Horizontal bent mirror 

X-ray source two curved reflectors. 
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Clearly the Franks camera cannot pro- 
duce monochromatic light like the Guinier, 
but this is compensated for by the lower lev- 
els of parasitic scatter, which have enabled 
measurements up to 100nm to be made. 
This low parasitic scatter arises primarily 
because the slow convergence of the X-ray 
beam allows the exclusion of scattered ra- 
diation rather effectively. Naturally enough 
this comes at the expense of lower beam in- 
tensity, so for most experimental configura- 
tions a high intensity X-ray source, such as 
a rotating anode generator, is required. In 
this configuration the Franks camera is an 
excellent device for making measurements 
on macroscopically oriented liquid crystal 
phases, with fairly large repeat distances. 

2.3.4 The Huxley - Holmes 
Mirror - Monochromator Camera 

This camera (see Fig. 10) uses a cross 
between the Franks and Guinier optics [3]. 
The monochromator crystal is used to select 
K,, and focuses the beam in the horizontal 
direction. The glancing incidence mirror fo- 
cuses rays in the orthogonal direction. This 
camera can resolve repeat spacings beyond 
the 100 nm mark. This camera is not com- 
mercially available, although component 
parts can be purchased. For those with the 

Curved 
Monochromator 

X-ray Mirror 
source 

Detertor 

Figure 10. A top view of the Huxley-Holmes came- 
ra. A curved crystal monochromator replaces the first 
glass reflector of the Franks camera. 

ability to construct and adjust such a came- 
ra, there are many advantages. It produces 
a brighter and more monochromatic beam 
than the Franks, and with less parasitic scat- 
ter at low angles than the Guinier. To real- 
ize the full potential of the camera it should 
be used with a high intensity source and a 
sensitive X-ray detector. 

2.3.5 The Elliott Toroid 
Camera and Others 

Where a more intense spot focus of fairly 
monochromatic X-radiation is required than 
is available in either a Franks or a mirror- 
monochromator camera, an Elliott toroid 
camera can be used [4]. This camera uses a 
gold-coated mirror distributed on a toroidal 
surface, as shown in Fig. 11, to bring an 
anulus of X-radiation to a focus. 

The toroidal mirror is created from an ep- 
oxy resin cast. The angle of incidence for 
point source X-rays on the gold coated sur- 
face is 29.5’, and additional nickel filtering 
reduces the Kp radiation to negligible lev- 
els. The first aperture cuts out any beam not 
incident on the toroid. Next, a beam stop is 
used to cut out the direct beam, leaving on- 
ly a ring of light which will strike the tor- 
oid. The next two beam stops cut out some 
of the radiation parasitically scattered off 
the mirror surfaces. Indeed it is increased 
parasitic scatter that is the cost paid for the 
higher intensity available from the toroid 
camera. The scatter reduces the maximum 
resolvable repeat spacing to somewhat less 
than 8 nm, when working with the full in- 
tensity beam. However, for oriented liquid 
crystals with repeat spacings less than 8 nm, 
where reasonably short exposure times are 
required, the Elliott camera is a good solu- 
tion. 

A camera with similarities to the Franks 
and Guinier cameras is due to Kratky and 
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Detector Toroid mirror 

Bragg peak 
/ 

Figure 11. The Elliott toroid came- 

source U 
First Second 

beam stop beam stop 

ra. Rays are brought to a focus by 
the toroidal mirror; in this figure the 
focal length has been considerably 
exaggerated, normally the radius of 
curvature of the mirror is 20 m. 

Beam stop r 
Leopold [ 5 ] .  Here, either a flat monochro- 
mator or a flat glass block is used to mono- 
chromate the X-ray beam. A second glass 
block is positioned so that its face just graz- 
es the outgoing monochromated beam. The 
reflected beam is of course not focused, but 
even so the use of a glass surface to reflect 
away parasitic scatter enables spacings 
up to 100 nm to be resolved. Without focus- 
ing, the exposure times tend to be longer 
than for a Franks or a Guinier single mirror 
system. 

2.3.6 What Camera Should 
be Used 

The range of available cameras is rather 
large and confusing. The list given here has 
been severely shortened by personal expe- 
rience and no doubt some bias as well. In 
that spirit the following comments are made 
over choosing a camera: 

No single camera will cover all work. 
Fortunately, most X-ray generators have 
several windows, so that different cam- 
eras can be put on the ports. 
A good basic set of cameras should in- 
clude one line focus and one point focus 
camera. 
A good selection of cameras will include 
a Guinier, on which most basic work will 
probably be done. 

e) The camera required is not always com- 
mercially available. Guinier, Franks, and 
Kratky cameras are readily available 
through commercial manufacturers, but 
home-made versions always appear to 
perform better. 

2.4 The Recording of 
X-Ray Diffraction Patterns 

There are a wide array of detectors available 
for X-ray imaging. We have limited this dis- 
cussion to two-dimensional X-ray detec- 
tors: film, image plates, multi-wire propor- 
tional counters, and optoelectronic detec- 
tors. Other two-dimensional systems, such 
as directly bombarded, solid state X-ray de- 
tectors are also available, but are still in the 
early stages of development. 

2.4.1 X-Ray Film 

Each X-ray photon that is stopped by X-ray 
film produces a single developable silver 
halide grain in the film emulsion. A typical 
film thickness will stop approximately 60% 
of the photons. Film has an inherent back- 
ground, which means that X-ray peaks on- 
ly become visible once they exceed the noise 
level in this background. For a 50 x 50 km2 
beam this corresponds to something in the 
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Figure 12. The response of X-ray film. 

region of 10000 photons in a Bragg spot 
before the peak becomes detectable at a 
signal-to-noise ratio of 1. Once above this 
level, it becomes possible to measure peak- 
to-peak spacings on the film, either under a 
traveling microscope or by microdensitom- 
eterization. These measurements can be 
used to work out the mesophase symmetries 
and lattice repeat spacings. When it is re- 
quired to determine structures from the dif- 
fraction, the intensities of each peak must 
be determined. To do this with film is a rel- 
atively complex procedure, because of the 
nonlinear response of the film's optical den- 
sity with exposure. 

As can be seen in Fig. 12, there is only a 
limited region of linearity. Of course one so- 
lution to this problem might be to count each 
developed silver halide grain, but the more 
usual appraoch is to expose a stack of X-ray 
films of known X-ray absorption and then 
make measurements in the linear region of 
optical density. This means that the most in- 
tense peaks may be measured from the third 
film from the top of the stack, whilst the 
weakest reflections are measured from the 
top of the stack. 

Although X-ray film suffers from nonlin- 
earity and poor low dose response, it has 
many attractive features over other detec- 

tors. It is easy to use for semi-quantitative 
work; it is inexpensive; spatial resolution 
is limited by grain size, although in most 
cases it is the effective resolution of the den- 
sitometer (25 pm) that puts a limit on a 
measurement; it is available in all sorts of 
sizes and it is pliable; it has good absorption 
efficiency for X-rays, and at higher expo- 
sure values approaches an ideal quantum 
limited detector. 

Every X-ray laboratory uses film, no mat- 
ter what other detectors it may possess. 

2.4.2 Image Plates 

A direct and popular replacement for film 
has recently appeared on the market: the im- 
age plate [6]. Diffraction images are record- 
ed by exposing a plastic sheet coated with a 
150 pm layer of BaFBr:Eu2+ powder in a 
white organic binder. This creates a latent 
image in the sheet in the form of electronic 
defects, which can subsequently be read out 
by scanning the sheet with a focused HeNe 
laser beam. The red light stimulates a blue 
(390 nm) emission wherever the screen was 
exposed to X-rays (see Fig. 13). Since the 
emission energy is greater than the stimu- 
lating photon's energy, it is clear that we are 
recording a stored signal. The blue light is 
detected with a filtered photomultiplier. The 
photomultiplier current is digitized and the 
resulting signal is recorded as a function 
of position on a computer. Unlike standard 
X-ray film, the phosphor screen may appar- 
ently be used repeatedly, by simply zeroing 
any remaining signal on the image plate by 
exposure to visible light. 

The image plate is more sensitive than 
X-ray film, although it is not quite sensitive 
enough to pick up single X-rays. It has a lin- 
ear response to X-rays over a wider dynam- 
ic range than film, something like a factor 
of lo5 between the dimmest and the bright- 
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Figure 13. Optical scanning of an image plate. The 
red laser beam raster scans the plate, causing blue 
emission where there has been radiation ionization. 

est signal. However, it has lower spatial res- 
olution, at 100 pm, it is far more costly than 
film, and it has a slower read out and zero- 
ing cycle than other modern detectors. 

2.4.3 Multi-Wire Proportional 
Counters 

Multi-wire proportional counters work by 
detecting the spatial position of X-ray in- 

X-ray 

duced gas ionization [7 ] .  The location of the 
ionizing event is picked up on the set of per- 
pendicular anode wires shown in Fig. 14. 

The chamber is normally filled with an 
inert gas mixture consisting mainly of xenon, 
which has a high capture cross section for 
X-ray photons. For a xenon-filled chamber 
12 mm thick at 1 atm ( 1 . 0 1 3 ~ 1 0 ~  NmP2), 
copper radiation is absorbed at an efficien- 
cy of 80%. The upper and lower cathode are 
held somewhere in the region of a few kilo- 
volts below the anode voltage. The ioniza- 
tion induced by the passage of an X-ray can 
be spatially localized by the amplitude of 
the electrical pulse picked up by the grid of 
parallel wires in the upper and lower cath- 
ode planes. The cathode wires are spaced at 
approximately 1 mm intervals, giving a res- 
olution of 1 mm in 200- 1000 mm. Resolu- 
tion towards the edges of the detector is ac- 
tually somewhat worse than this because of 
parallax effects on precise position location. 

The multi-wire proportional counter has 
a number of advantages over film. It detects 
single quanta with very small noise levels, 
so this leads to a great improvement over 
film in terms of sensitivity. On average, ex- 
posures with a multi-wire proportional 
counter will take 1/50th of the time of ex- 
posures on film. Intensity measurements are 
also far more accurate; the reproducibility 

Second cathode 

pulses 

Figure 14. A multi-wire proportion- 
al counter. Electrical pulses induced 
by the X-ray ionization avalanche 
are picked up on the cathode wires 
and are used to locate the X-ray’s 

pulses position. 
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of measurements is simply limited by noise 
in the X-ray flux. The best that can be ex- 
pected with X-ray film is 5% reproducibil- 
ity. The resolution of the detector is better 
than film for low intensity peaks, because 
of the better signal-to-noise ratio. At high- 
er intensity, the resolution for small-angle 
X-ray scattering is comparable to film, so 
long as the diffraction pattern is focused 
across the entire detector. This implies rath- 
er large distances from the X-ray sources, 
so Franks or Huxley -Holmes optics have 
to be used. The image is of course digital, 
making immediate quantitative analysis of 
the diffraction pattern possible. The multi- 
wire proportional counter, like the image 
plate, has greater dynamic range than film, 
for example, lo4: 1 as compared to maybe 
200 : 1. Clearly it is possible to quantitative- 
ly measure a wider range of peak intensities 
simultaneously on a multi-wire proportion- 
al counter or image plate than on film. 

The multi-wire proportional counter is an 
excellent device for accurate quantitative 
work. It has drawbacks, certainly in terms 
of expense and complexity, but commercial 
devices of a high standard are available. The 
multi-wire proportional counter is a detec- 
tor for those who can afford the cost and 
need sensitive, quantitative X-ray detection. 

2.4.4 Opto-Electronic X-Ray 
Imaging Devices 

These devices give similar levels of perfor- 
mance for small-angle X-ray scattering as a 
multi-wire proportional counter, at somewhat 
lower levels of instrumental complexity [8]. 
As shown in Fig. 15, these detectors work 
by converting the X-ray pattern to an optical 
image using an X-ray phosphor. The optical 
image is then amplified with an image inten- 
sifier, which works somewhat like a photo- 
multiplier, but retains spatial information. 

Cryostat (-53') 

Phospho Phosuhor 4i' Len; ca'  - 
I I  

CCD controller 

Fibre optic 

-- 
TV monitor 

Figure 15. A CCD based optoelectronic X-ray 
imager . 

The output image on the intensifier tube is 
then focused onto an electronic image device 
such as a TV tube, or more recently a CCD 
(charge coupled device), from where it can 
be read out. The image tube and the imaging 
device are cooled to low temperatures in 
order to reduce dark current and noise levels. 

These devices are in general used as in- 
tegrating imaging devices, which allow an 
image to be accumulated over some speci- 
fied time without simultaneous read out. 
This leads to a great reduction of noise, 
quantum-limited detection of X-rays, and a 
dynamic range which for CCDs can rise to 
lo5 : 1. Over this dynamic range linearity is 
better than a fraction of a percent. Because 
the image is integrated there is no count-rate 
limitation. The input phosphor screen is nor- 
mally between 40 and 80 mm in diameter, 
with a resolution in the region of 150 pm. 
Again, these detectors give better resolution 
than film at low X-ray intensity, but are less 
good where peaks are bright. In addition, 
since the images are already digitized, ac- 
curate and reproducible measurements of 
peak intensities can be made. 

These detectors are suitable for use with 
Franks, Huxley-Holmes, or flat film cam- 
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eras. The technology is slightly less com- 
plex than for the multi-wire proportional 
counter, and less expensive than both the 
counter and the image plate systems (al- 
though still a great deal more costly than 
film). 

These detectors can be put together from 
commercial components, but recently a 
number of companies have sprung up sell- 
ing such detectors. The new CCD based de- 
tectors have such low dark current and noise 
that very faint images can be integrated over 
many hours. So, although these detectors 
have the same sensitivity gain as a multi- 
wire proportional counter, they also extend 
exposure times with extremely low noise 
and background. 

2.4.5 What Detector Should 
be Used 

Again the range of detectors available is 
large and confusing. Using a multi-wire pro- 
portional counter or an optoelectronic de- 
tector in conjunction with a rotating anode 
generator and toroid or Huxley - Holmes 
optics, it is possible to obtain diffraction im- 
ages from liquid crystal phases in less than 
1 s. Using a standard X-ray generator with 
a Guinier camera and film, the same qual- 
ity of image might taken an hour or two. 

Clearly detectors and intense X-ray 
sources make it possible to do experiments 
that cannot be done with a standard system. 
The greatest advantage they have is, how- 
ever, not just to do with the fact that they are 
so much faster (although this is an impor- 
tant element), but with the fact that data can 
be read out and analyzed in situ. This en- 
ables the experimenter to interact with an 
experiment in a way that film and image 
plate do not allow. In our experience, this 
has been the single greatest advance in our 
ability to probe and understand the structu- 

ral and phase behavior of liquid crystalline 
systems. 

The following recommendations stem from 
this experience: 
a) It is advisable to have at least one beam 

line using film and one with a detector. 
b) For liquid crystal research, optoelectron- 

ic detectors are probably the best choice. 
They are quite robust, cheaper than the 
alternatives, and the moderate format is 
entirely compatible with the diffraction 
angles obtained with liquid crystals. 

c) The more complex X-ray camera should 
be used with the detector. This enhanc- 
es the performance of the beam line, and 
the detector also makes it easier to make 
camera alignment. 

2.5 Holding a Liquid 
Crystal in the X-Ray Beam 

A number of methods are available for get- 
ting a liquid crystal sample into the path of 
the X-ray beam. 

The most widely used method of mount- 
ing powder samples uses a thin wall capil- 
lary. Glass capillary tubes with overall di- 
ameters in the range 0.5 -2.0 mm are avail- 
able, and have been drawn to wall thick- 
nesses of a few tens of micrometres. The 
scatter from the glass is insignificant. Capil- 
laries in excess of 2.0 mm cause too much 
X-ray absorption to be of interest, and for 
most liquid crystalline materials anything 
below 1.0 mm will not produce sufficient 
diffraction. The exceptions to this latter case 
are where the material under investigation 
contains heavy atoms that scatter strongly. 

Getting samples into capillaries can often 
be a frustratingly difficult process; every 
practitioner finds their own suite of pre- 
ferred methods for removing air bubbles 
from thermotropics or making homogene- 
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ous mixtures with lyotropics. However, 
sometimes the difficulties are insuperable 
and alternative sample containment has to 
be used. A method used routinely in some 
laboratories is shown in Fig. 16. The X-ray 
“transparent” windows are made from thin 
sheets of mica cut to size. The sample is 
placed in the cavity produced by the Teflon 
spacer before the second mica window is 
used to seal the sample in place. Unlike 
glass, mica produces some sharp Bragg 
peaks which will appear in the diffraction 
pattern. These are easily identified and pose 
no problem as long as they do not mask 
sample diffraction. Alternative materials for 
X-ray windows include thin Mylar sheet, 
cling film and Kapton. 

Mica windows 

-- 
Figure 16. A simple X-ray sample holder. 

X-ray 

Pin to draw strand 

If there is any propensity for macroscop- 
ic alignment, then a powder pattern can still 
be produced by rotating the sample in the 
beam during exposure. More often than not, 
any sample alignment in the above sample 
containers is only partial. 

Samples need not be confined in an X-ray 
transparent container in order to make 
measurements. Freely suspended films and 
pulled strands can be formed in situ for stud- 
ies on aligned samples (see Figs. 17 and 18). 
The literature is littered with mentions of 
alternative methods of sample alignment, 
with surface-induced alignment, and mag- 
netic alignment being among the more com- 
mon [ 101. In our laboratory we have a sa- 
mariudcobalt permanent magnet, giving a 
field of 1.6 T with a 1 mm pole gap. The 
magnet can be taken up to above 200°C, 
which makes it ideal for in situ alignment of 
thermotropic liquid crystals in the nematic 
phase. 

2.6 Controlling 
the Sample Environment 

The major concern of X-ray structural work 
on liquid crystal systems is the need to make 

Diffi 

strand \ 

Cup holding liquid 

*acted beam 

Figure 17. A liquid crystal strand is 
pulled out of a cup containing a pool of 
sample. Normally this will be in the 
smectic phase, with temperature being 
varied after an aligned strand has been 
formed. 
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Figure 18. An aligned liquid crystal film is formed by 
wiping sample across an aperture, whilst the sample 
is in the smectic A or C phase [9 ] .  With a protruding 
sample mount, X-ray scattering at small angles may 
be performed on aligned samples. 

X-ray measurements whilst thermodynam- 
ic parameters are varied. From the forego- 
ing mention of sample alignment methods 
it should be clear that the same is true when 
creating aligned samples. 

Temperature control is a universal re- 
quirement. Normally +O. 1 "C control or bet- 
ter will be required. This sort of precision 
requires servo control of the heater. A sche- 
matic servo controlled system is shown in 
Fig. 19. 

The sample temperature is measured by 
a miniaturized sensor, such as a thermocou- 
ple or a platinum resistance thermometer. 
The sensor voltage is then compared to a 
voltage set by the experimenter and an er- 
ror voltage is used to drive current through 
the heater. For the best precision, three term 
control is used in which power is reduced as 
the set temperature is approached and opti- 
mum heating is provided to settle on the set 
temperature. 

By producing an electronic ramp, the 
temperature of the sample can be increased 
continuously. By simultaneously scanning a 
film across the diffraction pattern as it var- 
ies with temperature, an entire thermotrop- 

Heater element 

Temperature 
sensor 

Differential 

Power 
amplifiers 

Set 
temperature 

Figure 19. Schematic diagram of a servo controlled 
heater. 

, , X-ray capillary X-ray film 

Temperature controlled X-ray mask 
copper block 

Figure 20. A continuous sequence of X-ray diffrac- 
tion patterns from a powder sample can be recorded 
as a function of temperature by ramping the sample 
temperature whilst simultaneously scanning the X-ray 
film past a linear aperture in a metal X-ray mask. 

ic phase sequence can be recorded in one 
measurement (e. g., [ 1 1 1 )  (see Fig. 20). 

Where cooling is required as well as heat- 
ing, a closed loop refrigeration circuit, 
servoed in a similar manner, can be used. A 
more sophisticated temperature controller, 
which can both heat and cool, can be made 
from a Peltier thermoelectric device. In this 
device a voltage across a series of thermo- 
couple junctions sets up a temperature 
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difference across the couples. By suitably 
arranging the thermocouple junctions, one 
face of the device cools whilst the other 
heats. Reversing the polarity of the junction 
connections reverses the heating and cool- 
ing faces. Servo controlling a Peltier is more 
complex than separately controlling a heat- 
er and a refrigerator, but performance at 
k0.03"C is possible over a temperature 
range from -50 "C to 80 "C. 

In lyotropic systems where single crys- 
tals are being grown, humidity control may 
be necessary. This can be done crudely by 
circulating humidified helium gas through 
the sample chamber. Various salt solutions 
can be mixed to give a number of humidity 
values. Care of course must be taken to en- 
sure that condensation does not occur in the 
pipework to the chamber, and that in the 
chamber temperatures are controlled suffi- 
ciently to ensure a small enough variation 
in the relative humidity. 

A humidity generator with servo control 
of the humidity is a far more satisfactory so- 
lution to the difficult problem of humidity 
control [ 121. The atmosphere in a large tem- 
perature-controlled reservoir is regulated by 
pumping the gas through a drier or bubbling 
it through water. The humidity is sensed 
by an electronic dew point hygrometer. The 

drying or wetting end is turned on depend- 
ing on whether the sensor is above or below 
the dewpoint value set by the user. With this 
set up it is possible to control the dewpoint 
to k O . 1  "C. 
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3 Structural Studies of Liquid Crystals 
by X-ray Diffraction 

JohnMSeddon 

3.1 Introduction 

This section is concerned with how structu- 
ral information about liquid crystal phases 
may be obtained from X-ray diffraction 
studies. In addition to presenting a brief 
overview of some of the more quantitative 
aspects, we will also attempt to give a sim- 
ple pictorial view of how diffraction pat- 
terns may be analyzed qualitatively in terms 
of the mesophase structures. For the back- 
ground X-ray diffraction theory relevant to 
partially-ordered systems, a number of clas- 
sical texts should be consulted [l-31. 

Here we will focus on the bulk static 
structures of the phases formed by low mo- 
lar mass calamitic (rod-like) mesogens. The 
principles involved in structural studies of 
columnar phases, and of polymeric and lyo- 
tropic systems, are very similar. The study 
of liquid crystal surfaces requires reflectiv- 
ity and/or glancing angle diffraction tech- 
niques [4 - 61. 

A number of reviews describe X-ray 
studies of liquid crystals up to about 1980 
[7- 101. A monograph by P. S. Pershan [ l l ]  
reviews X-ray work up to 1987, and reprints 
many of the most significant papers in the 
field. A number of more recent texts cover 

various structural aspects of liquid crystal 
phases [ 12- 141. Other reviews describe the 
structural classification of liquid crystals 
[ 151, the nature of the ordering within smec- 
tic phases [ 16- 181, the structures of ferro- 
electric and chiral smectic phases [ 191, the 
structures of frustrated smectics [20 - 241, 
the structures of columnar discotic liquid 
crystals [25], and X-ray studies of side 
group liquid crystalline polymers [26]. 

Orientational order in liquid crystals is 
most effectively studied using ‘molecular 
probe’ techniques such as NMR spectros- 
copy. However, the study of translational 
order, that is structure, requires diffraction 
techniques, usually involving X-rays or 
neutrons. A disadvantage of diffraction is 
that it does not distinguish between static 
and dynamic disorder. However, this can be 
achieved using quasielastic neutron scatter- 
ing. 

Diffraction is a phenomenon which 
comes about when radiation is elastically 
scattered from atoms in a sample (primari- 
ly from electrons for X-ray diffraction). The 
various scattered wavelets from the differ- 
ent atomic sites combine, undergoing con- 
structive or destructive interference, de- 
pending on the relative phases of the differ- 

0 
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ent wavelets. These phases depend upon the 
relative positions of all of the atomic sites, 
and hence the amplitude (and hence inten- 
sity) of the diffracted wave in a given direc- 
tion depends upon the spatial distribution of 
the atoms in the sample. Thus a diffraction 
experiment probes the static structure, that 
is, the translational order within the sample. 
The total scattered intensity does not depend 
on the positional order, but only on the to- 
tal number of scattering centers (and their 
scattering powers) in the sample; correla- 
tions in position between atoms or groups 
of atoms lead to a redistribution of the scat- 
tering, intense in some directions, weak in 
others. The degree of redistribution is relat- 
ed to the extent of positional order in the 
sample. 

X-rays are a form of electromagnetic 
radiation, with typical wavelength, A = 
0.154 nm. The scattering power of atoms is 
simply proportional to the atomic number Z;  
it is weak for hydrogen, and becomes pro- 
gressively stronger on moving down the 
periodic table. Unlike visible light, X-rays 
are practically undeviated by refraction on 
passing through matter, a typical value of 
refractive index is n= (1 - This means 
that they cannot be focused with lenses, and 
hence cannot form a direct image of the sam- 
ple. This constitutes the essential problem 
of diffraction studies, that the ‘image’ must 
be deduced mathematically from an analy- 
sis of the diffraction pattern. However, un- 
fortunately this is not directly possible, be- 
cause all information on the relative phases 
of the scattered waves is lost, as only the 
modulus squared of the wave amplitude (the 
intensity) is recorded experimentally. This 
is the well-known phase problem of crystal- 
lography. 

3.2 Bragg’s Law 
and Powder Diffraction 

Bragg visualized the scattering of X-rays by 
a crystal in terms of reflections from sets of 
lattice planes, as shown in Fig. 1 (note that 
there is normally a phase change of 180” 
upon scattering, for X-rays). 

For one particular set of planes, construc- 
tive interference between rays reflected by 
successive planes will only occur when the 
path difference, 2d sine, equals an integral 
number of wavelengths: 

2 d s i n O = n h  (1) 

where d is the separation of the planes, 0 is 
the angle of incidence, n is an integer and 
is the wavelength. Note that the diffraction 
angle is 20. 

To observe a particular diffraction peak, 
labelled ‘n’ in Fig. 2a, we must align the 
planes at an angle 0, to the incident beam. 
The incident and diffracted beam directions 
are specified, as shown in Fig. 2b, by their 
wavevectors ki and k,,  whose moduli are 

I ki I = I k, I = ~- . Note that since the scatter- 

ing is elastic (no energy change), the mag- 
nitudes of the wavevectors are equal. The 
diffracted intensity is most conveniently 
plotted as a function of the scattering vector 
Q, where Q = (k ,  -ki), that is, it represents 
the change in wavevector of the diffracted 
beam (Fig. 2). Its modulus is given by 

27c 
a 

An equivalent statement of Bragg’s law is 
then 

For a set of equally spaced planes, the scat- 
tered intensity Z(Q) is everywhere zero ex- 
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diffraction 

ki ? / c \ Q = ( k s - k i )  

ki 3 , 
I ,  
1 ,  
1 ,  1 ,  

' ,  1 ,  b) 

Figure 2. (a) Reflection from parallel planes, and (b) 
definition of the scattering vector Q. 

cept where Bragg's law is satisfied, and the 
diffraction pattern consists of a set of equal- 
ly-spaced Bragg peaks, 2nld apart, along a 
direction normal to the planes. 

The simplest way to observe the various 
diffraction peaks is to employ a powder 
sample, that is, a sample which is composed 
of very many microdomains, each with a 
random orientation (Fig. 3 a). The Bragg 
condition will thus automatically be satis- 
fied for all values of n, and all of the pos- 
sible diffraction peaks will be simultaneous- 
ly observed. Furthermore, each spot will be 
averaged into a ring around the incident 
beam, since the sample will contain many 
different domains aligned at a given angle 

Figure 1. Bragg's law. 

qz, but with random angles of rotation 
around the beam. 

The averaging is equivalent to rotating 
the scattering vector Q around the incident 
beam ki, producing a ring of possible scat- 
tered beams k ,  for each Bragg peak. Such 
powder patterns are hence intrinsically one- 
dimensional, being completely specified by 
the radii of the various rings (i.e. the diffrac- 
tion angles 2 6) .  Thus the intensity measured 
at the detector varies only with the magni- 
tude of Q, not its direction, and hence we 
need only plot Z(Q) versus scalar Q to de- 
scribe the diffraction pattern, as illustrated 
in Fig. 3 b. 

'powder' 
a) sample 

1 
detector 

Figure 3. (a) Origin of powder patterns, and (b) radi- 
al plot of intensity. 
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3.3 Diffraction Patterns: 
Unaligned and 
Aligned Samples 

3.3.1 Unaligned Samples 

The positions in Q (angle) of the diffraction 
peaks are reciprocally related to the separ- 
ations between molecules (or groups of 
molecules) within the liquid crystalline 
phase. The sharpness of the peaks is related 
to the extent to which the separations extend 
periodically over large distances. For phas- 
es with Bragg peaks, the ratio of the peak 
positions reveals the long-range organiza- 
tion of the phase (Fig. 4). In the case of the 
low-angle peaks, ratios of 1, 2, 3 . . . indicate 
a smectic phase (1-D stack of layers); ratios 
of 1, fi, 2, fi, 3... indicate a hexagonal 
phase (2-D lattice of rods, e.g., columnar 
phase of discotics); ratios of 1, 4, &, 2, 

1-D smectic 
4 

P 

2-D hexagonal 

&, &, 6, 3 . .  . indicate a cubic phase. The 
wide angle peaks relate to the translational 
order over short distances (or having short 
periodicities), for example the lateral (in- 
plane) order in the various smectic 
phases. 

Probably the most useful information to 
be obtained from unaligned smectic phases 
is the temperature dependences of the layer 
spacings. Such data have, for example, been 
reported for terephthal-bis-(4-n-alkylani- 
lines) [27, 281, cyano-, alkoxybenzylidene 
alkylanilines 1291, three-ring esters [30], 
mesogens with siloxane tails [31], and 
bipyridine stilbene compounds [32]. 

For the nematic phase, which is an orien- 
tationally-ordered fluid, diffuse maxima 
are seen in both the low angle (low-Q) and 
the wide angle (high-Q) regions (Fig. 5) .  

* 
W O  

Figure 4. Low angle diffraction patterns characteris- 
tic of (a) 1-D layer (smectic) phases, (b) 2-D hexago- 
nal phases, and (c) 3-D cubic phases. 

Figure 5. Local structure and X-ray powder pattern 
from the unaligned nematic phase of calamitic meso- 
gens. 
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These peaks are normally centred close to 
Q = 27~11, and Q =: 27~lw, respectively, where 
1, and w, are the molecular length and width 
(typically, 1 0 ~ 2 . 5  nm; w,-0.5 nm). They 
arise from the average end-to-end and side- 
to-side separations of the close-packed 
molecules. The peaks are diffuse because 
these positional correlations only extend 
over short distances, typically, a few molec- 
ular diameters. The widths of the diffuse 
maxima are inversely proportional to these 
correlation lengths, 5. In fact, such correla- 
tions usually also exist in the isotropic 
phase, so it may be difficult to distinguish 
the powder patterns of the nematic from that 
of the isotropic phase. Note that the chiral 
nematic (cholesteric), where the pitch is typ- 
ically %0,1 pm, will also give a very simi- 
lar diffraction pattern. 

For the simplest kind of SmA phase, de- 
noted SmA,, there is a layer structure with 
a periodicity d slightly less than the molec- 
ular length 1,. This effect is due to a combi- 
nation of imperfect molecular orientational 
order ( ( P 2 )  < 1) and conformational disorder 
in the molecules. This leads to a number of 
equally-spaced low-angle (001) pseudo- 

Bragg peaks at Qt = -- (Fig. 6 a). The 

tendency for layering is rather weak: for 
many smectic phases the density distribu- 
tion along the layer normal is close to a co- 
sine wave. This means that only the first one 
or two pseudo-Bragg peaks have observable 
intensity. The ratio Zoo2/Zo,, can be as low as 
2 x lop7. The wide angle diffuse peak is sim- 
ilar to that observed from the nematic phase, 
since the lateral packing of the molecules re- 
mains liquid-like. Other types of SmA phase 
are possible, as will be described later, but 
these may be difficult to infer from the pow- 
der patterns. One indication for a more com- 
plex SmA structure is if the layer spacing d 
is very different from the molecular length 
1, (deduced from molecular modeling). 

(23 

2 d d  4x/d Q 

SmC 

- 2 r j w 0  Q 

Figure 6. Powder pattern of (a) the SmA phase and 
(b) the SmC phase. 

The powder diffraction pattern of the 
SmC phase (Fig. 6 b), where the director is 
tilted with respect to the layer normal, is dif- 
ficult to distinguish from that of the SmA 
phase. The only difference is that the layer 
spacing will be reduced due to the tilt. If the 
transition to the SmC phase occurs from a 
SmA phase, then it is possible to deduce the 
tilt angle 6, from plots of layer spacing ver- 
sus temperature, as shown in Fig. 7. By ex- 
trapolating the SmA spacing d’into the SmC 
phase, the tilt angle may be deduced approx- 
imately using the relation 6, =cos-’(d/d’). 
Such estimates agree extremely well with 
the directly-measured tilt angle, at least for 
the system 40.7 [ 3 3 ] .  

The hexatic phase SmB, and the tilted 
versions SmF and SmI, are characterized by 
the onset of increased order within the 
layers, with the positional coupling between 
layers remaining weak. In general, one can- 
not distinguish these phases, nor deduce the 
tilt angles, from the powder patterns, shown 
for the SmB phase in Fig. 8. The lateral 
packing of the molecules is locally hexago- 
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Figure 7. Tilt angle measurements for SmC phase, 
from powder patterns. 

u u  
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Figure 8. Powder pattern of the SmB phase. 

nal (implying long axis rotation) but this po- 
sitional order is not long range, and disap- 
pears over distances of the order of 10 nm. 
However, the hexatic phases display long 
range lattice orientational order. The low- 
angle patterns are usually similar to those 

from the SmA and SmC phases, but the 
wideangle peak becomes much sharper. The 
position of this peak, indexed on a hexago- 
nal lattice as the (10) peak, is at a value of 
Q1,=4d.\/3a, where a is the lateral separ- 
ation of the molecules. Note that one can- 
not quantify the extent of in-plane structure 
from the width of this peak, since other 
effects, such as the dimensionality and the 
tilt, contribute to its width. However, usual- 
ly the widths are in the following order: 
SmB < SmI< SmF. 

The signature for the ordered smectic 
mesophases B, G, J, and E, H, K is the ap- 
perance of a (small) number of sharp ( h k l )  
reflections in the wide-angle region. This in- 
dicates the onset of coupling between the 
layers, and the development of long-ange 
order within the layer. For phases B, G and 
J, which derive from the hexatic phases 
SmB, SmF and SmI, there is six-fold rota- 
tional disorder about the molecular long ax- 
is, which leads to hexagonal or quasihexag- 
onal packing of the molecules. The B phase 
is (3-D) hexagonal, whereas the tilted G and 
J phases are C-centered monoclinic (or tri- 
clinic). Quenching of the six-fold rotations 
leads to a herring-bone packing, which low- 
ers the symmetry of the lattices, converting 
the untilted phase B to E (orthorhombic), 
and G and J to H and K (monoclinic). How- 
ever, rapid axial rotations of 180" are still 
present. These crystal mesophases are dis- 
tinct from normal crystals in that consider- 
able disorder is present: this leads to only a 
few pseudo-Bragg peaks being observed. 
For the crystal B phase, different layer 
stacking sequences, such as AAAAAA, 
ABABAB, and ABCABC, have been ob- 
served; in addition, a ripple-like modulation 
of the layers has been detected, on approach- 
ing a transition to the tilted G phase [34, 351. 



3.4 Diffracted Intensity: Molecular Transforms and Reciprocal Lattices 64 1 

3.3.2 Thermotropic Cubic Phases 

Early work showed that the optically iso- 
tropic phase once called smectic D gave 
low-angle X-ray powder patterns consistent 
with cubic symmetry [36], later suggested 
to be of spacegroup Ia3d [37]. A number of 
models were proposed for the structure of 
the cubic D phase [38,39j. It should be not- 
ed that cubic liquid crystalline phases are 
very common in lyotropic systems [40]. 
Typically, thermotropic cubic phases have 
been found to occur either between the SmC 
and SmA phase, or between the crystal and 
a SmC phase. Their unit cell dimensions are 
in the range of 4.5-9.0 nm. Their diffrac- 
tion patterns consist of sharp (h,  k ,  1 )  Bragg 
peaks in the low-angle region, whose posi- 
tions are in the ratios 1, fi, &, 2, 6, &, 
4, 3 . . ., characteristic of cubic lattices 
(these peaks may not all be observed). The 
wide-angle region shows diffuse scatter 
similar to that from the SmA phase, indicat- 
ing that the local structure is liquid-like. One 
of these cubic phases was shown by mono- 
domain diffraction studies to have a primi- 
tive cubic structure 141,421. Recently, many 
more examples of thermotropic cubic phas- 
es have been found, for example in metal- 
lomesogens [43 - 491, in silver thiolates 
1501, in ellagic acid derivatives [51], in car- 
bohydrate liquid crystals 152-551, in poly- 
hydroxy amphiphiles [56, 571, in biforked 
mesogens [58], phasmidic systems [59], tet- 
rasubstituted tribenzosilatrane [60], den- 
drimers [61], substituted esters of benzopy- 
ranobenzopyran-dione [62 j, six-ring dou- 
ble-swallow-tail mesogens [63], and in mix- 
tures of the previous two examples with 
suitable electron acceptor compounds 164, 
651. 

3.3.3 Aligned Samples 

The use of aligned (monodomain) samples 
is essential for detailed structural studies of 
liquid crystals. The alignment may be ob- 
tained by electric or magnetic fields, by sur- 
faces, or by the free-standing film method. 
The following additional features may then 
be investigated: 

1. long-range, quasilong-range and short- 
range order; 

2. cybotactic (smectic-like) clusters in the 
nematic phase, and critical behavior; 

3. fitting of high resolution data to obtain 
translational correlation lengths; 

4. direct measurement of tilt angles; 
5.  modulated phases and incommensurate 

6. structural diffuse scatter: defects, stack- 

7. lattice orientational order; 
8. molecular orientational order; and 
9. twist grain-boundary (TGB) phases. 

By studying free-standing films of liquid 
crystals [17, 66-84], the structure can be 
probed free from any substrate, and the ef- 
fects of dimensionality can be determined 
by reducing the film thickness, to as few as 
two molecular layers. 

smectic phases; 

ing faults, etc.; 

3.4 Diffracted Intensity: 
Molecular Transforms and 
Reciprocal Lattices 

Bragg’s law predicts the direction of any dif- 
fracted ray and shows that the smaller the 
spacing, d, the larger is the diffraction an- 
gle 28. Thus there is a reciprocal relation- 
ship between the separations of the planes 
d in real space, and the diffraction 
angles 2 8,. However, Bragg’s law does not 
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say anything about the intensities of the var- 
ious peaks. Diffraction theory shows that 
the amplitude of the wave scattered by a 
crystal in a particular direction, F(Q), is 
given by the Fourier transform of the 
‘structure’, where for X-rays the ‘structure’ 
means the electron density distribution 
within the sample, p (r):  

F(Q> = I p( r )  exp [ i Q .  rl dV (4) 

The observed intensity is then the modulus- 
squared of the amplitude: 

I(Q> = I W )  l 2  ( 5 )  
If we are considering a crystal, where the 
mean atomic positions are fixed, then the 
Fourier integral in Eq. (4) can be replaced 
by a Fourier summation, involving the 
atomic scattering factors, over the atomic 
sites within the unit cell. The effects of (an- 
isotropic) thermal vibrations are taken into 
account by use of Debye-Waller factors. 

To gain a qualitative understanding of liq- 
uid crystal diffraction patterns, it is very 
useful to consider the form of the molecu- 
lar transform. This may be calculated by car- 
rying out a Fourier summation over the 

atomic sites in the molecule, in an assumed 
conformational state. However, for illustra- 
tive purposes it is adequate to model a cal- 
amitic molecule as a uniform cylinder of 
electron density p, length 2 L, radius r, and 
volume V. For such an isolated cylinder, em- 
bedded in a medium of electron density ps, 
the scattered amplitude is given [85 ]  by 

F ( Q > = F ( Q , P ) = 2 ( p - p s )  

sin(QL ‘OSp)) ( J1  (Qr sinfl)) (6) ”(  QLcosp  Q r  sinp 

where p is the angle between the cylinder 
axis and the scattering vector Q, and J 1  is 
the first-order Bessel function of the first 
kind. 

This ‘molecular’ transform, as indicated 
in Fig. 9, has roughly the form in reciprocal 
space of a flat ‘pancake’, aligned with its 
symmetry axis parallel to the real space cyl- 
inder. In terms of the surface at which the 
amplitude first passes through zero, the di- 
ameter of the ‘pancake’ is roughly (7.7/r), 
and its thickness is roughly (2n/L), in recip- 
rocal space (subsidiary nonzero regions ex- 
ist beyond this surface). The transform F ( Q )  

Figure 9. Transform of a cylindrical 
molecule, and geometry of diffraction. 
From [390]. 
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is centered on the surface of the Ewald 
sphere, at the point where the undiffracted 
X-ray beam emerges. The orientation of the 
sample (defined by the electron density 
function p ( r ) ) ,  and its transform F ( Q ) ,  are 
coupled together: rotating the sample 
around any axis through its centre has the 
effect of rotating the transform about its cen- 
tre by the same amount. It is the intersection 
of this transform with the Ewald sphere 
which yields the diffraction pattern of the 
cylinder (see Fig. 9). 

For aperiodic structure, F ( Q )  is only non- 
zero for those discrete diffraction direc- 
tions, denoted by the reciprocal lattice vec- 
tors Qhkl, for which the Bragg condition is 
satisfied. The Qhkl constitute a periodic set 
of &functions, known as the reciprocal lat- 
tice, and the intensity Z(Q) thus consists of 
a set of sharp (Bragg) peaks. Note that the 
set of integers ( h k l )  are the Miller indices 
of the various sets of lattice planes of the 
crystal. The real lattice and the reciprocal 
lattice are related by the standard expres- 
sions: 

(7) 

where V = a  . (b x c ) .  
Thus a* is perpendicular to b and c ,  and 

similarly forb* and c * .  
We can represent the allowed diffraction 

from any lattice p (r)  by constructing a map 
of the scattered amplitude F ( Q )  in recipro- 
cal ('Q') space, as shown in Fig. 10. 

A periodic stack of infinitely-wide, thin 
flat layers, a distance a apart in real space, 
corresponds to a set of points 2 rcla apart in 
reciprocal space, aligned along the layer 
normal. Such a structure gives a one-dimen- 
sional diffraction pattern, characterized 

REAL SPACE 

P(1)  
RECIPROCAL SPACE 

F(Q) 

h / a  1 

. 

Figure 10. Real space structures and their Fourier 
transforms. From [391]. 

by (001) Bragg reflections (strictly speak- 
ing, the h and k labels are redundant in this 
case). 

Because of the properties of Fourier 
transforms, the labels 'real' and 'reciprocal' 
are interchangeable, that is a one-dimen- 
sional row of points of separation a will give 
rise to periodic sheets of scattering extend- 
ing normal to the row, of separation 2 rcla. 

A two-dimensional lattice in real space 
corresponds to a two-dimensional lattice in 
reciprocal space. For example, a hexagonal 
lattice of infinite rods corresponds to an- 
other hexagonal lattice, but of points, and 
with the lattice rotated by 30". The real 
space and reciprocal space lattice parame- 
ters a and 4 r c l G )  are again reciprocally 

I 
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related. When the rods are long but not in- 
finite, the points in reciprocal space extend 
along the normal direction to the 2D-lattice. 
In other words, the points become short 
rods, whose length is inversely related to the 
length of the rods of the real space structure. 
Such a lattice gives a two-dimensional dif- 
fraction pattern, characterized by (hkO) re- 
flections (strictly speaking, the 1 label is re- 
dundant in this case). 

Finally, a three-dimensional lattice in real 
space corresponds to a 3-D lattice of points 
in reciprocal space. For example, a cubic lat- 
tice corresponds to a cubic reciprocal lat- 
tice; the lattice parameters are u and 27du 
respectively. Such a lattice gives a three-di- 
mensional diffraction pattern, characterized 
by ( h k l )  reflections. 

To help us visualize and predict the form 
of the diffraction pattern, we can consider 
the structure of an ordered mesophase to 
consist of the convolution of a ‘unit cell’ 
structure with an appropriate lattice. This is 
useful because of the convolution theorem, 
which tells us that the scattered amplitude 
(and hence intensity) from such a meso- 
phase will consist of the product of the trans- 
form of the unit cell with the transform of 
the lattice. For example, the (wide-angle) 
diffraction pattern of a layer of hexagonal- 
ly-packed untilted cylindrical molecules 
(e.g., in the SmB phase) will consist of the 
product of the transform of a cylindrical 
molecule (see Fig. 9) with the transform of 
a hexagonal lattice of points (see Fig. 10). 
To a first approximation this will have the 
form of six, hexagonally arranged rods of 
scattering length = 4 n/Z,, with the rods ex- 
tending normal to the layer (see Fig. 22; 
note that the hexatic SmB phase does not, 
in fact, have long-range in-plane order). 

3.5 Translational Order 

For a partially disordered system, such as a 
liquid crystalline phase there is normally not 
a three-dimensional lattice, or in the case of 
the nematic phase, there may be no period- 
ic structure whatsoever. In these cases F ( Q ) ,  
and hence the intensity Z(Q), is typically a 
continuous function in reciprocal space, 
with maxima in certain angular regions, and 
minima in others. In addition, where peri- 
odicities do exist in the structure, such as a 
set of layers, a certain number of Bragg 
peaks will also be observed. We can define 
the degree of translational order [15] by a 
distribution function D(r ) ,  which is a mea- 
sure of the probability of finding the center 
of mass of a molecule at position r with re- 
spect to a test molecule at r=O. 

3.5.1 Long-range Order 

For true long-range order (a crystal), at a 
temperature of absolute zero, this function 
will be a periodic set of &functions in 3-D, 
repeating itself whenever r is a multiple of 
any combination of the lattice vectors a,  b 
and c. In this case, the diffraction pattern 
consists of series of equally-spaced Bragg 
peaks (&functions), whose positions are re- 
ciprocally related to the lattice spacings. 
The intensity of the peaks can be expressed 
as: 

where the Qhkl are reciprocal lattice vec- 
tors. 

For simplicity, we will consider the situ- 
ation for a smectic layered structure in 1-D, 
as shown in Fig. 11. 

If the structure is smeared-out (by molec- 
ular motion: rotation, vibration and/or trans- 
lation), but remains strictly periodic, then 
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Figure 11. Molecular distribution 
functions and their diffraction 
patterns for different kinds of po- 
sitional order. (From [ 151). 
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the diffraction pattern still consists of sharp 
Bragg peaks, and in the same positions, but 
the peaks towards higher angles (higher Q) 
are progressively reduced in intensity. The 
more smoothed out the structure, the strong- 
er this effect is. In the limit of a purely 
sinusoidal distribution of electron density, 
only the first Bragg peak is observed, at Qool 
=2 K / U .  Of course, for a completely uniform 
distribution, there are no observable peaks 
at all. 

The intensities of the (002) X-ray peaks, 
suitably corrected for geometric and experi- 
mental effects, can be used to derive the 
electron density distribution along the layer 
normal. The square root of the intensities 

yields the moduli of the amplitudes, 
&=IFool(. Assuming (as is usually the 
case) that the layer structure is centrosym- 
metric, then the phases of the amplitudes can 
only take the values 0 or K, and so only the 
signs (21) of the amplitudes need to be de- 
duced, to yield the structure factors Fool, 
equivalent to the coefficients a, in Eq. (9) 
below. A number of approaches can be em- 
ployed in order to deduce these signs. Fouri- 
er transformation of the Fool then gives the 
one-dimensional electron density profile 
(the structure). However, this profile will 
usually be of low-resolution, because only 
a few Bragg peaks are detected for thermo- 
tropic smectic phases. 
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3.5.2 Smectic Order Parameters 

In such cases it is preferable to analyze 
the relative intensities of the (001) Bragg 
peaks in terms of the smectic order param- 
eters [7, 86-95]. We can represent the 
periodic modulation in electron density 
along the layer normal, taken as the z axis, 
as a Fourier series 

(9) 

1 
a 

If a,=O for all 1>0, p(z)=ao=-:  that is 

uniform, and the structure is completely 
‘smeared out’ (i.e., averaged) along z. For 
1 > 1, the coefficients a, are given by the 
cosine terms in Eq. (9) averaged over the 
normalized positional distribution function 
D ( 2 )  

a12 

a -a12 
al=- 2 5 D ( z ) c o s ( ~ ) d z = - z l  2 (10) a 

where the z, are defined as the smectic or- 
der parameters. 

If a,=O for all 1 > 1, i.e. only the first har- 
monic z, (often referred to as ‘the smectic 
order parameter’) is nonzero, then 

and the structure exhibits a pure cosine 
modulation, of period z = a .  Note that z1 
gives the strength of the sinusoidal smectic 
ordering, that is, is directly proportional to 
the amplitude of the cosine modulation in 
electron density along z .  

Nonzero higher order Fourier compo- 
nents ( I  > 1) give the deviation from a pure- 
ly sinusoidal density distribution along z ,  
that is, represent a sharpening of the layer 
structure, and the coefficients a, are then di- 
rect measures of the higher smectic order 
parameters 7,. In the limit of perfect smec- 

tic order (perfect crystalline order along z ) ,  
all of the smectic order parameters z1 are 
equal to unity, and D(z) reduces to a set of 
&functions, a constant distance a apart. 

Each term in the expansion for p ( z )  in Eq. 
(9) corresponds to a pair of Bragg peaks in 
the diffraction pattern. For example, for 
1=2, the term is a cosine wave of period 
z=a/2,  which gives a pair of Bragg peaks at 
Q2=+4n/a=+2Ql.  The intensity of this 
pair of Bragg peaks, relative to that which 
would be observed for a perfectly ordered 
(crystalline) smectic phase, is proportional 
to the square of the amplitude coefficient q, 
and the same is true for all the higher order 
peaks. We thus see that the intensities of the 
various Bragg peaks are direct measures of 
the smectic order parameters. To a good 
approximation [7] we may write 

where ZF is the intensity which would be 
obtained from a perfectly ordered smectic 
phase, ZF=IFll2, where the F, are the molec- 
ular structure factors along the z direction. 

The problem with applying Eq. (12) di- 
rectly to experimental X-ray data is that ab- 
solute intensities are needed, and this is dif- 
ficult to determine. When only two Bragg 
peaks are detected, as for many smectic 
phases, if a model structure can be assumed 
for the molecules, then the intensities which 
would be observed from a perfectly-ordered 
smectic phase, I&, can be calculated. The 
ratio of the first two smectic order parame- 
ters is then given by: 

Note that in practice it may be necessary to 
correct the right hand side of Eq. (1 3) by a 
factor of 2 [33, 901 to take account of the 
Lorentz factor arising from mosaic spread 



3.5 Translational Order 647 

in the sample. Furthermore, accurate 
measurement of Zoo2 may be complicated 
by multiple scattering, which may be diffi- 
cult to separate from the true second-order 
peak. 

If a model is assumed for the distribution 
function D(z) ,  then both the smectic order 
parameter z, and the r.m.s fluctuation of the 
molecules along z can be determined. Typ- 
ical results for the SmA phase [7] are 
z1 =0.56 and ( ~ ~ ) ' / ~ = 0 . 3 8  nm. 

For two different SmA phases, the ratio 

has been found to vary from approxi- 

mately 0.05 to 0.5, the former value corre- 
sponding to a weak SmA phase [90], but in 
other systems, such as 40.7 where Z0,21Z,,1 
is less than 2 x the ratio can be less than 
0.001 [33]. 

(?I) 

3.5.3 Quasi-long-range Order 

For systems whose dimensionality is less 
than three, a situation can arise in which 
thermally-excited fluctuations destroy the 
long-range order (Landau - Peierls instabil- 
ity). As a result of this, the distribution 
function is no longer exactly periodic, but 
slowly decays over large distances (see 
Fig. 11). In this case there is only quasi- 
long-range order, that is the translational or- 
der is slowly lost on moving away from a 
given site. Typically, the positional correla- 
tions undergo an algebraic decay with dis- 
tance [96, 971: 

D ( r )  ar-" (14) 

Where q is a temperature-dependent expo- 
nent of the order of 0.1 -0.4. For a smectic 
phase: 

where B is the compressibility modulus of 
the layers, K ,  is the splay elastic constant, 
and Q, is the Q-value corresponding to the 
layer spacing (we now use Q, instead 
of Qool to emphasize that it is not a true 
Bragg peak). The effect on the diffraction 
pattern is to broaden the X-ray peak slight- 
ly, without shifting its position, converting 
it into a so-called 'power-law singularity', 
with the intensity varying along the direc- 
tion normal to the layers through the peak 
as: 

and perpendicular to this direction through 
the peak as 

(17) 

This gives rise to peaks which are quite 
sharp, but with characteristic 'wings' on 
each side, which fall off with a different 
Q-dependence in directions parallel and 
perpendicular to the layer normal. Further- 
more, the broadening is progressively great- 
er for higher order peaks, if these are ob- 
served. High resolution diffraction equip- 
ment, employing synchrotron radiation or 
at least a rotating anode X-ray generator is 
required to study these effects in detail. In 
later sections, we will refer to these peaks 
as 'layer reflections' or even '001 Bragg 
peaks', although it must be remembered 
that this is formally incorrect, at high reso- 
lution. 

In conjunction with light scattering 
measurements of the penetration depth 

1 = (%) , fits to the X-ray data yield val- 

ues for K ,  and B [97]. Typical values for 
the SmA phase of 8-OCB within 0.5 "C of 
the SmA-N transition are K ,  = 8 x  N 
( S ~ l O - ~ d y n e )  and B = 2 ~ 1 0 ~ N m - ~  (2x 
lo7 dyne cm-2); note that B tends to zero as 
the transition is approached. 

~ ( Q L ,  Q l ,  = QO) 0~ l Q ~ l - ~ + ~ "  

1 /2  
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3.5.4 Short-range Order 

When the positional order is only short 
range, corresponding to a liquid-like struc- 
ture, D(r)  falls off very rapidly, reaching a 
uniform value within 2 or 3 molecular di- 
ameters. Typically the correlations fall off 
exponentially with distance: 

where the correlation length 5 is typically 
of the order of less than 1 nm (but for the 
hexatic phases it can be larger than 10 nm). 
This leads to a Lorentzian distribution of in- 
tensity: 

where Q,, the position of the peak maxi- 
mum, is reciprocally related to the average 
particle separation a. 

In this case the diffraction pattern con- 
sists of a broad peak, with a HWHM (half- 

width at half-maximum) of -. For a two- 

dimensional system of close-packed cy- 
linders, the maximum would occur at 
Q, = 1.155 (2 nla), whereas for randomly 
packed cylinders the maximum would 
occur at Q0=1.12(2n/a), the factor of 1.12 
being the first maximum in the Bessel func- 
tion Jo(Qa) [7]. 

1 
5 

3.5.5 Lattice Orientational Order 

In addition to positional order, any crystal 
lattice has associated with it a so-called 
‘lattice orientational order’, as shown in 
Fig. 12a. What this means is that each set 
of lattice vectors (a,  b ,  or c )  all point in pre- 
cisely the same direction throughout the 
crystal. For a normal crystal, both types of 

Figure 12. Long-range lattice orientational order with 
(a) long-range positional order, and (b) short-range 
positional order. The corresponding wide angle dif- 
fraction patterns are shown to the right (From [14]). 

order disappear simultaneously upon melt- 
ing. However, for two-dimensional sys- 
tems, it is possible to destroy the long range 
positional order, without affecting the lat- 
tice orientational order, creating a socalled 
hexatic phase [16, 17, 981. This can be 
achieved by introducing noninteger disloca- 
tions along one of the lattice vectors, as 
shown in Fig. 12 b. 

This leads to a peculiar situation where 
the symmetry of the original lattice is main- 
tained, yet without long-range positional 
order being present. The hexatic liquid crys- 
talline phases SmB, SmF and SmI are 
essentially the only examples where this 
effect (which is of fundamental importance 
in theories of melting) has been demonstrat- 
ed experimentally. 

An overview of the different types of or- 
der relevant to various smectic phases [ 1 1, 
151 is shown in Table 1. The structural rela- 
tionships between the common smectic 
phases are as shown in Table 2. 
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Table 1. The types of order relevant to smectic phases 

Structure Positional order Lattice orientational order 
~~ ~~~ 

3-D crystal LRO LRO 
2-D crystal Quasi-LRO LRO 
Stacked 2-D crystal (smectic B, G, J, E, H, K) LRO 
Hexatic SRO Quasi-LRO 
Stacked hexatic (SmB, SmF, SmI) SRO LRO 
Liquid SRO SRO 
Stacked liquid layers (SmA, SmC) SRO SRO a 

LRO 

LRO=long-range order; SRO=short-range order; a the SmC phase has quasi-LRO of the tilt direction. 

Table 2. Structural relationships between smectic phases. 

Nematic Fluid Stacked 3-D ordered 3-D ordered Tilt 
smectic hexatic smectic smectic 

(pseudo- (herringbone) 
hexagonal) 

SmA SmB B E Untilted 

N 

SmF G H Tilted to face of hexagon 

SmI J K Tilted to apex of hexagon 

SmC 

3.5.6 Diffuse Scattering 

Structured diffuse scattering arising from 
nonperiodic modulations in electron density 
arising from localized layering or modula- 
tions in the layers, layer undulations, de- 
fects, stacking faults, edge dislocations, lo- 
calized molecular vacancies, or other types 
of disorder, is commonly observed in smec- 
tic phases [8, 21, 99, 1001, columnar phas- 
es [ 1011 and liquid crystalline polymers [26, 
102-1041. An analysis of the form of the 
diffuse scattering may allow the nature of 
the disorder to be determined. For example, 
the SmC phase of hexa-aryloxycyclotri- 
phosphazenes, which have an unusual 
‘cluster’ molecular shape (like two three- 
legged stools stacked on rop of each other) 
has been shown to contain local stacking 

fault lines [105]. Similarly, for a siloxane 
mesogen in the nematic phase, evidence for 
uncorrelated strings of molecules extending 
along the director has been obtained from 
an analysis of the diffuse meridional peaks 
[ 1061. 

3.6 Nematic Phase 

A clear difference between the scattering 
from the isotropic and the nematic phases is 
revealed when a field is applied to produce 
a uniform alignment of the nematic director 
n. The pattern from the isotropic phase is 
unaltered, whereas that from the nematic 
phase is changed dramatically, the low-an- 
gle scattering becoming concentrated on the 
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Figure 13. Diffraction pattern from an aligned nemat- 
ic phase. 

meridian (i.e. Q parallel to the director), and 
the wide-angle scattering on the equator (Q 
perpendicular to the director), as shown in 
Fig. 13. 

The uniaxial symmetry of the nematic 
phase is reflected in the cylindrical symme- 
try of the diffraction pattern: rotating the 
sample around the z-axis has no effect on 
the diffraction pattern. Note also that the dif- 
fraction pattern is symmetrical above and 
below the equator: Friedel’s law states that 
all diffraction patterns are centrosymmetric, 
irrespective of whether or not the sample is. 

3.6.1 Biaxial Nematics 

Mesogens combining molecular features of 
both rod and disc appear to favor the forma- 
tion of biaxial nematic phases [ 107 - 1091. 
However, a subsequent NMR study of 2,3,4- 
tri-n-hexyloxycinnamic acid showed that 
any biaxiality of the nematic phase is very 
small, less than 0.1 [ 1101. The influence of 
molecular biaxiality on intramolecular X -  
ray scattering has been assessed [ 11 11, and 
the calculations show that inclusion of bi- 
axial ordering makes a very small contribu- 
tion to the single molecule scattering. 

If an aligned nematic phase exhibits more 
than one wide angle equatorial diffuse peak, 

then this could be an indication of a biaxial 
nematic phase. Such a feature has been ob- 
served in a number of thermotropic systems, 
but, although indicating local biaxial molec- 
ular ordering, does not in itself prove that 
the phase is biaxial, and direct evidence 
from X-ray studies has not yet been obtained 
[ 1 121. To provide such proof would require 
a true monodomain sample, with both the 
director n and the other axes macroscopi- 
cally aligned. If such a sample were rotated 
around the director n,  the equatorial peaks 
would exhibit maxima in intensity for dif- 
ferent values of the rotation angle a (prob- 
ably but not necessarily 90 O apart). 

3.6.2 Critical Behavior 
of the N-SmA Transition 

The nematic phase tends to contain local- 
ized, fluctuating regions of layer-like struc- 
ture, or cybotactic groups, as shown in 
Fig. 14a. As the nematic phase is cooled 
towards a SmA phase, these critical smec- 
tic fluctuations become much more pro- 
nounced, leading to a sharpening and in- 
creased intensity of the low-angle peak 
[86]. If the regions are SmA-like, then 
the meridional scattering peak becomes 
sharper, without shifting in position. The 
widths of this peak along the meridian and 
the equator are inversely proportional to 
the average thickness, tI1 and width, tL, 
of the smectic-like clusters, respectively. 
These correlation lengths, which have val- 
ues in the nematic phase of the order of 
30 nm and 3 nm respectively, diverge with 
decreasing temperature on approaching the 
transition to the smectic phase. If the cybo- 
tactic groups are SmC-like, then the scatter- 
ing peak splits into two maxima displaced 
on either side of the meridian by the tilt 
angle of the cybotactic cluster, as shown in 
Fig. 14b. 
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Figure 14. (a) Cybotactic groups in the nematic phase; 
(b) diffraction pattern from a nematic phase with 
SmC-type cybotactic clusters. 

Upon cooling a nematic phase towards 
a second-order N- SmA transition, the 
susceptibility of smectic fluctuations x di- 

verges as tPY, where t = 

a critical exponent with a value close to 
unity [ 1131. Experimental values of ylie in 
the region of 1.10 to 1.53 [12]. Experimen- 
tally, the X-ray intensity above TN-A has 
been found to vary along Qll and Q, as 

~ ( Q I ?  QL 1 

( T  - TN-A ) and is 
TN-A 

4 4  (20) X 
OC 

I + cl? a- e0l2 + 51 Q: + 4, 
This equation has the expected theoretical 
form, but modified by an empirical term 
quartic in Q, which was required to fit the 
data [ 1 14- 1 171. The quartic term has been 
alternatively written as 5: Q:, where the 
correlation length 5 ,  is related to the splay 
elastic constant K1 [ 1181. 

Extensive high resolution X-ray studies 
of the N-SmA transition in a range of 

systems [33, 115, 118-1231 have shown 
that the correlation lengths Qll  and Q, di- 
verge with different exponents vI, and v, 
upon approaching the SmA phase. Normal- 
ly, vll>vL, which means that the smectic 
fluctuations grow more rapidly along, rath- 
er than perpendicular to, the director. Fur- 
thermore, these exponents are nonuniversal, 
with smaller values tending to be observed 
for systems where the ratio of TN-AITN-1 is 
larger (under these conditions the N-SmA 
transition tends towards becoming first-or- 
der). For example, for SCB, where TN-AI 
TN-,=0.977, vll=0.67 and v,=0.51, where- 
as for 40.7, where TN-AlTN-,=O.926, 
vll=0.79 and v,=0.66 (compilations of ex- 
perimentally-determined values of critical 
exponents are available [ 1 1, 121). 

3.6.3 Orientational Order 
Parameters 

The variation of intensity I ( @ )  around the 
wide-angle arc (see Fig. 13) is related to the 
degree of orientational order f ( p )  of the 
molecules. The higher the degree of orien- 
tational order, the more the scattered inten- 
sity is concentrated on the equator. By mak- 
ing certain rather drastic assumptions [7,87, 
881, the following relationship between I($) 
and the molecular orientational distribution 
functionf( p) was derived: 

From a suitable expansion off@), one can 
then extract estimates for not only the sec- 
ond rank orientational order parameter (P2) ,  
but also one or even more of the higher rank 
terms (P4),  ( P 6 )  etc. On the other hand, if a 
Maier-Saupe form can be assumed for 
f<p) ,  then a simplified form of Eq. (21) re- 
sults [ 1241, and the order parameter (P2)  can 
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be directly obtained from the width of the 
intensity distribution around q5. The valid- 
ity and accuracy of these approaches has re- 
cently been tested on a range of calamitic 
and phasmidic mesogens, and main- chain 
and side- group liquid crystal polymers 
[125] and it has been found that in most 
cases the simplified form is adequate. 

Another approach, utilizing the inten- 
sities of layer reflections from both X-ray 
and neutron diffraction experiments to ob- 
tain estimates for (P2), has been applied to 
the SmA, SmB and smectic E phases of IBP- 
BAC [126]. 

A totally different approach is to employ 
neutron scattering with protonated/perdeu- 
teriated mixtures [127- 1291, which allows 
the scattering from effectively-isolated sin- 
gle molecules to be observed directly. 

3.7 Smectic A and Smectic 
C Phases 

On cooling an aligned nematic into the SmA 
phase, the low-angle diffuse peaks sharpen 
into a small number of equally-spaced 

(pseudo-)Bragg peaks at Ql = I ~~ as 

shown in Fig. 15. The peaks are quite sharp 
because the layer periodicity is maintained 
over many layers. However, using high- 
resolution diffraction equipment, it is found 
that they are slightly broadened into power 
law singularities due to the slow algebraic 
decay of the periodicity, caused by the 
Landau-Peierls instability. The correlation 
length 5 along the layer normal is greater 
than 3 pm for 40.7 [33]. It should be 

Wovefronts 



3.7 Smectic A and Smectic C Phases 653 

stressed that this effect cannot be detected 
using conventional X-ray equipment. It is 
not unusual to observe diffuse scattering ex- 
tending horizontally about the Bragg 
peaks, arising from effects such as out-of- 
plane coupled layer deformations. 

The wide-angle diffuse maximum on the 
equator stays essentially unchanged on 
passing from the nematic to the SmA or 
SmC phase, indicating that the short-range 
structure remains liquid-like. Typically, for 
40.7 [33], it is centered at QY= 14.3 nm-'. 
The width along the eldirection (i.e., along 
the equator) of this peak is inversely propor- 
tional to the range of the lateral positional 
order within the layer, which is of the order 
of 1.5 nm. 

3.7.1 Smectic A polymorphism 

There are a number of different types of 
SmA phase [20, 130, 1311. For the simplest 
SmA phase, denoted SmA, (Fig. 16b), the 
layer spacing calculated from the pseudo- 
Bragg peaks corresponds to slightly less 
than the molecular length. This is found for 
systems in which there is little tendency for 
molecular association, and there is hence 
complete head-to-tail disorder. Polar meso- 
gens (e.g., with terminal CN or NO2 groups) 
have some tendency to form antiparallel 
dimers, giving an antiferroelectric ordering, 
which minimizes the dipolar energy. This 
can lead to formation of the partially-bilay- 
er SmA, phase, with a layer spacing 
d=16-(1.4-1.8) 1, or to the bilayer SmA, 
phase, with d= 2 I,. For dimeric mesogens, 
an intercalated SmA,,2 phase (Fig. 16a), 
where the layer periodicity is close to half 
the molecular length, has been observed in 
terminal nonpolar, tuning-fork shaped me- 
sogens [132], in nonsymmetric [133- 1351 
and symmetric dimers [136, 1371, and in 
main chain liquid crystal polymers having 

a) 

SmA 

d-lo 1 

b) 

SmA, 

1 ddo '  

c) 

Qo' = 2rr/lo' 

!+ 
I 

Figure 16. Structures of different types of SmA phase, 
and the schematic forms of the observed diffraction 
patterns: (a) intercalated SmA,,*, (b) monolayer 
SmA,, (c) partial bilayer SmA,, (d) bilayer SmA,. 
Note that the diffuse peaks shown in (b) and (c), aris- 
ing from local domains of SmAd-like and SmA,-like 
ordering respectively, may not actually be observed. 
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two different spacers [ 1381. Such dimeric or 
polymeric systems with spacers show dis- 
tinct odd-even effects in the structures of 
the smectic phases as the number of meth- 
ylene groups in the spacer chains linking the 
mesogenic groups are varied. 

The schematic low-angle diffraction pat- 
terns from the various types of SmA phase 
are also shown in Fig. 16. The SrnA,,*, 
SmA,, SmA, and SmA, phases are discrim- 
inated partly by the positions of the pseudo- 
Bragg peaks on the meridian, at Q, = 4 d l , ,  
Qo = 2 d l , ,  Qk = 2 d l h ,  and Q, = d1,. In 
addition, the SmA, and SmA, phases may 
exhibit diffuse maxima at Qh = 2 d l ; )  and 
Q, = 2 dZ,, corresponding to small domains 
of SmA,-like and SmA,-like ordering, re- 
spectively. 

Transitions between these different SmA 
phases may be second-order or first-order, 
with critical points terminating the first-or- 
der transition line [139], and such a critical 
point has been observed experimentally [ 18, 
1401. X-ray scattering measurements of crit- 
ical SmA, fluctuations have been carried 
out along a line of second-order transitions 
between the SmA, and SmA, phases in mix- 
tures of DB6 and TBBA [117, 1411. The 
critical exponents were measured to be 
y= 1.46; vII= v,=0.74, and were constant 
along the second-order line, even close to 
the tricritical point where the transition be- 
came first-order. 

3.7.2 Smectic C and C* Phases 

As for the SmA phases, similar variants ex- 
ist for SmC (i.e. SmC,, SmC,, SmC,) and 
intercalated versions. The use of aligned 
samples permits direct measurement of the 
tilt angle in the SmC phase of nonchiral 
molecules. However, there is a complicat- 
ing factor, in that on cooling an aligned sam- 
ple from the SmA phase into the SmC phase, 

a number of different patterns may be ob- 
served, depending on the type of alignment 
of the SmC phase (Fig. 17). 

a) If the various layer normals tilt so as to 
give a cylindrical symmetry around the 
director (chevron-like structure), then 
four first order pseudo-Bragg peaks will 
be observed, tilted at GIt to the meridian. 

b) If the tilting occurs in one unique direc- 
tion, then only two peaks will appear, ei- 
ther at +6, or at -6, to the meridian. 

c) If the aligning field is weak, the layers 
may stay fixed with the same orientation 
as the SmA phase, the director tilting 
over to the angle 0,. This corresponds to 
an antiferroelectric SmCa1, structure, 
if successive layers have the opposite 
tilt directions. In this case, the diffraction 
pattern will be difficult to distinguish 
from that of a SmA phase. However, for 
certain dimers [136] and liquid crystal- 
line polymers [ 1381 forming tilted smec- 
tic phases, the splitting of the wide-angle 
diffuse peak above and below the equa- 
tor may be seen quite clearly. 

For the chiral SmC* phase, the situation is 
complicated by the presence of the helical 
pitch along the layer normal, which will pre- 
vent the tilting occurring in a unique direc- 
tion, unless the aligning field is strong 
enough to unwind the pitch. 

Aligned samples are required to obtain 
the tilt angles in the SmC* phase, when the 
transition occurs directly from a nematic 
phase. In this case, the transition is usually 
first order, and the tilt angle jumps directly 
to some finite value at the transition point. 

High resolution X-ray experiments have 
been carried out to study N-SmC and 
SmA-SmC transitions. For 40.7, on cross- 
ing the SmA - SmC phase boundary the tilt 
angle 0, was found to vary as t-0.37, where 

t =  (TAc- [142]. This result could be 
TAC 
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consistent with either power-law or mean 
field behavior, although the latter is be- 
lieved to be correct [113]. 

Scattering experiments have also been 
carried out close to the N - SmA - SmC mul- 
ticritical point in binary mixtures of meso- 
gens (see reference [I431 and references 
therein). Above the first-order N - SmC 
transition, smectic fluctuations evolve from 
being SmA-like to SmC-like upon cooling. 

Along the N - SmA phase boundary, sec- 
ond-order N - SmA transitions are ob- 

Figure 17. Diffraction 
patterns from the SmC 
phase, for different 
types of alignment. 

served. For mixtures of 8-OCB with 7S5 
(pentylphenyl heptyloxythiol benzoate), 
multicritical behavior is observed very close 
to the N-SmA-SmC point [143]. 

3.7.3 Ferroelectric Smectic C 
Phases 

In the ferroelectric SmC* phase the tilt di- 
rection precesses in a helical path from layer 
to layer, whereas in the antiferroelectric 
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SmC: phase the tilt points in opposite 
directions in adjacent layers, although the 
helical superstructure is still present [ 19, 
144- 1471. Competition between interac- 
tions tending to create ferroelectric and anti- 
ferroelectric ordering can lead to intermedi- 
ate ferrielectric SmC: phases [147]. On 
crossing between the SmC*, SmC:, and 
SmC: phases with varying temperature, the 
layer spacing changes only vary slightly 
[ 148, 1491, making it difficult to distinguish 
these structures by their low-angle diffrac- 
tion patterns [ 1501. 

The antiferroelectric SmC, structure (see 
Fig. 17) can also occur in racemates [94] or 
in nonchiral compounds such as symmetric 
dimers [ 136, 1371, nonsymmetric dimers 
[133], and main chain liquid crystal poly- 
mers [138], where its formation is driven by 
steric and/or conformational effects. Anti- 
ferroelectric ordering has been shown to in- 
crease the smectic order parameters in fer- 
roelectric liquid crystals [94, 951. 

For thin samples of chiral SmC* phases 
between solid plates, the helical pitch is sup- 
pressed. In such a surface-stabilized ferro- 
electric SmC* phase, a bookshelf geometry 
with the layers normal to the plates, a tilted 
geometry with the layers uniformly tilted, 
or a chevron structure similar to the arrange- 
ment shown in Fig. 17 may be found. The 
detailed chevron structure has been deter- 
mined by high resolution X-ray studies 
[151- 1531. In a study of the SmA-SmC* 
transition of a ferroelectric system within a 
surface-stabilize cell, evidence has been ob- 
tained for an unusual tilted arrangement of 
the SmA phase [ 1541. The effect of an ap- 
plied field on the SmC* chevron structure 
and orientation has been studied [155, 1561, 
and it has been confirmed that electroclinic 
layer constriction, and consequent layer 
buckling, is due to field-induced molecular 
tilt [ 1571. Smectic layer reorientation dur- 
ing electric field switching of a ferroelectric 

liquid crystal device has been directly ob- 
served by in-situ X-ray diffraction [158]. 
Further studies have achieved microsecond 
time resolution, employing synchrotron dif- 
fraction [159]. It was found that during the 
switching, there is both a change of chevron 
angle, and arotation of the layers by 1 O about 
an orthogonal axis, both motions occurring 
on a timescale of 10 ps. A recent synchro- 
tron study of a chiral ferroelectric system, 
employing an X-ray microbeam, has found 
evidence for a chevron structure with a 
spontaneous layer twist [ 1601. 

3.8 Modulated and 
Incommensurate Fluid 
Smectic Phases 

A phenomenological model for frustrated 
smectics proposed that 2-D modulated 
smectic phases might arise as an escape 
from underlying incommensurability in the 
system [22, 161, 1621. The role of polar and 
steric molecular assymetry in smectic poly- 
morphism has been comprehensively re- 
viewed [23, 1631. The forms of the X-ray 
diffraction patterns from modulated and in- 
commensurate smectic phases have been 
extensively discussed [20 - 231 and these 
papers should be consulted for earlier refer- 
ences and for details which will not be cov- 
ered here. 

3.8.1 Modulated Phases 

Complex types of biaxial SmA phase have 
been discovered, such as the SmA phase 
(Fig. 18 a), in which an antiferroelectric 
ordering is modulated to give a 'ribbon' 
structure, the ribbons being arranged on 
centered [ 164, 1651 or primitive [ 1661 rec- 
tangular lattices, the latter being denoted a 
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'crenellated' phase. These phases give rise 
to additional low angle Bragg peaks away 
from the meridian. Initially these 'anti- 
phases' were observed with mesogens hav- 
ing strongly polar endgroups, but later stud- 
ies showed that other types of molecular 
asymmetry, such as steric effects, can also 
induce the same structures to form. A cor- 
responding modulated type of SmC anti- 
phase, denoted SmC, was discovered in 
DBSNO, [167], and was shown to be based 
on a 2-D oblique lattice (Fig. 18b). 

Note that within the SmA, phase above 
the SmA phase, the diffuse peak at 
Q, = 2 n/l& on the meridian splits into a pair 
of diffuse peaks on either side of the merid- 
ian, indicating the formation of small 
domains with a SmA-like transverse mod- 
ulation, as the SmA phase is approached. 
A high resolution X-ray study of the 
N - SmA, - SmA transition of DB7N02 
[ 168, 1691 found that two incommensurate 
smectic fluctuations present in the nematic 
phase cross over just above the SmA, phase 
to a region of coexisting incommensurate 

11111 v 1 w1 

and antiphase fluctuations, the latter evolv- 
ing from SmC-like to SmA-like with de- 
creasing temperature before locking in to 
the SmA phase. Other high resolution stud- 
ies have also found evidence for incommen- 
surate fluctuations in SmA phases [170, 
1711, and have examined SmA,-SmA- 
SmA, 11721 and SmA,-SmC transitions 
[173]. Another X-ray study of binary mix- 
tures of a polar mesogen exhibiting 
SmA,-SmC, re-entrant N-SmC and 
SmA,- Smc  transitions has provided further 
support for the idea that antiphases occur as 
an escape from incommensurability 1821. 

Modulated phases have also been ob- 
served in biforked mesogens [SS], tuning- 
fork shaped mesogens [ 1321, nonpolar poly- 
meric mesogens [ 102, 138, 1741, mesogens 
with fluorinated terminal chains [163, 17.51, 
and symmetric 11761 and nonsymmetric 
[ 1771 dimeric mesogens. Evidence for mod- 
ulations or distortions along the columns 
within discotic phases, arising from packing 
mismatch between the cores and the surround- 
ing chains [178], has also been found [179]. 

*I 

Figure 18. Structures of modulated (a) SmA and (b) S m e  antiphases. The schematic low angle diffraction pat- 
terns are shown to the right. 
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3.8.2 Incommensurate Phases 

Some years ago, incommensurate smectic 
phases, in which SmA, and either SmA, or 
SmA, periodic density waves coexist along 
the layer normal, were proposed [ 1801. The 
real space structures are quite difficult to de- 
scribe [22]: in the weakly-coupled versions, 
the two interpenetrating incommensurate 
density waves are almost independent of 
each other, whereas in the strongly-coupled 
(soliton) version, regions of SmA, ordering 
are separated by thinner regions where the 
coexisting density waves are out of phase. 

The weakly-coupled SmA2,inc phase, in 
which coexistence of SmA, with a SmA, 
density wave occurs (Fig. 19 a), should ex- 
hibit a diffraction pattern (Fig. 19b) with 
pseudo-Bragg peaks at Q,, Q& and 2Q,, 
corresponding to both coexisting periodic- 
ities. In the strongly-coupled SmAinc,soliton 
phase, in addition to a Q, peak close to 
2 d l o ,  lower-angle incommensurate peaks 
Q, and Q3 (=Q, -Q2) should be observed 
(additional sattelite peaks should also oc- 
cur). 

The first evidence for incommensurate 
smectic modulations was obtained by 
Leadbetter and coworkers in the smectic E 
phase of n-alkyl cyanoterphenyls [ 181, 
1821. Subsequent studies presented evi- 
dence for fluid SmA,,inc, SmA2,inc and 
SmAinc, soliton phases in binary mixtures 
[ 183 - 1851. However, more recent high res- 
olution X-ray studies have contradicted 
these latter findings and have found that the 
apparently incommensurate phases are 
actually coexistence regions between vari- 
ous smectic phases (e.g. SmA, + SmA,; 
SmA2+SmA,) [24, 186-1891. These au- 
thors have recently claimed to have found a 
true incommensurate ordered smectic phase 
in mixtures of TBBA and DB6 [190]. Evi- 
dence has also been presented for two soli- 
ton-type incommensurate SmA phases (one 

Figure 19. (a) Structure and (b) low angle diffraction 
pattern from the incommensurate SmA,,inc phase. 

of them re-entrant) in a nonsymmetric di- 
meric system, KIn [191]. The incommensu- 
rate phases only appear for an intermediate 
spacer length of five methylene units (n =5) ,  
but not for shorter (n=4) or longer ( n  =7 or 
10) spacers [192]. 

3.8.3 Re-entrant Phases 

A phenomenon which is closely related to 
smectic polymorphism is that of re-entrant 
behavior, where unusual phase sequences, 
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such as N-SmA-N-SmA, occur upon 
cooling. Such behavior is believed to be due 
to a tendency for the onset of two density 
waves within the sample, one connected 
with the molecular length, and one connect- 
ed with associated pairs of molecules. If 
these two density waves are incommensu- 
rate (i.e., have periodicities which are not 
simple multiples of each other) then a com- 
petition between the two types of ordering 
occurs, and this can lead to a delicate bal- 
ance being set up, which shifts backwards 
and forwards between a nematic, and differ- 
ent types of smectic ordering, as the temper- 
ature is varied. 

A re-entrant nematic phase, occurring at 
lower temperature than a SmA phase was 
first observed in binary mixtures of two cya- 
no compounds (6-OCB and 8-OCB) [193, 
1941. However, reentrant behavior has also 
been observed in mixtures of mesogens 
which do not have strongly polar endgroups 
[ 195 -2011. Re-entrance was also found for 
pure 8-OCB at high pressure [193, 2021. 
Multiple reentrance, with the phase se- 
quence on cooling of I-N-SmA,-N- 
SmA, - N -SmA - s m e  - SmA, - SmC, - 
Cr was subsequently observed in the pure 
compound 4-nonyloxyphenyl-4’-nitroben- 
zoyloxybenzoate [203, 2041. High resolu- 
tion X-ray studies have shown that the low 
temperature reentrant nematic phases are 
highly ordered along the director, with the 
correlation lengths {,, in the three nematic 
phases increasing from 3nm to 100 nm to 
2 330 nm, with decreasing temperature 
[ 1701. Another high resolution X-ray 
study of the critical behavior in the nemat- 
ic phases of n-alkoxybenzyl-oxycyanostil- 
benes found that for the octyloxy com- 
pound, with the phase sequence on cooling 
of I-N- SmA,-N- SmA,, the SmA, 
fluctuations within the re-entrant nematic 
phase switch over from being SmA-like to 
SmC-like with decreasing temperature [205]. 

A re-entrant isotropic phase between the 
nematic phase and a cubic phase has been 
observed in a pure double-swallow-tailed 
compound [206]. Furthermore, another 
such compound was found to exhibit a re- 
entrant SmC phase below an oblique colum- 
nar phase, with the sequence SmC-Col,,- 
SmC - N - I upon heating [207]. 

3.8.4 Liquid Crystal Surfaces: 
X-ray Reflectivity 

Studies of liquid crystal surfaces by X-ray 
reflectivity were initiated by Als-Nielsen 
and Pershan [208 - 2 lo]. Quantized growth 
of 1 to 5 smectic layers was observed at the 
free surface of the isotropic phase of 12CB 
upon approaching the temperature of the 
bulk SmA phase [21 I]. In reflectivity stud- 
ies on 80CB and 40.8 it was found that 
smectic ordering at the surface of the nemat- 
ic phase decays exponentially into the bulk 
with a correlation length which is equal to 
that for bulk critical fluctuations in the ne- 
matic phase [212]. Incommensurate smec- 
tic order was observed at the surface of the 
nematic phase of DB7N02 [213]. Antifer- 
roelectric (SmA,-like) ordering at the sur- 
face of the bulk SmA, phase of 8-OPCBOB 
has been observed at the surface of a liquid 
crystal [214]. However, for a slightly less 
polar mesogen, only SmA,-like ordering 
was observed at the surface (2151. The fea- 
sibility of carrying out reflectivity on free- 
standing smectic films has been demonstrat- 
ed [216]. 

3.9 Twist Grain Boundary 
Phases 

Highly dislocated helical versions of the 
SmA and SmC phases, denoted twist grain 
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Figure 20. Structure of the twist 
grain boundary TGBA phase. (From 
~ 2 3 1 ) .  

boundary (TGB) phases, were predicted 
theoretically by Renn and Lubensky 
[217-2191. In the TGBA phase (Fig. 20), 
smectic blocks of length I, are rotated by an 
angle A 0  around an (x-) axis lying in the 
plane of the layers. The ratio 01 = ~ A 0  = -, lb 

27c a, 
where &, is the helix pitch, determines 
whether the TGB phase is incommensurate 
or commensurate. If the ratio is irrational 
then the X-ray pattern (Fig. 21 a) has 
the form of a hollow cylinder of radius 

Qo = -, extending along the Q, direction 

for roughly a distance -. On the other 

hand, if a is rational (i.e., a=p/q where p 
and q are integers: p seems usually to be 
equal to unity, and q is in the region of 20), 
the structure is periodic along the x-axis and 
acommensurate TGB phase results. The dif- 
fraction pattern then consists of a ring of q 
(or 2q if q is odd) equispaced pseudo-Bragg 
spots around the Q, axis (strictly speaking, 
each spot is a set of very closely spaced 
peaks along Q,, due to the helix pitch peri- 
odicity &,, which is of the order of one mi- 
cron). Note that unless the number of spots 
around the Q, axis is equal to 2 , 4  or 6, the 
reciprocal lattice is quasicrystalline. 

The first actual example of a TGBA 
phase, occurring between the isotropic liq- 

27c 
d 

27c 
lb  

Ij 
I 

Y 

Figure 21. Schematic low angle diffraction patterns 
from (a) the incommensurate TGBA phase, and (b) 
the commensurate TGBC phase with q=5. (Adapted 
from 1141). 
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uid and a SmC* phase, was discovered by 
Goodby and coworkers in a series of opti- 
cally-active 1 -methylheptyl n-alkoxyphe- 
nyl propioloyl oxybiphenyl carboxylates 
[220, 2211. The layer spacing was found to 
be constant in the TGBA phase, with a val- 
ue of 4.35 nm for the tetradecyl compound, 
equivalent to the fully-extended length of 
the molecule; optical studies found that the 
helix pitch decreased from approx 0.6 ym 
at 90 "C to approx 0.4 ym at 94 "C [222]. A 
freeze-fracture electron microscopy study 
confirmed the twist grain boundary struc- 
ture of this phase, and showed that the rota- 
tion of individual smectic layer blocks oc- 
curred in discrete 17" steps, implying that 
the grain boundaries are approx 24 nm apart 
[223]. The fact that the layer rotation angle 
is not an exact multiple of 360" means that 
the TGBA phase is incommensurate, and 
this is confirmed by a detailed X-ray study 
which found no structure around the circum- 
ference of the Bragg cylinder [222]. 

A TGBC phase, with a tilt angle of the 
director of approx 18", was subsequently 
also discovered [224], and has been shown 
to be the first example of a commensurate 
TGB phase (see Fig. 21 b) [225, 2261. This 
was proved by the observation on a well- 
aligned sample that the continuous ring of 
scattering in the cholesteric phase split into 
18 equispaced spots on cooling into the 
TGBC phase, corresponding to a width of 
the smectic slabs of about 72 nm. On cool- 
ing through the 1 " range of the TGBC phase, 
the helical pitch increased from 1-2 pm, 
and the number of spots increased discon- 
tinuously from 16 to 18 to 20, showing that 
the TGBC phase evolves in a series of tran- 
sitions between commensurate structures. A 
subsequent, more detailed X-ray study of 
systems exhibiting TGBA-TGBC transi- 
tions showed that the smectic layers in the 
TGBC phase are actually tilted with repect 
to the helix pitch axis [227]. For one com- 

pound, the layers were found to lie at an an- 
gle of approx 13" to the pitch axis (similar 
to the tilt angle of the director), and the num- 
ber of spots increased from 18 to 19 to 20 
upon cooling within the TGBC phase. How- 
ever, for another compound the tilt angle of 
the layers was found to vary continuously 
(showing power law behavior) on cooling, 
with the structure varying between com- 
mensurate (26 to 25 to 24 spots) and incom- 
mensurate (continuous ring of scattering) 
over the range of the TGBC phase. The 
TGBC helix can be unwound by an external 
DC electric field applied perpendicular to 
the pitch direction [228]. A chiral tolane has 
been found to exhibit both the TGBC phase 
and an antiferroelectric SmC* phase [229]. 
TGB phases have also been found in non- 
symmetric dimeric mesogens [ 135, 1911. 

3.10 Hexatic Phases 

In the hexatic phases, the local cross-sec- 
tional packing of the molecules is hexago- 
nal (Fig. 22 a). The diffraction pattern from 
an aligned sample of SmB (Fig. 22b) is 
quite similar to that from SmA, except that 
the diffuse wide-angle scattering on the 
equator becomes a much sharper peak, be- 
cause of the increased in-plane positional 
order. The d-spacing of a hexagonal lattice 
is d,,=(f i l2)a,  where a is the lattice pa- 
rameter (center - center separation between 
molecules), and so the position of these 
peaks is Q,,=2nld,,=47cl&. Note that 
an equivalent view of the packing is in 
terms of a centered rectangular lattice, with 
b =&; in this case the wide angle peak in- 
dexes as the (1  1) and (20) reflections (which 
coincide for this X-ray beam orientation). 
The intensity distribution along the Q, di- 
rection (i.e. along the equator) of these 
peaks has a Lorentzian form, which shows 
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Figure 22. (a) Hexagonal molecular packing in the 
hexatic SmB phase, and the diffraction patterns from 
the SmB phase, with the incident beam either (b) per- 
pendicular, or (c) parallel to the layer normal. 

that the order is, formally speaking, short- 
range. However, the correlation length el, 
which is inversely proportional to the peak 
width, has a value in the region of 15 nm, 
showing that the range of the lateral posi- 
tional order within the layers is actually 

quite large. These peaks extend along the Q,,  
direction (i.e., along the layer normal) a dis- 
tance of approximately .+2 EL,, because the 
layer is a two-dimensional lattice of rods of 
length I, (see Fig. 9 and 10). 

A striking feature of the monodomain 
SmB phase is that if the X-ray beam is di- 
rected along the layer normal, a hexagonal 
pattern of wide-angle peaks is observed 
(Fig. 22c). Strictly speaking, a 2D hexatic 
phase should exhibit only quasi-long range 
lattice orientational order, and for a large 
enough sample the six-fold modulation 
should be lost. However, the weak interlay- 
er coupling in an actual liquid crystal hexa- 
tic phase converts it to true long range or- 
der. For this reason SmB is referred to as a 
stacked hexatic phase; note that the lattice 
orientational order extends over all of the 
layers. 

The basic structural features of, and dif- 
ferences between, the SmB, SmF and SmI 
phases were established by X-ray studies 
primarily of the nO.ms, TBnAs, 80S1, 
HOBACPC and PDOBAC [28, 35, 230- 
2411. Unusually, 50.6 shows a hexatic SmF 
phase occurring at lower temperatures than 
a more ordered SmB phase [235]. Various 
types of hexatic phase have been identified 
in symmetric [242] and nonsymmetric [ 1331 
dimeric systems. 

The SmF and SmI phases are tilted ver- 
sions of the SmB phase, with similar struc- 
tural features (Fig. 23). They may be viewed 
as having C-centered monoclinic unit cells, 
with axes a > b and b >a,  respectively, where 
b is the unique axis around which the tilting 
occurs (the c-axis is then at an angle of 
(90’ + 6,) to the a-axis). For the SmF phase, 
the tilt direction is thus towards a face of the 
quasihexagonal net, (i.e. halfway between 
nearest neighbors). For the SmI phase, on 
the other hand, the tilting occurs towards an 
apex (i.e. towards a neighboring molecule). 
In a lyotropic phospholipid system, a fur- 
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Figure 23. Structures of the tilted hexatic phases SmF and SmI, and their diffraction patterns with the incident 
beam perpendicular to the layer normals. (Adapted from [238]). 

ther tilted hexatic phase has been found 
between a SmF and a SmI phase, with in- 
creasing hydration [243]. In this phase, de- 
noted SmL, the tilt direction changes con- 
tinuously between the directions in the SmF 
and SmI phases. 

The effect of the tilt on the diffraction pat- 
tern depends on the type of alignment. If the 
director remained pinned, with the layers 
tilting, then the low angle Bragg peaks 
would become displaced from the meridian 
by the tilt angle, and the wide-angle pattern 
would remain as for the SmB. However, it 

is more usual for the layers to remain fixed 
and the director to tilt, which causes the 
wide angle peaks to tilt away from the equa- 
tor, as shown in Fig. 23. 

This leads to characteristic wide-angle 
patterns which are different for the SmF and 
SmI phases, and from which the tilt angle 0, 
may be obtained. For the SmF phase, the 
(200) and (1 10) peaks are at angles of 0, and 
sin-' (+( 1/2) sin 6,) to the equator, respec- 
tively. For the SmI phase, the (020) and 
(1 10) peaks are at angles of zero and sin-' 
( + ( 6 / 2 )  sin 0,) to the equator, respectively. 
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As in the SmB phase, the lattice orienta- 
tional order is long range in the SmF and 
SmI phases. However, to observe the six- 
fold modulation of the wide-angle peaks, 
the director must point in a unique direction, 
so that the X-ray beam can be aligned along 
it. 

High resolution X-ray studies employing 
free-standing films has allowed the nature 
of the hexatic ordering (reviewed in [16, 
171) to beprobedingreat detail [66,76-781. 
On cooling a well-aligned sample of 80SI 
from the SmC phase into the SmI phase, 
weak lattice orientational order in the SmC 
phase was found to evolve continously into 
the strong hexatic ordering, characterized 
by nonzero higher harmonic (up to 8) lattice 
orientational order parameters, Cbn [76]. A 
surprising discovery was that a simple scal- 
ing relationship exists between the various 
harmonics. A subsequent study of the same 
system found that the effect of reducing the 
film thickness to 23 or to 4 molecular layers 
was to supress the growth of the higher har- 
monics of the hexatic ordering on cooling 
into the SmI phase [77]. A study of 
SmC - SmF transitions in TBnAs found that, 
unlike for the SmC- SmI transition of 80S1, 
there was no detectable pretransitional lat- 
tice orientational ordering in the SmC phase 
[78]. The evolution of the higher harmonics 
C12 and CI8 across the transition switched 
from discontinuous to continuous with 
increasing chainlength of the mesogens, 
indicating that the SmC - SmF transition 
was changing from first order to second or- 
der. 

A 2D modulated hexatic phase has been 
observed in 4-(4’-cyanobenzyloxy) benzy- 
lidene-4”-n-alkoxyanilines [244], with an 
oblique structure analogous to a S m e  phase. 
A similar structure has been found in a se- 
ries of symmetric rn.0nO.m dimers [176, 
2421. In the latter case the modulated struc- 
ture arises from a steric molecular asymme- 

try rather than from a dipolar asymmetry. 
Evidence for a modulated SmB phase has 
also been reported in terminal nonpolar, tun- 
ing fork shaped mesogens [ 1321. 

3.11 Ordered Smectic 
Phases 

The molecular packing in the sets of crystal 
smectic mesophases B, G, J and E, H, K, 
with director orientations similar to the 
hexatic SmB, SmF and SmI phases, respec- 
tively, is shown in Fig. 24. For two dimen- 

B G J 

E 
a) 

H K 

A 

Figure 24. (a) Structures, and (b) layer stackings of 
the ordered smectic phases. A, B and C denote the 
highest symmetry positions of molecules in adjacent 
layers, whilst the open squares and triangles show the 
lower symmetry positions (ortho-F and mono-C) 
which have been observed in the smectic B phase. 
(From [15]). 
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sional crystals, the positional in-plane order 
should theoretically only be quasi-long 
range. However, the weak interlayer cou- 
pling within these ordered smectic phases 
converts this to true long-range order. 

A series of X-ray studies, primarily on the 
nO.rns, established the nature of the pack- 
ing and interlayer correlations within the or- 
dered SmB phase [34,35,70,72,238,245]. 
The in-plane molecular packing is hexago- 
nal, and the director n is aligned along the 
layer normal (i.e., the phase is untilted). The 
wide-angle diffraction pattern of the or- 
dered B phase differs from that of the hex- 
atic SmB phase in that the diffuse rods of 
scattering are replaced by sets of Bragg 
peaks extending along the layer normal. The 
positions (and relative intensities) of these 
peaks depends on the type of stacking se- 
quence: AAA (Fig. 25 a) leads to wide-an- 
gle (h01) peaks with the same spacing in Q 
as the (001) layer reflections, whereas se- 
quences ABABAB (Fig. 25b) and AB- 
CABC give (h01) peaks whose spacings in 
Q are, respectively, 1/2 and 1/3 those of the 
(001) layer reflections. 

These AAA, ABAB and ABC stacking 
sequences have been found in various 
systems. Restacking transitions may be ob- 
served on changing the temperature within 
the B phase. For example, the compound 
70.7 undergoes restacking transitions upon 
cooling, from hexagonal close packed 
(ABAB) - orthorhombic face-centered (or- 
tho-F) - monoclinic C-centred (mono-C) - 
simple hexagonal (AAA) before transform- 
ing to the G phase [70, 721. On reducing 
the film thickness below approximately 
280 molecular layers, additional hexagonal- 
ABC and orthorhombic-a structures were 
observed [73, 751. 

The C-centered monoclinic ordered phas- 
es G and J have structures analogous to the 
tilted hexatic SmF and SmI phases, with the 
rows of wide-angle spots being tilted above 

and below the equator in similar character- 
istic ways (Fig. 26). The C-centering caus- 
es those ( h k l )  reflections where the sum ( h  + 
k )  is odd to be systematically absent. It 
should be noted that a study of a monodo- 
main free-standing film of TB6A found that 
the symmetry of the G phase for this com- 
pound is actually triclinic [78]. 

The structure of the J phase was first 
described for the compound in HOBACPC 
[230]. Subsequently, the phase sequence 
SmI- J - K upon cooling was observed in 
80SI 12311, and HEPTOBPD [246]. The 
phase sequence G - J was observed in a bi- 
nary mixture [247], and ordered J* and G* 
phases have been studied in chiral 
2M4P8BC [248]. These phases, unlike the 
higher temperature SmI* phase, do not have 
a helical arrangement of the tilt director, but, 
unlike the racemic J and G counterparts, do 
exhibit ferroelectric behavior. Other X-ray 
studies of the G and J phases have been car- 
ried out [ 100,247,2491. A synchrotron high 
resolution study of the ordered smectic 
phases of 80S1, which in bulk forms J and 
K phases, found that as the film thickness 
was reduced from 1000 to 5 molecular 
layers, the behavior changed from three- to 
two-dimensional [79]. 

The observation of satellite reflections in 
the equatorial plane close to various of the 
Bragg peaks provided evidence that the 
layers in certain B and G phases are 
corrugated, the in-plane modulation being 
sometimes one-dimensional and sometimes 
two-dimensional [34,35,70,72,250-2521. 
Furthermore, evidence for local antiphase 
modulations was obtained in the B phase of 
cyano bi-cyclohexanes [253]. The nature of 
the structured diffuse scattering observed in 
B and G phases has been analyzed in terms 
of defects [99, 100, 2541. 

The orthorhombic ordered E phase, de- 
rived from the B phase by quenching of the 
six-fold rotational disorder, shows a num- 
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Figure 25. Schematic diffraction patterns from the or- 
dered B phase, with stacking sequences (a) AAAA, 
and (b) ABAB. 

ber of rows of Bragg peaks in the wide- 
angle region, centered at different values of 
Q (Fig. 27). This is partly because the a, b 
lattice parameters distort from the value 
b=& which they had in the hexagonal 
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Figure 26. Schematic diffraction patterns from the 
monoclinic tilted crystal G and J phases. 

ordered phase B, causing the sets of reflec- 
tions (1 11) and (201) to become resolved 
from each. But also, additional sets of re- 
flections such as (211) become permitted by 
the reduction in symmetry due to the her- 
ringbone packing. X-ray studies of a series 
of mesogens with a biphenyl unit linked by 
a short spacer to a fluorinated alkyl chain 
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E 

Figure 27. Schematic diffraction pat- 
tern from the orthorhombic untilted 
crystal E phase, with herringbone 
packing of the molecules. 

have indicated that the perfluoroalkyl 3.12 CryStalhe Packing 
chains remain disordered in the E phase 
[225]. As previously discussed, a complex 

and Conformation 
modulated structure has been found to exist of Mesogens 
along the layer normal in the E phase of the 
alkyl cyanoterphenyls, resulting from com- 
peting incommensurate density waves 
[ 1821. On forming the monoclinic ordered 
phases H and K, derived from phases G and 
J, similar modifications to the diffraction 
patterns as in the case of the E phase 
occur, due to the reduction in symmetry (X- 
ray patterns not shown). The system 4,4'-di- 
(2-methoxyethoxy)biphenyl has been found 
to be the first system where the K phase 
forms directly on cooling from the isotrop- 
ic phase [256]. 

The relationship between the structures of 
the crystal and the E phase for IBPBAC 
[257], the crystal and the B phase for 40.8 
[258], and the crystal and the G phase for 
80.4 [259] have been examined, and in the 
latter two cases it was concluded that there 
is no close structural relationship between 
the crystal and the smectic phases. In the 
case of a biforked mesogen, however, it was 
concluded that there is a clear relationship 
between the crystalline and the SmC struc- 
tures [260]. The crystal structures of semi- 
perfluorinated liquid crystals have been 
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used to help understand the nature of the 
packing in the smectic phase 12611. Al- 
though studies of molecular conformation 
and packing in the crystalline state will thus 
not necessarily be directly relevant to under- 
standing the mesomorphic behavior, such 
information nevertheless provides an ex- 
tremely useful basis for modeling various 
features of liquid crystals, and for interpret- 
ing certain types of experiment. Full details 
of all crystal structures solved to date can be 
found in the Cambridge Crystallographic 
Database. A small selection of references is 
as follows: 

4-cyano-4’-n-alkylbiphenyls: 2-CB [262], 
3-CB [263], 4-CB [264] and 5-CB [265]; 
4-cyano-4’-n-alkoxybiphenyls: 1-OCB, 2- 
OCB, 3-OCB and 4-OCB [266] and 5-OCB 
[267]; N-(4-n-alkoxybenzylidene)-4’-n-a1- 
kylanilines ( n 0 . m ~ ) :  40.2 [268], 10.4 
(MBBA) [269], 20.4 [270], 80.4 [259], 
70.6 [268], 40.8 [258]; 4,4’-dimethoxy- 
azoxybenzene (PAA) [271]; isobutyl 
4-(4’-phenyl-benzylidene amino) cinna- 
mate (IBPBAC): [257]; symmetric dimers: 
a, ~bis(4-cyanobiphenyl-4’-oxy)heptane 
(BCB07) [272] and m.On0.m: a,w-bis(4- 
n-alkylanilinebenzylidine-4’-oxy)alkanes 
(5.040.5 and 5.050.5) [273]; a ferro- 
electric liquid crystal [274]; metallomeso- 
gens [46, 2751. Recent single crystal stud- 
ies of various discotic mesogens have been 
reviewed [276]. The relationship between 
the crystalline and the mesophase structures 
of aligned liquid crystal polymers has been 
explored [277 -2791. 

3.13 Columnar Liquid 
Crystals 

The principles involved in structural stud- 
ies of discotic liquid crystals are identical to 
those in X-ray studies of calamitics, except 

that the natural molecular arrangement is in 
columns rather than layers. The packing of 
the columns then inevitably leads to phases 
which are ordered in at least two dimen- 
sions, with a range of different packing sym- 
metries [25,280]. Examples of the common 
symmetries observed are shown in Fig. 28. 

Columnar phases of columnar mesogens 
formed by discogens were identified two 
decades ago by X-ray studies on hexa-alka- 
noyloxybenzenes [28 11, and in hexa-alkoxy 
and alkanoyloxy-triphenylenes [280, 2821. 
Columnar phases have also been found in 
copper mesogens [283-2851, copper alka- 
noates [286-2891, a copper alkadiynoate 
[290], nickel alkyldithiolate [29 11, tetrapal- 
ladium mesogens [292], conical or pyrimid- 
ical shaped mesogens [293, 2941, in certain 
macrocyclic systems [295 - 297 1, phthaloc- 
yanine derivatives [ 179, 289, 298 - 3051, 
phasmids [59,306], polycatenar derivatives 
[307, 3081, carbohydrate mesogens [309, 

ICI 

n 

W 
i d  I 

Figure 28. Structures and symmetries of various co- 
lumnar phases of discotic mesogen: (a) hexagonal 
Col,,; (b) rectangular Col,, (P2,/a); (c) rectangular 
Col,, (C2/m); (d) the 4-sublattice triangular phase 
(P321). (From [392]). 
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3 lo], triphenylene hexa-n-alkylcyclohexa- 
noates [311], and star-like discotic meso- 
gens [3 121. Mesogens intermediate between 
calamitics and discotics, such as the phas- 
mids or polycatenars (reviewed in [313]), 
may exhibit lamellocolumnar phases, inter- 
mediate in structure between conventional 
smectic and columnar phases [314, 3151, 
and may undergo temperature-induced 
smectic-columnar transitions [59, 207, 
3 161, Smectic-like columnar phases have al- 
so been reported in certain metallomeso- 
gens [283, 285, 3171, although the detailed 
structures are not completely clear. 

The structure of the nematic phase of dis- 
cogens is analogous to the nematic phase of 
calamitics. The normals to the average mo- 
lecular planes of the disc-like molecules 
align preferentially along a director n, and 
the positional order is short range. At low- 
er temperatures, the discs may become ar- 
ranged into columns, which then pack into 
two-dimensional arrays. The positional or- 
der along the columns may then be short 
range, colh (disordered), or long range, Col, 
(ordered). The 2-D symmetry of the pack- 
ing of the columns may be hexagonal, rec- 
tangular, triangular or oblique [280,3 I 81. In 
many of these phases the cores are tilted 
with respect to the column axes. A synchro- 
tron study of freely-suspended oriented dis- 
cotic strands of triphenylene hexa-n-dodec- 
anoate found that the cores are tilted in both 
the disordered rectangular COl,., and hex- 
agonal Colhd phases, the transition col,d- 
colhd corresponding to a locking-in of the 
tilt directions into a herringbone arrange- 
ment [319,320]. A high resolution study of 
oriented truxene hexa-n-tetradecanoate in 
the colhd phase showed that the correlation 
length of the 2-D hexagonal packing of the 
disordered columns was at least 400 nm 
[321]. A study of oriented hexa-hexylthiot- 
riphenylene, which exhibits a hexagonal 
disordered - ordered c o ~ ~ ~ - c o l ~ ,  transi- 

tion [322], found a helicoidal stacking of 
cores within each column in the ordered 
phase, as well as a three-column superlat- 
tice structure [323, 3241. 

3.14 Liquid Crystal 
Polymers 

Liquid crystalline polymers will be dealt 
with here only briefly, and a number of re- 
views covering structural aspects should be 
consulted for further details [26, 325, 3261. 
The principles of X-ray studies described 
above for low molar mass systems can 
equally be applied to polymeric mesophas- 
es, allowing information about the long 
range organization and short range order of 
the backbones and the mesogenic cores to 
be deduced. For papers describing the pack- 
ing in smectic phases (e.g., SmA, SmC, 
SmB, E, etc.) of side group liquid crystal- 
line polymers, electron density profiles, cor- 
relation lengths, critical behavior, and so on, 
see references 4 to 6 1 in the review by Dav- 
idson and Levelut [26]. For a selection of 
more recent structural papers, see referenc- 
es [104, 106, 138, 297, 327-3591. 

In X-ray diffraction patterns from aligned 
liquid-crystalline polymers, compared with 
low molar mass systems, a number of dif- 
ferences are apparent. First, it is common 
to observe up to six layer reflections (001 
Bragg peaks), indicating that the density 
wave along the layer normal deviates 
strongly from sinusoidal. This higher reso- 
lution can be usually exploited by calculat- 
ing electron density profiles (see Eq. 9) 
from the observed structure factors, if their 
phases (signs) can be deduced. Second, 
strong structured diffuse scattering is appar- 
ent in the diffraction patterns, localised in 
different regions of reciprocal space (also 
invariably present in the patterns from low 
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molar mass systems, but usually to a less 
marked extent). 

SmA,, SmA,, and SmA, phases can be 
observed in various side-group liquid crys- 
talline polymers, as can tilted SmC and 
SmC* phases. Opposite to the usual behav- 
ior of low molar mass systems, in a poly- 
meric SmC phase, the tilt angle was found 
to decrease with decreasing temperature, 
apparently due to a stiffening of the back- 
bone [360]. Evidence has been obtained of 
layer modulations in the SmA phase of poly- 
siloxanes [361], and of undulations of SmA- 
like ordering in polymethacrylates [ 1021. A 
true SmA antiphase has been observed in 
a mesomorphic combined polymer (with 
mesogenic groups both in the main chain 
and in the side groups) [147]; a more com- 
plex 2-D modulated structure has been 
found in a main chain liquid crystalline 
polymer [ 1381. 

The polymeric SmB phase appears to be 
a stacked hexatic phase, although this can- 
not be confirmed until a true monodomain 
(rather than a fiber-averaged) sample be- 
comes available for X-ray study [26]. Inter- 
estingly, in the polymeric smectic E phase, 
unlike that in molar mass systems, the adja- 
cent smectic layers appear to be uncorrelat- 
ed [362-3641. 

The schematic X-ray pattern from the 
aligned nematic phase of a laterally-at- 
tached side-group polysiloxane is shown in 
Fig. 29a. In addition to the usual diffuse 
peaks typical of a nematic phase of low mo- 
lar mass mesogens, additional diffuse fea- 
tures are seen [342]. That on the equator la- 
beled (b) is thought to arise from the silox- 
ane backbones, preferentially aligned par- 
allel to the director. The features labeled (c) 
on the meridian arise from uncorrelated lo- 
cally periodic columns of mesogenic groups 
extending along the director. The low angle 
diffuse spots (d) can either arise from SmC- 
like cybotactic groups, or from local side- 
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Figure 29. Schematic X-ray diffraction patterns from 
aligned liquid crystalline polymers in (a) the N phase 
of a laterally attached side group polysiloxane, (b) the 
SmA phase of a side-group polymethacrylate, and (c) 
the SmB phase of a side-group polysiloxane. (Taken 
from [342], part a; [26], parts b and c). 

group blocks where the aliphatic tails are 
tilted with respect to the mesogenic cores. 

The schematic diffraction pattern from 
the SmA phase of a side-group polymethac- 
rylate is shown in Fig. 29 b. In addition to 
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the layer reflections on the meridian and the 
diffuse equatorial wide-angle scattering, 
diffuse features are seen both on and off the 
meridian. Diffuse streaks (c) are an indica- 
tion of uncorrelated longitudinal disorder of 
rows of mesogenic cores, diffuse spots (d) 
arise from local layer undulations, spots (e) 
arise from local SmA-like antiphase re- 
gions, and the weak streaks (‘moustaches’) 
labeled (f) are an indication of layer cross- 
ing by the backbones. In side group polyac- 
rylates, X-ray evidence has been obtained 
for the presence of edge dislocations in the 
SmA phase [103]. 

The schematic X-ray pattern from the 
SmB phase of a side-group polysiloxane is 
shown in Fig. 29 c. In addition to the merid- 
ional layer reflections and the (lo), ( 1  1 ) and 
(20) equatorial rods of scattering from the 
in-plane hexagonal packing (which implies 
that it is a stacked hexatic phase), diffuse 
feature (c) indicates a local herringbone 
packing, slightly correlated between adja- 
cent layers. Diffuse spots (d) along (1/2, 0, 
I )  arise from local layer undulations, whose 
(local) period is locked to a value of twice 
the d,, spacing of the underlying in-plane 
hexagonal lattice. 

X-ray studies of stretch-aligned fibers of 
main chain [365] or side chain [366] liquid 
crystalline polymers containing tripheny- 
lene units show that they both form hexag- 
onal columnar phases, but that in the main 
chain polymer the columns are aligned 
perpendicular to the stretching direction, 
whereas in the side-group polymer they are 
aligned parallel to it. A hexagonal columnar 
phase has also been observed in a polymer- 
ic ethylenimine derivative [297]. 

Fairly rigid main chain liquid crystalline 
polymers with disc-shaped units in the chain 
have been reported to form a ‘sanidic’ 
(board-like) nematic phase, with a parallel 
alignment of the boards [367]. 

3.14.1 Block Copolymers 

Block copolymers can adopt a wide range 
of 1-D, 2-D and 3-D ordered mesophases, 
such as for example lamellar, hexagonal and 
cubic, depending on the nature and lengths 
of the individual blocks [326, 3681. In fact 
their self-assembly behavior [369] is more 
akin to that of lyotropic (amphiphilic) 
systems, where a similar range of mesophas- 
es is found as the balance between the po- 
lar and the nonpolar regions is varied [40]. 
For recent X-ray diffraction studies of the 
bulk mesomorphic structures of block co- 
polymers the following references should 
be consulted [370-3831. The use of X-ray 
reflectivity to study block copolymers has 
been reviewed [384,385], and a selection of 
such recent surface structure studies, in- 
cluding off-specular scattering, may be 
found in references [386-3891. 
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4 Neutron Scattering 

Robert M. Richardson 

4.1 Introduction 

Neutrons, like X-rays, are radiation that can 
be used to determine the structure of con- 
densed matter such as liquid crystals. In 
principle they could be used to determine 
the period and range of any density waves, 
and hence perform the same type of struc- 
tural determination as is usually made using 
X-rays as a probe. X-ray diffraction mea- 
surements have been used extensively to 
identify mesophases and investigate their 
translational order, and they were reviewed 
in the previous section. This type of inves- 
tigation is rarely undertaken with neutrons 
because X-rays are much more appropriate 
for many reasons: 

1. X-ray diffraction apparatus is often avail- 
able in a liquid crystal laboratory where- 
as neutrons are only available at central 
facilities such as the Institut Laue Lange- 
vin (ILL), Grenoble, or the ISIS Neutron 
Source, Oxfordshire. 

2. The intensity of X-rays is generally much 
greater than that of neutrons, and this 
leads to good scattering vector resolution 
and the use of small samples. The inten- 
sity now available from synchrotron 
sources is very high. 

3. There is no need to label compounds iso- 
topically for study by X-rays. 

The theory of neutron scattering has been 
explained in several good text books [ 1 -31. 
The aim of this introduction is to emphasize 
the features that distinguish neutron scatter- 
ing from X-ray diffraction, and allow infor- 
mation on the structure and dynamics of liq- 
uid crystals to be determined. Generally, 
such information is not available from oth- 
er scattering or spectroscopic techniques. 

Neutrons are scattered by the nuclei of at- 
oms rather than their electron clouds, so 
most elements scatter them both coherently 
and incoherently. Coherent scattering is use- 
ful in diffraction experiments in that it is 
sensitive to structural features in the mate- 
rial. For instance, the coherent scattering 
would give rise to a Bragg peak from a pe- 
riodic structure. Incoherent scattering is not 
sensitive to structure and provides a flat 
background in diffraction experiments. 
However, the energy distribution of this 
scattering is determined by the dynamics of 
the sample. 

The following points indicate why neu- 
tron scattering provides information on the 
structure and dynamics of liquid crystals 
that is not available by other methods: 

0 
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I An extremely useful property of neutrons 
is that the coherent scattering lengths for 
hydrogen and deuterium atoms are com- 
pletely different. Hydrogen has an (un- 
usual) negative value of - 3 . 7 4 ~  m, 
while deuterium has a more typical value 
of 6 . 6 7 4 ~  lo-’’ m. Since the nucleus has 
a negligible effect on the electrons, it is 
possible to substitute deuterium for hy- 
drogen to highlight particular features in 
the scattering without influencing the 
intermolecular interactions. This isotop- 
ic labeling allows the scattering from sin- 
gle entities such as polymer chains to be 
measured, which is not possible with X- 
rays. 

2. A neutron with wavelength comparable 
to intermolecular distances also has an 
energy comparable with the energy of the 
diffusive molecular motions in liquid 
crystals. A neutron may exchange a sig- 
nificant amount of energy with the sam- 
ple during the scattering process, so it is 
feasible to investigate diffusive motions 
using quasi-elastic neutron scattering. In 
fact quasi-elastic neutron scattering can 
give simultaneous information on the 
structure and the dynamics of liquid crys- 
tals. 

3. The incoherent scattering cross section of 
hydrogen is exceptionally large so inco- 
herent quasi-elastic neutron scattering is 
dominated by the motion of hydrogen at- 
oms, which simplifies the interpretation. 

These features of the neutron scattering pro- 
cess have led to the method being widely 
used as a complement to X-ray diffraction. 
In Sec. 4.2, the principle of a neutron scat- 
tering experiment is outlined and the sub- 
sequent sections review applications of 
neutron scattering techniques to liquid crys- 
tals. 

4.2 Neutron Scattering 
Experiments 

In a typical neutron scattering experiment, 
an incident monochromatic beam is pre- 
pared. High energy neutrons (- 1 MeV) are 
produced by fission in a nuclear reactor or 
by fission and spallation in a proton-syn- 
chrotron based source. Their energy distri- 
bution is shifted to values that are better suit- 
ed to condensed matter studies by passing 
them into a moderator, so that their energy 
approaches the thermal energy of the mate- 
rial in the moderator. For research on soft 
condensed matter, such as liquid crystals, a 
cold (typically 20 K) moderator is used 
which produces neutrons of about 3.3 meV 
energy. The de Broglie relationship links the 
energy and the wavelength so, for neutrons, 
a 3.3 meV particle has a wavelength of 5 A 
(0.5 nm) which is ideal for probing large 
distances such as those found in liquid crys- 
tals. 

A single wavelength (&) is then selected 
from this distribution, either by a mechani- 
cal velocity selector (since neutron wave- 
length is inversely proportional to their ve- 
locity) or by Bragg reflection from a crys- 
tal. (For a pulsed source, it is also possible 
to use a “white” beam and determine the 
wavelength by the time-of-flight.) The inci- 
dent beam is brought onto the sample and 
the intensity of the scattered neutrons is 
measured as a function of the scattering an- 
gle (2 0) and the scattered neutron energy, 
as shown in Fig. 1. 

The natural variables to describe the 
change in state of the neutron on scattering 
are the change in its energy, Am 

A m = E - E o  (1) 

and the change in its momentum AQ 

hQ = A(k - k o )  (2) 
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E",h" 
....... ....... 

Source Sample 

Figure 1. Schematic diagram of a neutron scattering 
experiment. 

where k,  and k are the incident and scattered 
wave vectors of the neutron wave. 
Q is called the scattering vector, and for 

elastic and quasi-elastic scattering (where 
A= &), its magnitude is given by the formu- 
la 

4n sin8 Q=-- a (3) 

The direction of Q is defined by k and k,, 
and for quasi-elastic scattering it bisects the 
incident and scattered beam, as shown in 
Fig. 1. 

There are two broad classes of neutron 
scattering measurement. In diffraction 
measurements, the energy of the scattered 
radiation is not analyzed, so only the inten- 
sity versus Q is determined. Such measure- 
ments determine the structure of the sample. 
In a second class, the scattered energy is 
analyzed, so the intensity versus Q and fto 
is determined. This type of measurement is 
able to give structural and dynamic infor- 
mation about the sample, and is often called 
an inelastic measurement. In the special 
case where there are diffusive motions in the 
sample, which broaden the sharp incident 
spectrum, the term quasi-elastic is used. 
Neutron scattering instruments are opti- 
mized for one or the other of these types of 
measurement. 

4.3 Neutron Diffraction 
from Isotopically Labeled 
Samples 

4.3.1 Orientational Order 
in Low Molar Mass Materials 

A long standing problem in liquid crystal re- 
search has been the difficulty in measuring 
the orientational distribution of the mole- 
cules in a mesophase. Nuclear magnetic res- 
onance and many other techniques are only 
sensitive to second rank tensor properties of 
materials, and so are only able to measure 
p2,  which is the mean value of the second 
Legendre polynomial, as defined in Eq. ( 5 )  
below. Raman scattering and electron spin 
resonance are sensitive to fourth rank prop- 
erties and so can measure up to P4. In prin- 
ciple, X-ray and neutron scattering are sen- 
sitive to all the order parameters and could 
determine the complete distribution func- 
tion f (p> 

(4) 
f (P I=  c ( ~ ) P i M C O S P >  2L+1 - 

L even 

where the order parameters are defined as 

The main features in a normal X-ray or 
neutron diffraction pattern arise from inter- 
molecular interference, so it would be pos- 
sible to determine the orientational order pa- 
rameters for a distribution of local groups 
of molecules rather than the single molecule 
distribution. An early application of neutron 
diffraction was to find an intramolecular 
interference at high Q where intermolecular 
effects have died away. This is more practi- 
cal with neutron diffraction, because the 
atomic form factor for X-rays also dies away 
at high Q. The angular distribution of such 
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an intramolecular peak about the director 
can be interpreted in terms of the distribu- 
tion of molecules about the director,f(P). In 
fact, difficulties in the absolute scaling of a 
high Q peak preclude the determination of 
individual order parameters, but the ratio of 
p2/p4 has been measured [4]. 

Single molecule scattering can be meas- 
ured by utilizing the very different scatter- 
ing lengths of H and D for neutrons. It has 
been shown that since a mixture of hydrog- 
enous and deuteriated versions of the same 
molecule is random, the neutron scattering 
from such a mixture contains a new compo- 
nent, which is single molecule scattering 

Figure 2. Calculated single 
molecule scattering from 
PAA “difference molecules” 
with (a) a sharp orientational 
distribution and (b) a Mai- 
er- Saupe distribution with 
P2=0.429. 

Figure 3. The structure factors for a PAA 
difference molecule. 

scattering either by assuming the molecules 
to be cylindrical [5] or (more rigorously) by 
assuming the molecular structure [6]. Fig- 
ure 2 shows the scattering from a mixture 
[7] of hydrogenous and deuteriated para 
azoxyanisole (PAA). Perfectly aligned long 
rods would give a horizontal streak of scat- 
tering, but this is smeared out by the distri- 
bution of orientations in the nematic phase. 

It has been shown [S] that the single mole- 
cule scattering depends on the order param- 
eters and a series of “structure factors” which 
act as coefficients to the terms in the 
series 

- 

from a “difference” molecule. The order pa- I (Q, f l Q )  = c s, (Q)  pL pL (cos f l Q )  (6) 
rameters have been determined from the L even 
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Figure 4. The values of p, and F4 determined by neu- 
tron scattering from a mixture of hydrogenous and 
deuteriated PAA (from [ 7 ] ,  with permission). 

where 0, is the angle between the scatter- 
ing vector Q and the director, and the struc- 
ture factors S,(Q) are determined by the mo- 
lecular structure. 

Figure 3 shows these structure factors for 
a PAA molecule. It seems that different re- 
gions in Q are influential in determining dif- 
ferent order parameters, and in this case & 
and p4 were determined by fitting Eq. (6) to 
the data. P6 was indistinguishable from ze- 
ro. The results are compared with the pre- 
dictions of the mean field theory in Fig. 4. 

4.3.2 The Background to 
Small Angle Neutron Scattering 
from Polymers 

X-ray diffraction from liquid crystal poly- 
mers has been extensively used to determine 
the translational order of the mesogenic 
groups. For instance, in a smectic phase the 
layer spacing is easily determined from the 

detector 

Aligned sample 

Figure 5. Schematic diagram of a SANS experiment 
on a side group liquid crystal polymer with the mes- 
ogenic units aligned by the magnetic field B. Some of 
the backbones are deuterium labeled so that the area 
detector measures an anisotropic scattering pattern 
which is used to determine the dimensions of the hack- 
bones. 

layer reflection, and the lateral spacing of 
the mesogenic units can be inferred from the 
appropriate peak in the scattering. Since the 
materials are homogenous, there is no sig- 
nature in the scattering from the polymeric 
backbone and so it is not possible to deter- 
mine its conformation. Neutron diffraction 
from isotopically labeled samples again 
provides a technique to extend the structural 
information that can be determined. Poly- 
mer scientists [9] used mixtures of simple 
macromolecules with deuteriated and hy- 
drogenous chains to determine the radius of 
gyration of single chains by small angle neu- 
tron scattering (SANS). Since the entropy 
of mixing is small for polymers, the free 
energy of mixing is sensitive to small dif- 
ferences in the interaction between H and D 
and care has to be taken to ensure that iso- 
tope effects are correctly treated, particular- 
ly for very high molecular weights [ 101. For 
side group liquid crystal polymers, it is 
usual to label a few hydrogen sites as near 
as possible to the backbone, so that the per- 
turbation due to deuteriation is expected to 
be negligible. For liquid crystal polymers 
the method is extended, because it is pos- 
sible to make small-angle scattering mea- 
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surements on macroscopically aligned ma- 
terials. If an area detector is used, as shown 
in Fig. 5,  the chain dimensions parallel and 
perpendicular to the director may be deter- 
mined simultaneously using Guinier's ap- 
proximation [ 1 11 for the scattering at low Q 

where R,, and RI are the dimensions of the 
chain parallel and perpendicular to the di- 
rector, which is generally imposed by mag- 
netically aligning the sample. 

4.3.3 Small Angle Neutron 
Scattering (SANS) Results 
from Side Chain Liquid Crystal 
Polymers 

For a side group liquid crystal polymer with 
terminally attached mesogenic units, the 
backbone might be expected to be strongly 
elongated perpendicular to the director in a 
smectic phase, because it would be confined 
between the layers of mesogenic units. This 
was found to be the case in materials with 
polyacrylate and polymethacrylate back- 
bones [12], but materials with siloxane 
backbones tended to show rather weaker an- 
isotropy [13, 141. This lack of perfect con- 
finement between the layers has been pre- 
dicted theoretically where a more sophisti- 
cated model takes account of the possibility 
of a backbone hopping from layer to layer, 
as indicated schematically in Fig. 6. The ex- 
tent of such hopping will depend on the flex- 
ibility of the backbone and the spacer. The 
temperature dependence [ 151 was shown to 
follow the predictions of a theory [ 161 that 
suggested that the backbones hopped be- 
tween layers more as the temperature was 
raised so as to increase their entropy. 

Figure 6. Highly schematic diagram of a side group 
liquid crystal polymer to illustrate a backbone hop- 
ping from one layer to another. 

N. I, 1 
N" N, 

Figure 7. The three types of nematic side chain liq- 
uid crystal polymer. 

The interplay between the backbone, the 
flexible spacer, and the mesogenic units is 
more subtle in a nematic phase. Three dif- 
ferent nematic phases have been predicted 
from theoretical arguments concerning the 
strength of the ordering of the mesogenic 
groups, the backbone, and the flexibility of 
the spacer [17]. These are illustrated in 
Fig. 7. Most side group liquid crystal poly- 
mers show type I nematics because there is 
generally some smectic-like short-range or- 
der. An interesting exception to this is the 
re-entrant nematic phase (NRe) which has 
been found in a polyacrylate with its meso- 
genic units terminated by a cyano group 

-(C&-CD)- 
c 0 2 - ~ C H 2 ) 6 - ~ C N  I 

Tg 35°C N,, 83°C Sm,, 112°C N 122°C I 
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The backbone is a weakly oblate ellipsoid 
in the normal nematic phase, suggesting 
a type I arrangement. It becomes more 
strongly oblate on cooling into the smectic 
A phase, but dramatically reverses into a 
strongly prolate ellipsoid in the re-entrant 
nematic. Re-entrant nematics are quite com- 
mon in low molar mass liquid crystals and 
arise when there is competition between two 
types of smectic ordering. In this case, it is 
suggested that the onset of smectic Cd-like 
order at low temperatures is responsible for 
the formation of the re-entrant nematic and 
reversal of the backbone anisotropy. X-ray 
results show that the orientation of the mes- 
ogenic units remains constant during this 
transition, so the structure must be a type 111 
nematic where the director of the mesogen- 
ic units is parallel to the backbone [ 181. 

Another striking example of the type I11 
nematic is found when the mesogenic units 
are attached laterally to the backbone via a 
spacer, as shown in Fig. 8. The result is a 
mesogen jacket around the backbone, which 
causes the backbone to become highly ex- 
tended. Such a structure can be inferred in- 
directly from X-ray and infrared dichroism 
measurements [ 19, 201, but is demonstrated 
unequivocally by small angle neutron scat- 
tering [21-231. The strong extension of the 
backbone is rapidly lost if the mesogenic 
units on the backbone are diluted with small 
nonmesogenic groups. The oblate form of 
the backbone, which is found in smectic 
phases of side group liquid crystal polymers 
with terminally attached mesogenic groups, 
is much more stable to such a dilution [24]. 

Neutron diffraction from the layers is al- 
so able to supplement the X-ray results. This 
method is able to give information on the 
internal structure of the layers [14]. For X- 
rays, a Fourier transform of the layer inten- 
sities gives the electron density distribution 
in a direction perpendicular to the layers. It 
is difficult to interpret this because it con- 

Figure 8. Laterally attatched side group liquid crys- 
tal polymer. 

tains contributions from all the constituent 
parts of the macromolecules. However, if 
the neutron diffraction intensities are meas- 
ured from two polymers, differing only in 
that one has a deuteriated backbone, the dif- 
ference in the intensities can be interpreted 
directly in terms of the distribution of the 
backbone along the layer normal. In one ex- 
ample, the amount of backbone in the sub- 
layer of mesogenic units was estimated at 
25% at room temperature [25] and increased 
as the temperature increased. 

4.3.4 SANS Results from Main 
Chain Liquid Crystal Polymers 

Similar measurements on main chain liquid 
crystal polymers have been used to deter- 
mine the persistence length of the chains in 
the nematic phase. Again, there are theoret- 
ical predictions for the temperature be- 
havior. It has been suggested that as the tem- 
perature increases the number of “hairpin” 
bends of the chain will increase and the 
conformation of the chain will become more 
isotropic [26]. This has been confirmed 
qualitatively, but since most of the materi- 
als have been polyesters and have had ne- 
matic phases at quite high temperatures the 
effects of transesterification have interfered 
[27 - 301. However, similar results have 
been found in a polyether [31] where the 
chains were found to contain one hairpin 
defect on average. 

SANS has also been applied to liquid 
crystal polymer solutions such as poly-y 
(benzyl L-glutamate) and hydroxypropyl- 
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cellulose [32-341. The samples were 
aligned by shear flow in a Couette cell. 
These experiments have been used to find 
the shear rates at which changes in the 
alignement behavior take place. These have 
been correlated with relaxation times found 
by rheological methods. Similar macro- 
scopic alignment has been induced in a liq- 
uid crystalline solution of DNA (deoxyribo- 
nucleic acid) fragments by a magnetic field 
W I .  

4.4 Dynamics 
of Liquid Crystals 

4.4.1 Time Resolved Diffraction 

Neutron scattering has been used to inves- 
tigate the “self-organizing critical state” 
that is produced when a nematic is contained 
in a large container (30 x 30 x 3 mm in this 
case). The fluctuations of the director are 
followed by time-resolving the intensity of 
the diffuse scattering at Q = 1.8 k‘ 
(18 nm-I) and comparing the results with 
theories for such processes [36, 371. The 
time resolution of such experiments is typ- 
ically 10 s, so the method is restricted to 
very large scale, slow director fluctuations. 
The dynamics of liquid crystals on a much 
faster time scale and at the molecular level 
may be studied using inelastic or quasi-elas- 
tic neutron scattering. 

4.4.2 Coherent Inelastic 
Neutron scattering 

Coherent neutron scattering is normally 
used to investigate collective excitations 
such as phonons in crystals. It has not been 
applied extensively to liquid crystals, but 

has been used to show that a transverse pho- 
non can propagate perpendicular to the 
layers in a crystal B phase [38] thus demon- 
strating that the molecular positions in ad- 
jacent layers are well correlated and that the 
phase has three-dimensional long-range or- 
der. 

4.4.3 Background to Incoherent 
Quasi-Elastic Neutron Scattering 
(IQENS) 

Incoherent quasi-elastic neutron scattering 
(IQENS) is much more widely applied to the 
study of diffusive molecular motions in liq- 
uid crystals. The principles and applications 
of this method to a wide range of systems 
have been reviewed very thoroughly [39- 
411 and the application to liquid crystals has 
been reviewed from time to time [42-441. 
Only aspects relevant to liquid crystals are 
covered here. Molecular vibrations and li- 
brations generally give an inelastic peak at 
an energy transfer that is well separated 
from the elastic peak in the scattered neu- 
tron spectra, whereas the slow diffuse mo- 
tions such as translational or rotational dif- 
fusion change the shape of the elastic peak 
by broadening it. The principles behind the 
study of diffusive motion in low molar mass 
liquid crystals will be discussed in this sec- 
tion and some experimental results will be 
reviewed in those that follow. Many of the 
investigations on phases formed by simple 
calamitic molecules were done in the 1970s 
and early 1980s when the high resolution 
instruments at the ILL became available. 
Since then, interest in applying IQENS has 
broadened to include complex materials 
such as polymeric and lyotropic systems. 

The incoherent scattering cross-section 
of hydrogen is very much greater than that 
of any other nucleus (e.g., 0,=81.5, 
0,=7.6, 0,=5.51, and 0,=4.42 inunits of 
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m’), so the spectra are dominated by 
the motion of the hydrogen atoms. It is im- 
portant to measure the spectra at Q values 
that are free from coherent scattering fea- 
tures such as Bragg peaks. Certain groups 
can be rendered “invisible” in the quasi- 
elastic or inelastic spectrum by deuteriating 
them so that their contribution to the inco- 
herent scattering spectra is reduced. This is 
clearly illustrated in Fig. 9, which shows the 
neutron scattering spectra from PAA in its 
crystalline phase [45]. (The spectra are in 
the form of raw experimental results, so the 
abscissae are neutron time-of-flight rather 
than energy transfer.) Molecule PAA-CD3 
has a hydrogenous core and shows an elas- 
tic peak and a weak inelastic feature from 
the lattice vibrations. There is not quasi- 
elastic broadening of the elastic peak be- 
cause there is no diffusive motion of the 
aromatic core. Molecule PAA-$D4 shows 
a much more pronounced inelastic peak 
from the torsional motions of the methyl 
group and a broadened elastic peak from 
the random reorientation of the -OCH, 
group. 

H H  
PAA-CD3 

D D  
PAA-qD4 

Many mesogenic molecules consist of a rig- 
id elongated core which is terminated by 
flexible groups such as alkyl chains. These 
are usually deuteriated so that the motion of 
the core dominates the scattering. 

1‘ PAA-Q04+! 

-. 
, , 

.r .............. 
0.5 1.0 1.5 2.0 2.5 

TOF I (ms.rn-ll 

Figure 9. Time-of-flight (TOF) inelastic neutron scat- 
tering spectra from two differently deuteriated PAA 
molecules (from 1451, with permission). 

4.4.4 Instruments for 
High Resolution IQENS 

The range of time scales that are observable 
with quasi-elastic scattering is determined 
by the energy resolution of the spectrome- 
ter. If the width of the elastic peak in a spec- 
trum is AE, then it will be difficult to ob- 
serve motion on a time scale that is longer 
than z 

A 
AE 

T=-  

because the change in width would be too 
small. The maximum range of energy trans- 
fers that is measurable will similarly deter- 
mine the fastest motion that can be observed 
with a particular instrument. Considerable 
effort has been put into optimizing neutron 
spectrometers for different energy transfer 
ranges. The backscattering instruments 
IN10 and IN16 at the Institut Laue Lange- 
vin (ILL) give the highest energy resolution 
(-1 peV), but cover a rather small energy 
transfer range (14 peV). Multichopper in- 
struments such as IN5 (also at ILL) cover 
the resolution range 10- 100 peV, but with 
a much larger energy transfer range [46], 
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and can therefore measure diffusive molec- 
ular motions with correlation times up to 
lO-'Os. The IRIS instrument at the ISIS 
neutron source [47] and the MIBEMOL at 
the Laboratoire Leon Brillouin at Saclay, 
France, also have suitable energy resolu- 
tion. 

The Q range of a spectrometer is also im- 
portant. Although there are no features in 
the incoherent scattering that result from 
interatomic or intermolecular interference, 
there is a Q dependence in the scattering that 
is determined by the geometry of the motion 
of the scattering atoms. The quasi-elastic 
scattering tends to be largest when the sca- 
lar product of Q and the amplitude, a, of the 
diffusive motion is large. A useful range of 
Q is defined by the formula 

Q.a=71: (9) 

The incoherent scattered intensity versus 
Q and A@ is known as the incoherent scat- 
tering law, Sine (Q, @), of the sample, and this 
is directly related to the motion of the scat- 
tering atoms. The motion may be described 
by a self correlation function, Gs(r, t).  If 
the scattering atom is at an arbitrary origin 
at r=O, Gs(r,  t )  is the probability of finding 
the same atom at a displacement r from the 
origin at a later time, t, averaged over all 
choices of origin. The incoherent scattering 
law is the spatial and temporal Fourier trans- 
form of this correlation function [48]. 

sin, (Q ,  

2 

The usual way of interpreting the mea- 
sured scattering law is to compare it with 
scattering laws that have been calculated for 
various models of molecular motion. There 
are several common themes in the scatter- 
ing laws and these will be discussed below 
when considering some examples of calcu- 
lated scattering laws and their application. 

=-!jG,(r,t)exp[i(Q.r-wt)]drdt 7r (10) 

4.4.5 IQENS Measurements 
of Translational Diffusion 

The scattering law for isotropic translation- 
al diffusion, such as that found in a normal 
liquid, is a single Lorentzian function L 
whose width increases with Q squared [49] 

where D, is the translational diffusion coef- 
ficient. Figure 10 shows what the incoher- 
ent scattering from such a system looks like. 
In practice the scattering would be measured 
as a series of energy transfer spectra at dif- 
ferent values of the scattering vector, and 
the full width at half maximum would be 
given by the formula 

(12) 

In liquid crystals, the anisotropic nature of 
the materials means that there are at least 
two different components to the diffusion 
tensor. Measurements of unaligned liquid 
crystal samples give a weighted average (6) 
of the two principle values [49] that describe 
diffusion parallel and perpendicular to the 
director 

Ah@ = 2k D, Q2 

D - ( Q + 2 0 1 ) / 3  (13) 

If a macroscopically aligned liquid crys- 
tal sample is used, these components can be 
measured simultaneously by arranging the 
scattering geometry such that for some de- 
tectors Q is perpendicular to the director and 
for others Q is nearly parallel to it [50, 511. 
Translational diffusion measurements have 
been made at scattering vectors that are 
small compared to the molecular dimen- 
sions, so that the motion of the molecule is 
effectively followed for several molecular 
diameters. At low Q the broadening is small 
(because of the Q squared dependence) and 
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Figure 10. Incoherent quasi-elastic scattering law for 
a particle undergoing simple translational diffusion 
(D,= 1.5 x lo-'' m's-'). This is normally measured as 
a series of constant Q spectra. 

so backscattering instruments have general- 
ly been used to get adequate resolution [52]. 
High Q measurements are dominated by 
more rapid motions, such as molecular ro- 
tation [53]  and do not give reliable diffusion 
coefficients. When the correct experimental 
conditions are applied, the values of diffu- 
sion coefficients perpendicular to the direc- 
tor are in good agreement with NMR (nu- 
clear magnetic resonance) results [54], as 
shown in Fig. 11 for EABAC (ethyl-4-(4'- 
acetoxybenzy1idene)aminocinnamate). For 
diffusion parallel to the director, there is a 
small discrepancy because of the weak pe- 
riodic potential exerted by the layers. This 
has been used to estimate the height of the 
barrier [55, 561. 

4.4.6 IQENS from 
the Localized Motion 
of Calamitic Molecules 

The scattering from a localized motion such 
as molecular rotational diffusion is qualita- 
tively different in that the energy spectra 
generally contain an unbroadened elastic 
component and at least one broadened com- 
ponent. Theoretical scattering laws have 

Figure 11. Translational diffusion coefficients of EA- 
BAC measured using NMR (circles) and IQENS 
(squares). The open points are for Q perpendicular to 
the director and the filled points are for Q parallel to 
it (from [56], with permission; S,= smetic A, SmA). 

been calculated for several different models 
that find application to liquid crystals. The 
simplest reasonable model is uniaxial rota- 
tional diffusion about the long molecular 
axes [57]. For a single hydrogen atom mov- 
ing around a circle of radius a,  this scatter- 
ing law consists of a delta function &(@) (the 
elastic scattering) and a series of Lorentzians 

sin, (Q, @> 

= A0 <Q>&<@> + c At (Q)L(12Dr) 

where 

(14) 
1=1 

AO ( Q )  = J O  ( Q ~ s ~ ~ B Q )  and 

~1 <Q> = 2~~ ( ~ n s i n ~ e )  ( 1 4 4  

and Jl  is a cylindrical Bessel function of 
order I, Pe is the angle between Q and the 
axis of the circle, and D, is the rotational dif- 
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Figure 12. Incoherent quasti-elastic scattering law for 
a particle undergoing uniaxial rotational diffusion 
( D , = 1 . 5 ~ 1 0 ’ ~ r a d ~ s - ’ )  on a circle of radius 2 A  
(0.2 nm) with Q perpendicular to the axis of rotation. 
The elastic part of the scattering is represented by a 
triangular peak with the correct area rather than a 
delta function. 

fusion coefficient. To represent the scatter- 
ing from a real molecule, this expression 
would be averaged over the different radii 
for the different hydrogen atoms. The scat- 
tering law is illustrated in Fig. 12. 

The figure shows that the proportion of 
elastic scattering decreases as Q increases 
from zero. In fact the ratio of elastic to to- 
tal (elastic plus quasi-elastic) scattering in- 
tensity provides a very useful quantity 
which is known as the elastic incoherent 
structure factor (EISF). It is often experi- 
mentally measurable and can be calculated 
easily from a theoretical model of the mo- 
lecular motion 

where Z, and Zq represent the intensity of the 
elastic and quasi-elastic components at a 
particular value of the scattering vector, Q. 
It can be seen that, since the total intensity 
in the theoretical scattering law is unity, the 
coefficient of the delta function [A,@)  in 
Eq. 14 above] is the theoretical value of the 
EISF for that model (uniaxial rotational dif- 

fusion). In fact, the EISF depends only on 
the geometry and not on the time-scale of 
the molecular motion. It can be calculated 
from the infinite time spatial distribution of 
the scattering atom, P (r) 

since it is the modulus squared of the Fou- 
rier transform of this distribution. For cal- 
culation of the EISF of a rotating molecule, 
the EISF would be averaged over the values 
for each scattering (hydrogen) atom. A 
“powder” average would also be needed for 
unaligned samples. For the EISF to be a 
measurable quantity, it is essential for the 
molecular motion to be rapid enough for the 
quasi-elastic scattering to be clearly distinct 
from the elastic peak. If this is the case, the 
EISF may be determined by fitting a reason- 
able model with an adjustable amount of 
delta function. 

We have considered the simple model of 
uniaxial rotational diffusion in the above 
section for heuristic reasons. Since the rel- 
evant molecules have irregular shapes, 
which often resemble laths rather than rods, 
it is likely that in some of the more ordered 
smectic phases the molecular rotation be- 
comes restricted so that one or two orienta- 
tions are preferred. In the disordered smec- 
tic phases and the nematic phase there is 
likely to be rotation around the short molec- 
ular axes, which will also be restricted by 
neighboring molecules. Such a motion has 
been described as a fluctuation of the long 
axis direction. Long range translational dif- 
fusion will take place on some time scale, 
but there is also likely to be some more 
rapid local translational motion of the 
molecules in the “cage” formed by their 
neighbors. This may have strong or weak 
coupling to the rotational motions. Finally, 
the possibility of internal rotation should be 
considered. Some, or all, of these motions 
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may contribute to the quasi-elastic scatter- 
ing from liquid crystal systems, and it is im- 
portant to measure over a wide range of Q 
and w to be able to separate their contribu- 
tions to the scattering. For instance, trans- 
lational diffusion is the main contribution to 
the broadening at low Q (i. e., Qe2nlmo- 
lecular dimension). At higher Q, the local 
motions tend to dominate and translational 
diffusion only contributes a small addition- 
al broadening. 

Restriction of the rotation about the long 
molecular axes has been extensively stud- 
ied for the compound TBBA [terephthalyli- 
dene-bis-(4-n-bytylaniline)] in its tilted 
phases 

4 3 - N e c 4 D 9  

The full scattering law for orientationally 
restricted rotation has been calculated nu- 
merically [58], although the EISF may be 
calculated from a simple formula. Figure 13 
shows the EISF for a powder sample of a 
“model” molecule undergoing uniaxial ro- 
tational diffusion, and the same molecule 
where its rotation is severely restricted so 
that it only samples two orientations (sep- 
arated by n). 

The orientational order for such a model 
is characterized by the mean value of 
cos 247, where cp is the angle of rotation 
about the long molecular axis. The two ex- 
tremes shown in the figure correspond to 
(cos 2 cp) = 0 and (cos 2 cp ) = 1. Any interme- 
diate values of the ordering would give an 
EISF between these two extremes, and that 
for (cos 29 )  = 0.5 is shown as an example. 
If the rotation is restricted with one site 
preferred, the EISF approaches unity as 
the preference becomes strong and motion 
ceases. It can be seen that by comparing 
measured and calculated values of the EISF, 
the orientational order about the long axes 

0 . o t . .  . , , a , .  , . , I  
0.0 0.5 1 .o 1.5 2.0 

Q / A-’ 

Figure 13. EISF of a particle undergoing uniaxial ro- 
tational diffusion on a circle of radius 2 A (0.2 nm) in 
a powder sample. The lower line is for no preferred 
orientation, so that (cos 2 q ) = O .  The upper line is 
for two sites separated by n, strongly preferred, so 
that (cos 2 q ) =  1, and the intermediate line is for 
(cos 2q)=0.5, which occurs when the restricting po- 
tential is roughly comparable with k J .  

I I 
b-0- I 

0 
70 80 90 140 150 

T I  O C  

Figure 14. The values of the orientational order pa- 
rameters (cos 2 q )  derived from the analysis of IQENS 
and magnetic resonance results from TBBA in its 
SmVI, SmH (now classified as crystalG), and SmC 
phases (from [60], with permission). 

can be deduced. In a study of the tilted smec- 
tic phases of TBBA, the authors found the 
order parameters shown in Fig. 14 by as- 
suming that two sites were preferred and fit- 
ting the full scattering law to the measured 
quasi-elastic scattering [59]. This gave ex- 
cellent agreement with magnetic resonance 
results [60]. 
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Figure 15. The EISF calculated for a model calamit- 
ic molecule that is 30 (3 nm) long with hydrogen 
atoms that rotate on a 2 (0.2 nm) radius. The dashed 
lines represent model ( I )  in the text where the mole- 
cules undergo uniaxial rotational diffusion and long 
axis fluctuations with (P2)=0.73. The solid lines rep- 
resent model (2) where the molecules undergo uniax- 
ial rotational diffusion and a local translational mo- 
tion parallel to the long axes with an amplitude of 
2.5 (0.25 nm). The EISF values observed parallel 
and perpendicular to the director in a sample with per- 
fect macroscopic alignment are shown in (a). The 
EISF values for a powder sample are shown in (b). 

In the smectic phases that exhibit disor- 
dered layers and the nematic phase, the mo- 
lecular motions become more free, and 
many of the motions outlined above can 
contribute to the scattering. It is essential to 
measure the scattering from aligned sam- 
ples with Q parallel and perpendicular to the 
director if some of the motions are to be dis- 
tinguished. Figure 15 shows the EISF cal- 
culated for a “model” molecule that is 30 A 

(3 nm) long and has protons that can rotate 
on a 2 A  (0.2 nm) radius about the long 
axes. Two models are shown: 

1. It is assumed that the molecule rotates 
about its long axis and the direction of the 
long axis fluctuates about a mean rapid- 
ly enough to broaden a typical resolution 
function, while complete rotation by 
about x is much slower and so effective- 
ly contributes elastic scattering and does 
not reduce the EISF [61, 621. In this mod- 
el there is effectively a unipolar distribu- 
tion of long axis directions, f (p>, where 
/3 is the angle between a long axis and the 
local director 

where 6 is a parameter that controls the 
sharpness of the distribution. The am- 
plitude of the fluctuations can be charac- 
terized by the value of (P2)  for the distri- 
bution. A more rigorous approach [63] 
shows that this assumption is justified 
when (P2) is sufficiently large. 

2. The molecule is undergoing uniaxial ro- 
tational diffusion together with a local 
translational motion parallel to the long 
axis of the molecules. This could result 
from some coupling with the rotation, so 
it would be on a similar time scale to the 
rotation. It is characterized by a root- 
mean-square amplitude, u,  and it will 
tend to reduce the EISF for Q parallel to 
the director 

Figure 15 shows EISF for the two mod- 
els (a) from a well-aligned sample with Q 
parallel and perpendicular to the director, 
and (b) from a powder sample. It can be seen 
that the two models would be more difficult 
to distinguish if only data from powder sam- 
ples were available. 
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Measurements on magnetically aligned 
samples such as IBPBAC [isobutyl-4(4'- 
phenylbenzylidene)aminocinnamate][64] 

IBPBAC in its smectic B phase. The EISF 
values at Q=0.83 k' (8.3 nm-') are 0.17 
for Q lln and 0.33 for Q l n  where n is the 

Cr 86 "C, CrE 114 "C, SmB 162 "C, 
SmA 206 "C, N 214 "C 

have shown that the amplitude of motion 
parallel to the long axis is generally greater 
that that due to the rotation about the long 
axes, so the EISF for Q parallel to the direc- 
tor is lower. Figure 16 shows an example of 

3 

G 
m 
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Figure 16. IQENS spectra at Q = 0.83 A-' (8.3 nm-') 
measured from IBPBAC in its SmB phase at 150°C. 
The spectrum for Q l n  is superimposed on that for 
Q [In. The dashed line separates the elastic and quasi- 
elastic components, and the solid line is a model fit 
(from [64], shown with permission). 

Table 1. The parameters for the localized molecular mc 

director. 
The macroscopic alignment of the sam- 

ples in these examples was not perfect, so a 
detailed analysis was done by fitting mod- 
els that had been averaged over the static 
distribution of the layers. At 150°C in the 
SmB phase, the scattering was consistent 
with uniaxial rotational diffusion about the 
long axes (possibly with six sites preferred) 
plus a localized translational motion parallel 
to the director. At this temperature in the 
SmB, there was also evidence of some long 
axis direction fluctuations, but this was not 
seen at a lower temperature, possibly be- 
cause they became too slow to broaden the 
resolution. On cooling into the E phase ro- 
tation about the long axes becomes restrict- 
ed. Table 1 summarizes the results from this 
material by giving the parameters to define 
the geometry and the correlation times of all 
of the motions. It shows that the motion par- 
allel to the long axis direction persists in all 
the smectic phases. The similarity in the 
widths of the quasi-elastic scattering for Q 
parallel and perpendicular suggests there is 
some coupling between the translational 
motion and the rotation of the molecules. In 
the SmA phase coupling is weaker and there 
are two components to the parallel motion. 
The more rapid one results from coupling 
with the rotation and a slower one results 

>tion of IBPBAC. 

T ("C) Phase Rotation about the long axis Long axis fluctuations Local translation 1 1  n 

D,(10'0rad2s-') (cos 2 q )  q ( l O - "  s) (P2) 711 (lo-" s) u (A) 

100 E 0.32k0.03 0.5k0.2 >300 - -4 0.9k0.2 
108 E 0.3 k0.2 0.3+0.1 - - -4 0.9k0.1 
118 SmB 0.6k0.1 <0.15 - - -4  1.4k0.2 
150 SmB 2.3 k0.3 <0.10 36+10 0.85+0.5 3 1.8 k0.2 

172 SmA 4.7 k0.3 0.0 2 k  1 0.6+0.1 2 0.820.3 
or -0.1 



4.4 Dynamics of Liquid Crystals 695 

from the restriction to translational diffusion 
by the smectic layers. Similar results were 
found for 5CB [65] and EABAC [56,66] and 
have been treated theoretically [67]. 

4.4.7 IQENS from 
Other Types of Mesophase 

The same incoherent quasi-elastic neutron 
scattering methods have been used to probe 
the molecular dynamics of more complex 
systems. Fatty acid salts of copper form a 
disk-like molecule comprising a binuclear 
“core” with four chains extending from it, 
and these can form a columnar mesophase 
where the disks are stacked. Copper palmi- 
tate has been examined in its crystalline 
phase and in a columnar mesophase. The 
quasi-elastic scattering was interpreted in 
terms of the motion of the alkyl chains. Each 
methylene group explored a spherical vol- 
ume and the radius of the sphere increased 
with distance from the copper core [68]. A 
later experiment on oriented fibers of cop- 
per laurate [69] showed that this motion was 
anisotropic with a greater amplitude in the 
plane perpendicular to the columns. 

The side group liquid crystal polymer 
with are-entrant nematic phase that was dis- 
cussed in Sec. 4.3.3 has also been studied 
by IQENS. It was found that the experimen- 
tal EISF jumped at the I-N and the 
SmA - N,, transitions but not at the N- SmA 
[70]. The changes in the dynamics of the 
mesogenic units mirror the changes in the 
backbone conformation and have been 
interpreted in terms of restricted rotation of 
the mesogenic group about its long axis and 
transverse motion of the spacer group [7 1 1. 

It is possible to focus on the motion of 
one component in lyotropic liquid crystals 
by using D,O instead of ordinary water. 
The high incoherent cross section of hydro- 
gen then ensures that the results are sensi- 

tive to the motion of the lipid. The chain dy- 
namics of a phospholipid have been shown 
to change with hydration in the La phase and 
on cooling into the gel phase. Only kink mo- 
tion in the chains was observed in the gel 
phase, but whole molecule translation was 
invoked in the liquid crystalline phase [72]. 
Similar changes in the proton mobility have 
been observed at the gel point of poly( y-ben- 
zyl L-glutamate) in deuteriated benzyl alco- 
hol [73]. The translational diffusion of the 
lipid has also been measured in the La phase 
“1. 

4.4.8 Medium Resolution 
IQENS Studies 

The very detailed picture of the diffuse 
translational and rotational molecular mo- 
tions described above was revealed because 
of the high energy transfer resolution (typ- 
ically less than 20 yeV) that is available 
with the instruments at ILL. However, use- 
ful results have also been obtained from me- 
dium resolution (- 100 yeV) quasi-elastic 
scattering instruments by skilful choice of 
samples and by fitting different models. It 
is not generally possible to measure experi- 
mentally the EISF for the whole molecule 
rotational diffusion, because this motion is 
too slow to give quasi-elastic scattering that 
is clearly distinct from the elastic peak. 

Quasi-elastic scattering from a homolo- 
gous series of molecules based on PAA 
(para-azoxyanisole) in the nematic phase 
has been analyzed by fitting a rotational dif- 
fusion model with an extra parameter to ad- 
just the proportion of delta function in the 
model. Values close to zero for this excess 
of elasticity were taken to indicate a good 
model for the molecular motion. Initially, 
uniaxial rotation of the whole molecule 
about its principle axis was assumed, but 
this gave large negative values of the excess 
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Figure 17. Schematic diagram of the model used to 
explain medium resolution IQENS results from PAA 
homologues. The “fast” (-lo-” s) motion is observed 
with medium resolution and implies an internal rota- 
tion. The “slow” (- lo-’” s) motion is whole molecule 
rotation and requires high resolution to be observed. 

elasticity which showed an odd-even effect 
along the homologous series. It was found 
that rotation of the two separate moieties 
about the C-N bonds in the aromatic core 
(as shown in Fig. 17) gave excess elasticity 
nearer to zero and so was a much better 
model for the molecular motion [75]. The 
implication of this result is that the whole 
molecule rotation is too slow to be seen with 
medium resolution, but that there are more 
rapid internal rotations which are observed 
in this experiment and by dielectric relax- 
ation. This internal rotation model has been 

successfully applied to other materials [76, 
771 where it gives good agreement between 
the correlation times observed by medium 
resolution quasi-elastic neutron scattering 
and dielectric relaxation (i. e., -lo-” s). 

Changes in the dielectric relaxation fre- 
quency at the SmA - SmB transition have 
also been reported to correlate with the 
appearance of a librational peak, suggesting 
a hardening of the potential [78]. 

Medium resolution measurements have 
also demonstrated the onset of stochastic 
motion of a flexible molecule in the crystal 
phase below the nematic. In TCDCBPh [di- 
(4-n-butyloxyphenyl) trans-cyclohexane- 
1,4-dicarboxylate] the cyclohexane ring 
starts large angle internal deformations of 
the molecule 30 “C below the melting point 
[79]. Closer to the melting point, a more mo- 
bile intermediate crystal phase was discov- 
ered [80]. Studies of mixtures have shown 
that the correlation times of a cyanobiphe- 
nyl mixed with an azoxyanisole are not 
additive and this is attributed to the break- 
ing up of the antiparallel correlations in the 
cyanobiphenyl [8 11. 

4.5 Conclusions 

Neutron scattering is unlikely to replace 
techniques such as X-ray diffraction and 
NMR as a method for characterizing liquid 
crystal phases. However, it is capable of giv- 
ing unique information that is not accessible 
by other techniques. In neutron diffraction 
experiments, this relies on the ability to use 
isotopic labeling to highlight certain aspects 
of the structure, such as the backbone con- 
formation. The simultaneous probing of 
geometry and the time scale of molecular 
dynamics is the great strength of the IQENS 
method and isotopic labeling is also a very 
useful part of this method. 
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5 Light Scattering from Liquid Crystals 

Helen F: Gleeson 

One of the most notable features of liquid 
crystals is that they scatter light strongly, a 
property that was employed in the earliest 
liquid crystal display devices. Light scatter- 
ing phenomena may be analysed quantita- 
tively to derive fundamental liquid crystal 
parameters, and here quasi-elastic (Ray- 
leigh) light scattering is considered. It is 
useful to differentiate between static and dy- 
namic experiments. In the former case, no 
hydrodynamic effects are considered, and as 
a consequence, it is not possible to deduce 
information on viscosity from the results of 
static experiments. On the other hand, dy- 
namic experiments determine the frequen- 
cy spectrum of the quasi-elastically scat- 
tered light and information may be deduced 
regarding the viscosities of the liquid-crys- 
talline systems. In the following sections ex- 
perimental light scattering studies of nemat- 
ic, chiral nematic and blue phases, smectic 
materials and pretransitional systems are re- 
viewed, together with their theoretical ba- 
sis. 

5.1 Light Scattering from 
Nematic Liquid Crystals 

5.1.1 Static Light Scattering 
from Nematic Liquid Crystals 

Thermally excited angular fluctuations in 
the director of a nematic liquid crystal give 
rise to strongly depolarized light scattering, 
with high angular asymmetry. The history of 
light scattering from nematic materials ef- 
fectively began with the studies of Chatelain 
[ 1-31, who studied the depolarized scatter- 
ing from nematic materials. Chatelain’s 
work studied the intensity dependence of po- 
larized scattering for all scattering geome- 
tries; he interpreted his data with respect to 
a system consisting of swarms of material 
-0.2 pm in diameter [4-71 and introduced 
an order parameter expression to describe 
their relative orientation [S]. The swarm the- 
ory considered nematic materials as groups 
of ordered fluid with a certain coherence 
length, separated by isotropic fluid, and 
clearly had severe limitations in its basis. 
Chatelain’s data were re-analysed by de 
Gennes [9] using a long range model of the 
nematic phase and the elastic constants de- 
fined by Frank [ 101 and Oseen [ 1 ll.  

0 
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Scattering 
volume Unscattered 

analyser Figure 1. Definition of the 
light scattering geometry. 

scattered (Reproduced with permission 
--S S signal from [69]). 

- n i 11, z 

k 

110 z 
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Figure 2. The common Cartesian coordinate system used in light scattering, and the two modes of director fluc- 
tuation in the scattered light. 

The intensity of scattered radiation de- 
pends on the geometry of the experiment (in- 
cluding the orientation of the director in the 
sample) and the angle of detection. These are 
shown in Fig. 1. The scattering plane con- 
tains the scattering vector q, scattering an- 
gle, 8 and the wave vectors ki and k ,  of the 
incident and scattered light. The polarization 

of the light is defined with respect to the scat- 
tering plane such that it is parallel or perpen- 
dicular to it. The Cartesian coordinate 
system shown in Fig. 2 is commonly used in 
light scattering from nematic liquid crystals. 
Here, the z-axis is parallel to the nematic di- 
rector and the scattering vector q lies in the 
el-z plane (the scattering plane). e l  and e2 
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are unit vectors that describe directions such 
that e2 is perpendicular to no and q, while e 
is perpendicular to no and e2. 

De Gennes suggested that by analysing 
the scattering cross-section of a nematic ma- 
terial, the ratios of the three Frank elastic 
constants, k ,  , lk2 ,  and k3,1k2, may be deter- 
mined from the angular dependence of the 
scattered light [12]. According to de 
Gennes, the differential cross-section per 
unit scattering volume (do/dR), is: 

where A& is the dielectric anisotropy, ?L the 
wavelength of light used, k,  the Boltzmann 
constant and T the temperature. The param- 
eters q1 and q,l are the perpendicular and par- 
allel components of the scattering vector 
with respect to the director, no. The unit vec- 
tors i and f specify the polarization of the 
incident and scattered beams. De Gennes as- 
sumed that the incident and scattered waves 
propagate in an isotropic medium. If the in- 
cident light is normal to a nematic sample 
and polarized either parallel or perpendic- 
ular to the director, the average scattered 
light intensity within the scattering medium 
is: 

(iafi  + izfa (2) . c  2 
(r=1,2 v(k33 d1+ kaa 41)  

Here, E, is the amplitude of the incident op- 
tical field, coo the frequency of the incident 
light, V the scattering volume and R the dis- 
tance between the scattering volume and the 
detector. The scattered light consists of two 
modes, splaylbend (a= 1) and twistlbend 
(a=2) ,  as shown in Fig. 2. It can be seen 
from Fig. 3 (a) that the mode 1 fluctuations 
can contain only contributions from the 
bend and splay distortions. Mode 2 fluctu- 
ations are in the perpendicular plane 

(Fig. 3 b and c) and can contain only contri- 
butions from twist and bend distortions. 

Because scattered light is detected out- 
side the sample, the birefringence of the ne- 
matic material must in general be account- 
ed for. A few special situations occur when 
the scattered light is not split into ordinary 
and extraordinary rays. Static light scatter- 
ing experiments are further complicated as 
absolute values of scattered light intensity 
are required. Relative intensity measure- 
ments may be used provided the angular 
range is restricted to those where the contri- 
butions from both modes are approximate- 
ly equal. Further, suitable choices of pola- 
rization and geometry make it possible to 
deconvolute the modes and distortions, al- 
lowing values to be obtained for the various 
elastic constants k,, [13-151. 

Langevin and Bouchiat [ 161 calculated 
the total cross section of light scattering by 
a nematic by integrating de Gennes’ equa- 
tion over all angles and including the influ- 
ence of the optical anisotropy. In three par- 
ticular geometries, (a) k 11 no, (b) k In,, 
i h , ,  and (c) k l n , ,  i Jln,, absorption coef- 
ficients yield the Frank elastic constants. 
Langevin [ 171 and others [ 18-20] used the 
technique to measure the elastic constants 
of MBBA (see Fig. 4). Intensity contours of 
Rayleigh scattering from MBBA provided 
tilt bias angles in nematic cells [21]. Other 
measurements of the elastic ratios should be 
referred to [22-241. 

It is also possible to use turbidity mea- 
surements to evaluate elastic constants (Fig. 
5 ,  though elastic constants measured in this 
way for alkylcyanobiphenyls (nCBs) [25] 
and mixtures [26] are consistently higher 
than those determined by Frederiks transi- 
tion studies. Hakemi [27] measured k ,  ,, k Z 2  
and k , ,  for 8CB (octylcyano biphenyl) 
close to the nematic-smectic A phase tran- 
sition and deduced a value of the critical ex- 
ponent from the divergence of k , ,  and k3 3. 
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Director 

no 

A u t p u t  
Polarisation 

Y Y  Scattering Plane 

/Output 
Polarisation 

Figure 3. (a) Mode 1 geometry: the di- 
rector is parallel to the scattering plane. 
(b) Mode 2 geometry: the scattering 
plane and input light polarization are 
perpendicular to the director. (c) Mode 2 
geometry: the scattering plane perpen- 
dicular to the director, input light pola- 

/output rization parallel to the director. (Repro- 
duced with permission from [69]) Polarisation 

5.1.2 Dynamic Light Scattering 
from Nematic Liquid Crystals 

The Orsay Liquid Crystal Group [28] deter- 
mined a model of director modes of fluctu- 
ation based on the hydrodynamic descrip- 
tion of nematic phases by Leslie [29] and 
Ericksen [30]. This approach developed the 
subject of dynamic light scattering in liquid 
crystals, and allows viscoelastic ratios to be 
deduced from light scattering data. For sin- 
gly scattered light from a material, the time 

variation of the scattered field E, (R ,  t )  at a 
position R depends only on fluctuations in 
the dielectric tensor 6& (r,  t ) ,  that is 

where 8 ~ ~ ( q ,  t )=f^.6&(4,  t).z?,fand i rep- 
resent the initial and final polarization direc- 
tions of the light, and 6&(q, t )  is the spatial 
Fourier transform of the dielectric tensor. 

The time dependence of the scattered 
light may be related to allowed deforma- 
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Figure 4. Elastic constant ratios k33 /k22  and 
k ,  , lk , ,  of MBBA as a function of tempera- 
ture, determined by static light scattering. 
The open circles refer to i 11 ( k L ,  kf) whilst the 
closed circles correspond to i l ( k , ,  kf). 
(Redrawn from [18]). 

Figure 5. The elastic constants k i i  of the 
mixture E7 (Merck Ltd) as a function of re- 
duced temperature determined via the turbid- 
ity method. (Redrawn from [26 ] ) .  
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tions in a nematic material via the 1 st order 
field and 2nd order intensity correlation 
functions, gl  ( 2 )  and g2 ( 2 ) .  In homodyne de- 
tection experiments, E-field contributions 
from the scattering volume interfere at the 
detector and, assuming that the scattered 
field obeys Gaussian statistics [3 11, 
g2  ( 2 )  = 1 + [gl (T)]~. In heterodyne detec- 
tion, the scattered field is allowed to beat 
with a portion of unscattered light derived 
from the same laser source. Provided that 
the fluctuations in the unscattered light are 
negligible, the scattered and unscattered 
fields are statistically independent, and the 
intensity of the heterodyne beam is far great- 
er than that scattered by the sample, then, 

The subscripts s and u refer to the scattered 
and unscattered fields respectively. Hetero- 
dyne experiments are technically more dif- 
ficult than homodyne, and require longer 
detection times, but can give more accurate 
results as no assumptions are made about the 
scattered light. Further, heterodyne tech- 
niques avoid inaccuracies that may be in- 
curred in homodyne experiments that un- 
wittingly detect partially heterodyned sig- 
nals. 

Again, the geometries of the light scatter- 
ing experiments are important in defining 
which of the viscoelastic constants are 
probed in a particular experiment. The time 
dependence of the scattered light may be re- 
lated to viscoelastic parameters through the 
director fluctuations and allowed distor- 
tions of the local dielectric tensor. A suit- 
able choice of coordinate system and geom- 
etry allows the fluctuations to be split into 
two modes: 

Mode 1:  splaybend; director confined to 
the x - z  (e , -n,)  plane and 

Mode 2: twistbend; director confined to 
the y - z  (e2-no) plane. 

In nematic systems the two uncoupled fluc- 
tuation modes are purely relaxational with 
Lorenzian spectral densities. In general, the 
autocorrelation function of the scattered 
field includes two exponentials correspond- 
ing to decay times of the two fluctuation 
modes, 

where a= 1, 2. The viscosities, q, are relat- 
ed to the Leslie coefficients in nematic ma- 
terials [32] and hence the Miesowicz viscos- 
ities [33] that describe the flow of an aniso- 
tropic fluid. The Orsay Group used photon 
correlation techniques (light beating spec- 
troscopy) to observe the fluctuation modes 
in nematic 4-azoxyanisole (PAA) that arose 
from director fluctuations [34, 351. 

In the absence of any other parameters, 
that is for thermal light scattering, the ratios 
k,&, may be measured. Adding a further 
parameter that is independent of k,, (e.g. a 
magnetic or electric field term) allows the 
viscoelastic ratios to be decoupled, as ob- 
served by Martinand and Durand [36] who 
considered systems with negative dielectric 
anisotropy. The use of electric fields was 
further considered by Leslie and Waters [37] 
who showed that flexoelectric and conduc- 
tion effects within the sample were negli- 
gible. In the presence of an electric field the 
fluctuation modes are described by, 

Mode 1: 

Mode 2: 

where E (@) = E, + 6 E sin2 @, and @ is the an- 
gle between the director and the scattering 
vector, 4. 

The linewidth is thus proportional to the 
square of the applied damping field and the 
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gradient gives the viscosity coefficient. The 
intercept, corresponding to zero field still 
gives the ratio k,,/qa. 

A detailed study of light scattering geom- 
etries has been made by van Eck [38], this 
is summarized below. 

Homeotropic Sample Cell 
(Director no Parallel to ki) 

Mode 1 (splay/bend): 

Mode 2 (twist/bend): 

input and output po- 
larization in the scat- 
tering plane. 
input polarization 
perpendicular to the 
scattering plane and 
output polarization 
parallel to the scat- 
tering plane. 

The angular range over which measure- 
ments are made is constrained to <15" to 
minimize the contribution from k3 3.  

Planar Sample Cells 

(a) The director no perpendicular to the scat- 
tering plane gives a specific angle 
within the liquid crystal, 01,, where 
el, = cos-' (nohe)  that allows pure splay 
to be studied as: 

(b) If the director is parallel to the scattering 
plane, again a specific angle Olc=cos-l 
(n0h  (0)) may be defined such that only 
bend contributions are observed: 

none Here, n(0 )  = -- ~ 

(n: sin2 e + no2 cos2 0) 1 
The pioneering work of the Orsay Group in 
the area of dynamic light scattering [39,40] 
led to many accurate measurements of the 

Frank elastic constants and Leslie viscosity 
coefficients. Haller and Litster [41, 421 in- 
vestigated the temperature dependence of 
the normalised scattering intensity and the 
scattering linewidth as a function of temper- 
ature, finding that the latter was far more 
temperature sensitive. Many materials have 
been studied using this technique: MBBA 
[43-451, di-butylazoxybenzene and p -  
methoxy-p'-n-butylazoxybenzene [46-48], 
Schiffs bases [49-511, and the cyanobiphe- 
nyls [52, 531. Typical data for the cyano- 
biphenyls are shown in Fig. 6. 

Extensive studies of nematic liquid crys- 
tals doped with various concentrations of 
side chain polymer liquid crystals [54-631, 
reveal that the viscosities increase in pro- 
portion to the polymer concentration for lit- 
tle change in the elastic constants (Fig. 7 
[64]). The bend elastic modulus of straight 
and bent dimeric liquid crystals (with odd 
and even numbers of methylene units in the 
spacer) was determined by Dilisi et al. [65], 
finding that k 2 2 / k l  was the same for both 
species, but k 3 3 / k ,  was far smaller for the 
bent dimer. Comparisons of monomers and 
dimers have also been made [66]. The use 
of electric field dynamic light scattering to 
determine k, is widespread, with relative- 
ly few measurements of k ,  [67, 681. The 
use of electric field dynamic light scattering 
to determine k,  in materials of positive di- 
electric anisotropy (5CB and SCB, pentyl 
and octylcyanobiphenyl respectively) has 
been reported recently [69] using planar cells 
with transverse electrodes, and thus apply- 
ing the electric field in the plane of the cell. 
The bend elastic constants of both materials 
are shown in Fig. 8, and the pretransitional 
behaviour of k3 at the nematic to smectic A 
phase transition is clearly observed. 

The viscoelastic constants of the lyotrop- 
ic nematic polymer poly-y-benzyl glutamate 
was measured by Taratuta et al. [70]. San- 
tos and Durand [7 1 1 measured order and mi- 
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Figure 6. The viscoelastic ratios of 
some of the cyanobiphenyls as a 
function of reduced temperature 

(c) k33/qbend. (Redrawn from [52]).  
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Figure 7. Viscosity versus polymer 
concentration for the side chain liquid 
crystal polymer PG296 [64] in E7 at a 
reduced temperature T, - T= 20 "C. 
(Redrawn from [62]) 
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Figure 8. The bend elastic 
constant of 5CB and 8CB 
measured using electric field 

(Reproduced with permis- 
sion from [69]). 

dynamic light scattering. 

cellar density in the biaxial, uniaxial and 
isotropic phases of a lyotropic nematic ma- 
terial. A more detailed analysis of light scat- 
tering from a calamitic lyotropic nematic 
differentiates between signals associated 
with micellar fluctuations and the usual or- 
ientational fluctuations [72]. The micellar 
fluctuations are temperature independent 
and of a much lower relaxational frequency 
than those found previously in the same 

system exhibiting a biaxial nematic phase. 
The viscoelastic properties of metallomes- 
ogenic compounds for which the magnetic 
properties were unknown have also been 
measured by light scattering [73]. Anchor- 
ing energies at a nematic-rubbed nylon 
interface were determined using evanescent 
wave photon correlation spectroscopy, 
probing only the surface layer of the system 
P I .  
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5.1.3 Forced Rayleigh 
Scattering 

Binary mass diffusion constants in nematic 
liquid crystals have been measured using 
forced Rayleigh scattering, in which two co- 
herent laser beams interfere at the sample to 
produce a periodic light intensity within the 
sample [75]. The periodic light intensity in- 
fluences the sample, which may contain 
photochromic species, to form a diffraction 
grating. If the lasers are pulsed, the grating 
becomes transient and smears due to diffu- 
sion of the excited species forming it. An 
analysis of the transient diffraction pattern 
produced from the sample by the probe 
beam allows the determination of diffusion 
constants. Experimental work includes the 
study of nematic, smectic A and smectic B 
phases [76], methyl red dissolved in mem- 
bers of a homologous series of alkylcyano- 
biphenyls [77], and self diffusion in MBBA 
1781. The localization of electromagnetic 
modes has been studied via coherent back 
scattering in a nematic liquid crystal 1791. 

5.2 Cholesteric and Blue 
Phases 

Both cholesteric and blue phases (BPs) ex- 
hibit spectacular light scattering effects due 
to their periodic helical structures (selective 
and Bragg-like reflection). However, Ray- 
leigh light scattering from cholesteric phas- 
es can be considered in analogy to nematic 
phases using de Gennes phenomenological 
theory [80], with no special features. Two 
scattering modes should be observable and 
have been predicted [ 8 11 : 

Mode 1: twisting and untwisting of the hel- 

Mode 2: a combination viscous splay mode. 
ical structure 

Most light scattering studies on cholesteric 
liquid crystals have considered either the 
pretransitional region (see Chapter VIII, 
Section 5.5) or lyotropic polymers. Quasi- 
elastic light scattering from PBLG (poly-y- 
benzyl-L-glutamate) solutions reveal two 
purely dissipative modes probably those 
predicted above [82-851. Beevers et al. [86] 
undertook polarized and depolarized light 
scattering studies in the isotropic and blue 
phases of cholesteryl oleyl carbonate, and 
across the phase transition. Their correla- 
tion functions could not be fitted by single 
exponentials. Hornreich and Shtrikman 1871 
analysed light scattering in BPI and BPI1 
(blue phase I and blue phase 11) to yield 
structural information regarding the phases. 
Their theory described the experimental re- 
sults of Flack et al. [88] and Meiboom and 
Sammon 1891. The anomalous scattering of 
blue phase 111, BPIII, was also considered 
and found to be probably not attributable to 
harmonic fluctuations in the order parame- 
ter at the transition as experimentally ob- 
served scattering intensities are several or- 
ders of magnitude greater than would be pre- 
dicted by this model. Marcus [90] discuss- 
es the twinkling of blue phases with respect 
to lattice fluctuations, and deduces that the 
shear modulus in BPI1 must be much small- 
er than the bulk modulus. Such twinkling is 
not observed in the cholesteric phase where 
no soft shear mode occurs (only rotations 
and a hard pitch change mode), but is simi- 
lar to fluctuations observed in nematic 
systems. Studies of the lattice fluctuations 
via quasielastic light scattering [91] show a 
fluctuating quantity which is neither a sim- 
ple relaxation, nor a propagating wave. 
Dmitrienko [92] used Landau theory of blue 
phases to calculate the elastic moduli and 
show that they could be determined by 
measuring light scattering of fluctuations in 
the order parameter. The kinematic theory 
of light scattering from blue phases was con- 
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sidered by Belyakov and Dmitrienko [93], 
and has been used recently to derive expres- 
sions to deduce order parameters in blue 
phases from Kossel diagrams [94]. 

5.3 Light Scattering 
from the Smectic A Phase 

In nematic liquid crystals, there are two 
modes of angular fluctuation of the director 
that give rise to strongly depolarized Ray- 
leigh scattering. In SmA systems, coupling 
between molecular orientation and the layer 
thickness is such that in principle thermal- 
ly excited fluctuations should give rise to 
Rayleigh scattering no greater than in a nor- 
mal fluid, except for undulations in the 
layers [95, 961. The thermal average of an- 
gular fluctuations in a SmA liquid crystal 
may be written [97]: 

(9) 

where K is the splay elastic constant (twist 
and bend are not allowed in the phase), q is 
the wave vector of the undulations (qc is a 
critical value), and E is an integer greater 
than 1. A maximum occurs at ql= qc for the 
fundamental mode. Delaye et al. [98] ob- 
served q: 0~ d-', predicted by q; hd  = n where 
h is the de Gennes penetration depth. They 
initially found h= (2.2 k0.3) nm, though la- 
ter Ribotta et al. [99] reported h= 1.4 nm. 

In undertaking light scattering experi- 
ments from SmA samples, it is important to 
exclude effects due to defects and to wall in- 
duced undulations which are particularly pro- 
nounced in homeotropic geometries. Conse- 
quently, much of the work has been done on 
planar samples, showing that only splay dis- 
tortions occur [ 1001. Clark and Pershan [ 1011 
studied the light scattering from racemic 
p-butoxybenzal-p-(p-methylbuty1)aniline 

(BBMBA) in the nematic and SmA phases to 
determine the ratio K/B in the SmA phase. 

Experiments on lyotropic SmA systems 
determined the layer compressibility mod- 
ulus, B (intermembrane interactions) and 
the bending modulus, K (interpreted as 
membrane flexibility) [ 1021, supporting the 
view of membranes with flexibility of the 
order of k,T. The special case of Rayleigh 
scattering from columnar undulations in a 
columnar discotic system [ 1031 showed a 3-  
D solid like elasticity attributed to column 
entanglement. 

Forced Rayleigh scattering experiments 
on smectic liquid crystals measured the bi- 
nary mass diffusion constants parallel and 
perpendicular to the director (Dll and DJ, 
finding that Dll is larger than D, in both the 
smectic and nematic phase of 8CB [104]. 
Measure-ments for the SmB, SmA and N 
phases of p-butoxybenzylidene-p-n-octy- 
laniline show Dll to be much smaller than D, 
in the SmB phase (see Fig. 9) due to the dif- 
ferent activation energies between the phas- 
es [105]. 

5.4 Light Scattering 
from Achiral and Chiral 
Smectic C Phases 

In smectic C materials, the relative twist of 
the planes is uncoupled to the layer thick- 
ness, giving rise to strong, nematic-like 
scattering [ 1061. There are relatively few 
light scattering studies of either achiral or 
chiral SmC phases, despite the technologi- 
cal importance of the ferroelectric SmC* 
phase. This is in part due to the few discus- 
sions of the elastic theories of these phases, 
and in particular descriptions that include 
dynamic behaviour. Indeed it is only rela- 
tively recently that Leslie et al. [lo71 de- 



Figure 9. The temperature depen- 
dence of the binary mass diffusion 
constants of methyl red in 40.8. 
(Redrawn from [lOS]). 
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duced a complete continuum theory of the 
SmC phase. In both the achiral and chiral 
SmC phases many more elastic constants 
are required to describe the systems than in 
either nematic or SmA systems (nine and 
fifteen in the achiral and chiral systems re- 
spectively). In achiral systems, where the 
symmetry of the phase is higher than that of 
the chiral analogue, the description is cor- 
respondingly simpler. 

Light scattering from SmC liquid crystals 
was first described by the Orsay Group 
[log]; members of the group determined 
that the phase must be described by nine 
elastic constants, of which four could be de- 
termined via light scattering without signif- 
icantly constraining the scattering vector, q. 
The other five elastic constants require that 
q is accurately parallel to the plane of the 
smectic layers. The free energy of the SmC 
phase was described with respect to a rota- 
tion vector Q(r),  where the direction de- 
fines the axis of rotation and the magnitude 
describes the rotation angle, allowing the 
free energy of the phase to be described in 
terms of gradients of Q(r). An equivalent 
expression for the free energy was given by 
Rapini [ 1091. More recently, Carlsson et al. 
[1 101, described the free energy of the SmC 
phase in coordinate free notation, to deduce 

an expression almost identical to that of the 
Orsay Group apart from some differences in 
the terms, and neglecting surface energies. 
The expression for the free energy of the 
SmC phase was deduced by Carlsson et al. 
to be: 

1 1 
2 2 
+All (b  . V XC)(C. V x b )  

1 1 
2 2 

W =  -A12(b. V x c ) ~  + -A21 (C . V x b)2 

+- B1 (V . b)2 + - B2 (V . c)2 

+-B3 - (b  . v  x b  + c .  v xc )  )2 2 2  (1 

]I +B13(V . b )  l ( b .  v x b  + c .  v x c )  
[2  

+C,(V . c ) ( b .  v x c) 

+cz (V . c) (c  . v x b )  

The vectors a, b and c are defined with 
respect to a SmC layer, as shown in 
Fig. 10 (a). The coefficients A describe cur- 
vature of the planes, B nonuniform rotations 
of the optic axis about z in a flat structure, 
and the C coefficients are coupling terms 
between A and B, and are shown schemati- 
cally in Fig. lO(b). All of the temperature 
dependences of these coefficients may be 
included in the tilt angle. 

In principle, the nine elastic coefficients 
of the SmC phase may be derived from the 
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B I  B2 

(b) 

B3 

Figure 10. (a) Definitions of the vectors a, b and c in 
SmC layers. The director is shown by a unit vector, n 
which makes an angle 8 with the layer normal, u.  The 
c-director is a unit vector parallel to the projection of 
the director into the smectic planes, denoted by e .  The 
unit vector b is defined by the relation b =a xc. (Re- 
drawn from [I lO]) .  (b) A schematic diagram of the 
elastjc deformations of the SmC phase. (Redrawn 
from [llo]). 

intensity Z(q) of light scattered at wave vec- 
tor q,  as for nematics. The fluctuations of 
the dielectric tensor may be readily related 
to fluctuations in the rotation vector L?(r). 
In fact, all such fluctuations are finite for all 
values of q,  and it can be shown that: 

(10) 
Q,(q) and Qz,(q) vanish for qz#O because 
of the requirement for constant layer thick- 
ness. They contribute strongly for qz=O, 
though this condition is unphysical, requir- 
ing highly monodomain single crystals. 

Galerne et al. [ I 1  11 studied quasielastic 
light scattering in the nematic and SmC 
phases of di-(4-n-decyloxybenzal)-2-chlo- 
ro- 1,4-~henylenediamine (DOBCP), pro- 

ducing planar, monodomain alignment us- 
ing a magnetic field. The experiment always 
detects heterodyne signals due to flare from 
the glass surfaces. The laser was normal to 
the glass plates and the smectic layers, with 
the scattering plane including the rubbing 
direction and light polarized either normal 
or parallel to the scattering plane. In the ne- 
matic phase, Mode 1 (n parallel to scatter- 
ing plane) had a far greater intensity than 
Mode 2 (n perpendicular to scattering 
plane). Cooling to the smectic phase the 
Mode 1 signal reduced by two orders of 
magnitude, and was composed of two expo- 
nentials. This small signal was attributed to 
scattering off defects localized at the glass 
plates. The Mode 2 signals in the smectic 
phase are pure exponentials, and are due to 
the twist of the SmC planes. An analysis of 
the angular dependence of this Mode 2 in 
terms of B (8), the elastic constant associat- 
ed with layer twists of wave vector q along 
8 gave the ratio B (8)max/B (8)mln - 2.3, anal- 
ogous to k, ,Ik2, - 2 in the nematic phase. 
The elastic constants were typically 1.5 
times larger than analogous constants in the 
nematic phase. An angular analysis of the 
damping time of this layer twist mode gave 
a value of viscosity typically an order of 
magnitude higher than in the nematic phase, 
though the ratios of viscosities were found 
to be comparable in both phases (twistmend 
viscosity -6 in nematics). Photon correla- 
tion experiments were also carried out by 
Bancroft [ I131 and Birtwistle [ 1141 for the 
SmC phase of the racemic commercial mix- 
ture, SCE13R [I121 and the viscoelastic 
ratios for this material were deduced. 

Amongst the earliest light scattering ex- 
periments on ferroelectric liquid crystals 
were those of Young et al. [ 1 151, on thin free 
standing films of material. They deduced the 
parameters K,JPi, K J q s ,  and Kb/qb, where 
the subscripts b and s refer to splay and bend 
coefficients, and Po is the electric dipole mo- 
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ment per unit area of the material. The films 
were quantised in thickness and were orient- 
ed by a weak electric field. In the presence 
of a strong electric field [116], absolute 
measurements were made of the five param- 
eters Kb, K,, ?lb, qs and Po by coupling the 
molecular polarization with the strong 
electric field, damping the director fluctua- 
tions, and making measurements both with 
and without the field present. Thin free 
standing flims of the ferroelectric liquid 
crystal DOBAMBC (n-decylorybenzyl- 
idene-N’-amine-2-methylbutylcinnimate) 
were also studied as a function of tempera- 
ture by Rosenblatt et al. [ 1171. Light scatter- 
ing experiments on a ferroelectric liquid 
crystal as a function of enantiomeric purity 
and electric field allowed the determination 
of the elastic constant B ,  and the associated 
viscosity of a ferroelectric chiral SmC ma- 
terial [ 1 181. This work found that the elastic 
constant in fact consists of two parts, a small 
bare elasticity BY, and a much larger term 
proportional to Pi/q2 where Po is the mag- 
nitude of the polarization. The viscosity is 
independent of the polarization. The light 
scattering geometry examined only azimuth- 
al modes. The free energy expression used 
in the work followed that of the Orsay Group 
and Saupe [ 1191: 

I +-P E2 
2 O ’ P  

where the B terms are the elastic constants 
and cp is the azimuthal director rotation. 
Mode 1 corresponds to a bend-type distor- 
tion of the director projection in the smec- 
tic plane, and Mode 3 corresponds to a 
twist-type distortion. An additional compo- 
nent was included in the free energy due to 
space charge in the system, since for small 

azimuthal director fluctuations a space 
charge exists, to find an expression valid 
provided that no ionic screening occurred. 
A dynamic equation containing the viscos- 
ity allowed the viscoelastic ratio to be de- 
termined from the relaxation rate r of the 
correlation function [120]: 

The slope of this equation (plotted with re- 
spect to E )  clearly gives the viscosity 17, pro- 
vided that Po is independently known. The 
system exhibits an effective elasticity, and 
it’s dependence on polarization may be 
probed using chiral-racemic mixtures of the 
commercial material, SCE 12 [ 12 11. The ex- 
perimental geometry required the use of 
transverse electrodes in a cell and therefore 
a knowledge of the electric field in the strip 
between the electrodes. It is no longer pos- 
sible to use the approximation E = V/d, 
where V is the applied voltage and d the de- 
vice thickness, that is employed for home- 
otropic devices. In cells with transverse 
electrodes the electrode gap is typically 
much larger (-250 ym) than for homeotrop- 
ic devices (d-50 ym) and the electric field 
magnitude and direction is now a function 
of position in the electrode gap. However, 
the field was determined to a good approx- 
imation using conformal mapping tech- 
niques. Two relaxation processes were ob- 
served, one fast with a decay of -lo4 Hz, 
and the second with a decay of between 10 
and 100 Hz, attributed to ionic diffusion. 
The bare elastic constant BY was found to be 
(2.2k0.5) x lo-* dyne, whereas the effec- 
tive elastic constant is dominated by the po- 
larization term. A value of 0.036&0.009 P 
was measured for the viscosity. 

Photon correlation spectroscopy has been 
used very recently [122] to examine the 
relaxation modes in the antiferroelectric 
liquid crystal (R)-MHPOBC [4-( l-methyl- 
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heptyloxy-carbony1)phenyl 4'-octyloxybi- 
phenyl 4-carboxylate]. Viscoelastic ratios 
were obtained as a function of temperature 
from the dispersion relations of the Gold- 
stone modes in the ferrielectric smectic C*, 
antiferroelectric smectic C* phases. The 
antiferroelectric smectic I* phase of this 
material was also examined. 

5.5 Pretransitional Light 
Scattering Studies 

5.5.1 The Isotropic to Nematic 
Phase Transition 

Light scattering is a probe of molecular mo- 
tions, and may be used effectively to study 
pretransitional phenomena. Stintson et al. 
[ 1231 studied light scattered by order param- 
eter fluctuations in MBBA. Their data fol- 
low the relationship: 

I =  (7'- TZ) (13) 

as predicted by de Gennes [ 1241 from Lan- 
dau theory. Here, I is the intensity of the 
scattered light, T the temperature and TZ the 
temperature at which a second order phase 
transition would occur. A first order phase 
transition usually occurs at TK = T,* + 1 K. 
The linear dependence of the above equa- 
tion required that the order parameter fluc- 
tuations are not so large that the mean field 
approximation fails; the first order phase 
transition intervenes before this occurs 
[ 1251. Most of the work in the pretransition- 
a1 regime includes estimates of the coher- 
ence lengths of ordered groups, as predict- 
ed by de Gennes phenomenological theory 
[ 126-1311. It is possible to obtain informa- 
tion on local rather than collective molecu- 
lar motions by the laser frequency shifts in 
Rayleigh wing scattering [132, 1331. Anal- 
ysis of the experimental results leads to a 

quantitative description of phenomenologi- 
cal parameters in de Gennes model. Local 
molecular motion may be studied in the time 
domain [ 1341, possibly allowing local mo- 
lecular associations such as antiferroelectric 
short range order to be probed. 

5.5.2 The Isotropic to 
Cholesteric or Blue Phase 
Transition 

Light scattering near the cholesteric phase 
[135] is expected to be very similar to the 
case of nematic systems (unsurprisingly 
since the two systems are so similar thermo- 
dynamically). However, there is little doubt 
that the existence of blue phases between 
the cholesteric and isotropic phase compli- 
cates the situation considerably. Early stud- 
ies on cholesteryl oleyl carbonate [ 136,1371 
are to some extent conflicting, probably due 
to impurities in the materials. The same ma- 
terial was studied by Bottger et al. [ 1381; us- 
ing correlation techniques they showed that 
in the vicinity of the blue phase of the ma- 
terial the relaxation behavior was well de- 
scribed by stretched exponential decay rath- 
er than two exponentials, such as observed 
in the vicinity of a glass transition. Local or- 
ientational ordering similar to that within 
the blue phase was observed over a correla- 
tion length that grows rapidly as the I-BP 
transition is approached. This is in contrast 
to the nematic-isotropic phase transition 
where only the collective reorientation 
modes are affected. The light scattering 
properties of chiral systems have been 
worked out by Hornreich and Shtrikman 
[ 1391, though most experimental studies 
have not made full use of these calculations. 
The results of various experiments [140, 
1411 gave information on fluctuations of 
some of the modes, but were not carried out 
in the most revealing geometry of back scat- 
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ter. Light scattering measurements using 
circularly polarized back scattered light 
[142] in mixtures of CE2 and 7S5 showed 
that for mixtures of low chirality, fluctua- 
tions in the five structural modes expected 
in the isotropic phase of chiral mixtures are 
independent and, as predicted by theory the 
second order transition temperatures di- 
verge from one another as the chirality in- 
creases. In highly chiral mixtures, fluctua- 
tions associated with the highest second or- 
der phase transition temperature deviate 
from the normal temperature dependence. It 
seems that the fluctuations in the structural 
modes are coupled in highly chiral systems, 
but no theoretical calculations of this phe- 
nomenon exist. 

5.5.3 Smectic Phase Transitions 

It is clear that the transition from a nematic 
(or cholesteric) to a smectic phase will re- 
sult in the divergence of certain of the elas- 
tic constants. In particular, k,,  and k, will 
diverge at the N-SmA phase transition. The 
type of divergence observed will depend on 
the nature of the phase transition, which can 
be either first or second order [143, 1441. 
The transition is second order if the nemat- 
ic phase is sufficiently wide, such that the 
nematic order parameter is saturated at the 
transition. Both de Gennes [145] and 
McMillan [146] developed theories of the 
SmA-N phase transition that have implica- 
tions for light scattering. The form of the di- 
vergence of the twist and bend elastic con- 
stants can be written as: 

The diverging part of the constant is includ- 

ed in the final term of the above expressions, 
containing the coherence lengths (el, and el). The temperature dependence of the di- 
vergence depends on the model used. Mean 
field theory (McMillan) predicts that <,, and el diverge as (T- Tc)-1'2, while de Gennes 
predicts (T-  TJ" and the critical exponent, 
v = 0.66 in the liquid helium analogy. On the 
smectic side of the transition, B and K 
diverge as (Tc-T)' (mean field) and 
(Tc- T)o.66 (helium analogy). However, un- 
like the superfluid and superconducting 
problem, the correlation length exponents 
are weakly anisotropic for materials stud- 
ied. The work of Hosain et al. [147, 1481 
recognizes the anisotropy of the de Gennes 
model and for kl  diverging to infinity pre- 
dicts the exponent associated with splay to 
be half the twist coefficient exponent. The 
behaviour of the elastic constant above the 
nematic to SmC transition was predicted by 
Chen and Lubensky [149] to vary as c2, in 
contrast to the e3', for SmA systems. 

Experimental studies of pretransitional 
phenomena in the nematic phase seem 
somewhat inconclusive. Static studies 
above the N-SmA transition found the twist 
coefficient exponent [l50, 1511 and other 
values [152] to be too small to agree with 
theory, though dynamic experiments found 
pure twist fluctuations to follow mean field 
theory [153]. For a second order N-SmA 
transition in CBOOA ( p-cyanobenzilidene- 
p-octyloxyaniline) [ 1541, the twist elastic 
constant was found to diverge with a criti- 
cal exponent of 0.66, in agreement with de 
Gennes prediction. Pretransitional diver- 
gence in the splay, twist [155] and bend 
[156, 1571 viscosity and elastic constants 
has also been observed in 8CB. Transitions 
to monolayer and bilayer smectics are found 
to be totally analogous, and it was found that 
the helium analogy holds only for the ne- 
matic phase [158], breaking down for 
T< T,. It is clear that the origins of the dis- 
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Figure 11. The parallel (a) and per- 
pendicular (b) correlation lengths as 
a function of reduced temperature 
determined for 8CB, 9CB and mix- 
tures thereof. In (b) the 8CB and 
9CB data are multiplied by 100 and 
10 respectively for clarity. (Redrawn 
from [ 1661). Non-integral chain 
lengths are based on mixture com- 
position. 

0.0001 0.001 0.01 
Reduced Temperature 

crepancies between theoretical predictions 
and experiment require further examina- 
tion. 

Experimental studies of the critical beha- 
viour of the layer constant B [ 159-1641 con- 
firm the power law dependence, but again 
do not yield the expected exponents. In the 
case of mixtures of 60CB/80CB [ 1651 the 
simple power law was found to apply only 
to pure 80CB. A study of the nCB’s by Lit- 
ster et al. [166] found a linear decrease in 

the parallel correlation length as the tricrit- 
ical point was approached, Fig. 1 1. The tri- 
critical point was found to occur at an equiv- 
alent chain length of -9.1 CB, determined 
from mixtures of the nCBs. An equivalent 
chain length of n =9.1 is a mixture of 90% 
9CB plus 10% 10CB. The de Gennes scal- 
ing relation [ 1671 between elastic constants 
and smectic correlation lengths holds as the 
effective critical exponents become small- 
er. In plane fluctuations at the SmA-N tran- 
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sition in 8CB and 80CB have been studied 
by Mondain-Monval et al. [168], deducing 
experimental geometries to study the four 
components. Witanchchi et al. [ 1691 found 
that the behaviour at the N-SmC 
transition followed the behaviour predict- 
ed by Chen and Lubensky, but near a 
N-SmA-SmC multicritical point, both 
layer and tilt fluctuations exist and none of 
the existing models adequately described 
the behaviour. 
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6 Brillouin Scattering from Liquid Crystals 

Helen E Gleeson 

With the exception of Raman scattering, 
light scattering probes matter on a length 
scale that is long compared with molecular 
dimensions, and therefore studies collective 
behaviour. It is a valuable tool to study the 
hydrodynamic modes of a system in which 
long lived modes occur with decay times 
proportional to some power of the wave- 
length. Behaviour such as this arises from 
either conservation laws or symmetry. In an 
isotropic fluid, conservation of momentum, 
energy and mass leads to five variables with 
hydrodynamic behaviour (density, temper- 
ature and three components of momentum). 
Whether such modes propagate or decay de- 
pends on the system and it should be noted 
that propagating modes must occur in pairs 
due to time reversal invariance. In an iso- 
tropic fluid, there are two propagating 
modes (longitudinal sound waves) and three 
diffusive ones (temperature and two trans- 
verse shear waves). In nematic liquid crys- 
tals, symmetry considerations show that 
there are long lived excitations that can be 
continuously broken, leading to two direc- 
tor modes that decay diffusively and which 
were discussed in detail in the preceding 
section of this chapter. In the case of the 
smectic A phase, there are six hydrodynam- 
ic variables; two always propagate (longi- 

tudinal sound waves; 1st sound), two always 
decay diffusively (temperature and shear/ 
transverse waves), and two are transverse 
waves that may either propagate (2nd 
sound) or decay diffusively, depending on 
the orientation of the mode wave vector. 
Static light scattering from smectic A 
systems, discussed previously, does not 
probe the hydrodynamic behaviour of the 
system. Indeed the first and second sound 
modes in smectic systems are probed by 
Brillouin scattering. 

Brillouin scattering is inelastic scattering 
of light from alternate layers of compression 
and rarefaction produced by phonons in a 
material. The frequency shift of the Bril- 
louin scattered light is very small (typi- 
cally <lo" Hz) and can therefore be diffi- 
cult to separate from the Rayleigh peak. The 
frequency of Brillouin scattered light may 
be increased or decreased with respect to the 
central Rayleigh peak, as shown schemati- 
cally in Fig. 1. Whereas the quasielastic 
Rayleigh scattering may be measured using 
techniques including photon correlation 
spectroscopy, the frequency range lo8 to 
10' ' Hz is measured using interferometric 
techniques, usually a Fabry-Perot etalon. 

Conservation of energy ( A % )  and mo- 
mentum ( A  k )  in the Brillouin scattering pro- 

0 
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Polarised 

Depolarised 

Figure 1. A schematic diagram showing the relative 
positions of Rayleigh and Brillouin scattering peaks. 
The incident light has frequency coo and the Brillouin 
frequency shift is %. The widths of the Brillouin and 
Rayleigh peaks (rB and r,) are also shown. 

cess gives: 

A mi - A  co, = coB 

A k, - A  k, = A k 

where k, and k ,  are the incident and scattered 
wave vectors and coi and co, the incident and 
scattered frequencies respectively. As the 
speed of sound is v, = co,/k, and since coi - a,, 
the Brillouin frequency shift is given by: 

Here, 8 is the scattering angle and n the re- 
fractive index of the medium. The Brillouin 
doublet at coi k w, is broadened due to acous- 
tic damping of the propagating phonons, and 
in a non-relaxing medium the broadening is 
given approximately by: 

r B = a v ,  (3) 

The sound attenuation coefficient, a, is k2 
dependent. As already mentioned, light 
scattering is especially useful in the study 
of systems where long lived hydrodynamic 
modes occur with decay times proportional 
to some power of the wavelength. Here, the 
conservation of energy and momentum in a 

liquid decay imply times of the Brillouin 
scattering proportional to k2.  

6.1 Brillouin Scattering 
in the Isotropic 
and Nematic Phases 

A number of studies of the velocity and ab- 
sorption of second sound in liquid crystals 
have been carried out via Brillouin scatter- 
ing, and much of the work is reviewed by 
Schaetzing and Litster [ 11. Several studies 
have been made for the isotropic and pre- 
transitional regime [2-131 of mesogens and 
for the nematic [ 14,151 phase, where the re- 
sults are essentially the same as for isotrop- 
ic liquids. Adiabatic sound velocity and at- 
tentuation coefficients are determined from 
the width and shift of the Brillouin peaks. 
Vaughan [14] observed a discontinuity in 
sound velocity for the nematic to isotropic 
transition. Bradberry and Vaughan [16, 171 
studied Brillouin scattering from 8CB 
(octylcyanobiphenyl) at the I-N and N-SmA 
transitions, as well as within the phases; the 
results within the smectic phase are dis- 
cussed below. Hypersound studies of 80CB 
(octyloxycyanobiphenyl) were made more 
recently by Gleed et al. [ 181, via Brillouin 
spectroscopy, again over the complete phase 
range, as shown in Fig. 2. In agreement with 
Vaughan, a pronounced discontinuity in the 
sound velocities measured at the I-N tran- 
sition indicated a strongly first order phase 
transition. 

The isotropic phases of the nCBs (alkyl- 
cyanobiphenyls) were also studied by But- 
ler [19] over wide temperature ranges in- 
cluding both pretransitional and normal liq- 
uid regions of the fluid. No evidence of pre- 
transitional effects was observed in the Bril- 
louin shifts, even for 12CB which exhibits 
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0 perpendicular velocity 
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Figure 2. The temperature depen- 
dence of the hypersound velocity for 
different orientations parallel and per- 
pendicular to the director in the SmA, 
N and isotropic phases of 80CB 
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a smectic A to isotropic phase transition. 
Similarly, there was no departure from the 
normal behaviour in the relaxations of the 
sound velocity, measured from the angular 
dependence of %. Pure liquid like behavi- 
our (shift is approximately linear with tem- 
perature) is observed at higher temperatures 
whereas at lower temperatures close to the 
phase transition, a dispersion is observed 
probably indicating the occurrence of some 
molecular association. The nematic to iso- 
tropic phase transition was examined in 
further detail as a function of pressure by 
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Shichijo and Takemura [20], see Fig. 3. The 
pressure dependence of density and adiabat- 
ic compressibility were studied in the ne- 
matic materials MBBA [N-(p-(methoxy- 
benzy1idene)-p'-butylaniline] and EBBA 
[N-(p-(ethoxybenzy1idene)-p'-butylani- 
line)]. No pretransitional effects were ob- 
served, even at high pressure, and they con- 
cluded that 2nd sound does not couple to 
molecular fluctuations. 

Both polarized and depolarized light scat- 
tering from the isotropic phase of 6CB 
have been undertaken recently using a type 

A 

f 

Figure 3. The pressure variation of 
the sound velocity for MBBA at vari- 
ous temperatures. (From [20]). 
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Figure 4. Typical Brillouin spectra 
showing the angular dependence at 
three different values of the scattering 
angle 8. (a) (8=7.0"; (b) 8=48.6"; 
(c) 8=83.0". (Redrawn from 1221). 

of optical beating spectroscopy, in which the 
usual Fabry-Perot etalon used in Brillouin 
scattering experiments was replaced with a 
spectrum analyser [21], and a resolution as 
high as 1 kHz over the range 104-109 Hz 
was achieved. The observed Brillouin and 
Raleigh spectra agree well with the theoret- 
ical predictions. 

Brillouin scattering from the nematic 
(racemic) lyotropic polymer poly-y-benzyl 
glutamate (PBG) shows a significant anisot- 
ropy in both the sound velocity (22%) and 
the Brillouin linewidth (40%) in the solu- 
tions [22], when measurements are made at 
different angles with respect to the nematic 
director. Figure 4 shows typical Brillouin 
spectra of PBG as a function of scattering 
angle. This work indicates the importance 
of elastic relaxations due to concentration 
fluctuations in these nematic polymeric ma- 
terials. 

6.2 Brillouin Scattering 
in the Cholesteric 
and Isotropic Phases 

A theoretical treatment of Brillouin scatter- 
ing from cholesteric liquid crystals is given 
by Parsons and Hayes [23, 241. Brillouin 
scattering studies in cholesteric liquid crys- 
tals show the scattered light is polarised al- 
most entirely in a plane perpendicular to the 
scattering plane. As the temperature is in- 
creased, the Brillouin peaks become larger 
and shift towards their related Rayleigh 
peak. They are shifted to either side of the 
exciting frequency w0 by the frequency of 
the hypersonic excitation given by: 

(4) R = ( 2 q  n vlc) sin(W2) 
Several studies of Brillouin [25-281 and 
stimulated Brillouin [29] scattering have 
been carried out for cholesteryl esters, 
though the reports are to some extent con- 
tradictory, probably due to impurities in the 
materials. The measurements of threshold 
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power in stimulated Brillouin scattering all 
show a gain curve that is almost indepen- 
dent of temperature. 

6.3 Brillouin Scattering 
in the Smectic A Phase 

Martin et al. [30] showed theoretically that 
there are two acoustic modes that propagate 
in the smectic A phase with differing sound 
velocities. The propagating modes in a 
smectic A material are the two longitudinal 
modes that propagate for all orientations of 
the scattering vector, 4 (normal sound 
waves), and two transverse wave modes 
(second sound) due to changes in interlayer 
spacing at approximately constant density. 
The second sound modes propagate provid- 
ed the scattering vector is neither along nor 
perpendicular to the director: 

1. For 4 parallel to the director, no, the sec- 
ond sound mode becomes two diffusive 
modes (a shear mode and a permeat’ 
mode). The first sound mode is still ex- 
hibited in this case. 

2. For 4 perpendicular to the director, no, the 
second sound mode again disappears, be- 
coming a shear mode and a layer undula- 
tion mode. In this case the mode plays the 
same role in the SmA phase as the direc- 
tor Mode 1 does in nematic liquid crys- 
tals. 

The speeds of the propagating waves are 

t3 

given by: 

v:+v; =( l /p){c , I  +(c33-c1,~c0s24)}, 

vtv;  = ( l / p 2 )  ( ~ 1 1 ~ 3 3  - c;~)  cos2 Q sin2 Q 

vl and v2 are the velocity of the 1st and 2nd 
sound respectively, p is the density and 4) is 
the angle between the scattering vector and 

the director. The parameters C,  are the elas- 
tic stiffness constants that relate stress and 
strain in elastic theory. Symmetry consider- 
ations in the smectic A phase together with 
the inability of smectic layers to support 
shear leave only the components of C,  giv- 
en in Equation ( 5 ) .  C, can be related to the 
elastic constants of de Gennes [31]; 

GI =Ao,  
c33 + CI 1 - 2cl3 = Bo, 
c, 1 - c,, = -c, (6) 

where A, and Bo are elastic constants corre- 
sponding to changes in volume and interlay- 
er spacing respectively, while Co represents 
the coupling between them. It should be not- 
ed that whilst the constant Bo is analogous 
to the constant B discussed in Chapter VIII 
Section 5 ,  it is not exactly the same; the elas- 
tic constants for Brillouin scattering are adi- 
abatic rather than isothermal. The second 
sound velocity (given by (B/P)”~)  [32] is 
typically -lo4 cm s-l, much less than the ve- 
locity of first sound. In ordinary smectics, 
propagation of 2nd sound is an overdamped 
mode with a relaxation rate given by: 

r h14: 
P 4 -  (7 )  

The first Brillouin scattering measurements 
on the smectic A phase were made by Liao 
et al. [33] who confirmed the predictions of 
the propagating mode structure in both 
smectic A and smectic B phases. The first 
and second sound velocities were measured 
for racemic P-methylbutyl p-[@’-methoxy- 
benzylidene)amino]cinnamate, and they 
showed that the first sound speed is almost 
isotropic with a minimum in the off-symme- 
try direction, with the speed of second sound 
being extremely anisotropic. The data are 
well described by theory. No 2nd sound 
measurements were made for 4)>45”, indi- 
cating very anisotropic damping that was at- 
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tributed [34] to a slow relaxation of the di- 
rector dominant over the faster relaxation of 
the 2nd sound. An increase in the damping 
was predicted [35] for @=45", but this the- 
ory also predicts that the 2nd sound should 
be observed at higher angles. From the 
measurements of the velocities of 1st and 
2nd sound, Liao et al. derived values for the 
adiabatic elastic constants as a function of 
temperature. A,, associated with 1st sound, 
was continuous across the phase transitions, 
but B, and C,  were very temperature depen- 

Figure 5. Hypersound velocities (a) 
and Brillouin frequency shifts (b) as 
a function of temperature for 8CB, 
redrawn from [ 161. The notation of 
[16] is also used: L refers to the di- 
rector perpendicular to k,  and k,, 
M refers to the director parallel to ki 
and perpendicular to k,,  and N has 
the director parallel to k,, and per- 
pendicular to k,. 

70 80 

dent, and there is some evidence that they 
disappear at the SmA-N phase transition. 
Bradberry and Vaughan [16, 171 measured 
the speeds of 1st and 2nd sound very close 
to the SmA-N phase transition of 8CB, and 
whilst the results for A, agree with those of 
Liao et al. B, and C, were relatively inde- 
pendent of temperature and finite at the tran- 
sition. The coefficient C1 was determined 
tobe(3.07+_0.27)x109Nm~2at250C, and 
(2.50 k0.23) x lo9 N m-* at 50 "C. Their 
data are shown in Fig. 5. 
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Bradberry and Clark [36] measured the 
hypersound velocity as a function of tem- 
perature in the homologues nCB, in both the 
nematic and smectic A phases. The meas- 
urements were made in the two principal di- 
rections, parallel and perpendicular to the 
director, and the velocities were observed to 
be asymmetric in all phases. Gleed et al. 
[ 181 considered the angular dependence of 
second sound in the smectic phase of 80CB, 
finding it too to be asymmetrical. The dis- 
continuity of the hypersound velocity at the 
nematic to smectic A phase transition led 
them to identify it as weakly first order. Bril- 
louin scattering from lyotropic lamellar 
phases shows that at GHz frequencies the 
bending rigidity of surfactant layers in a 
swollen lyotropic lamellar liquid crystal is 
approximately lo3 times larger than that 
found at low frequencies using other tech- 
niques [37]. Finally, mention should be 
made of a recent theoretical study of stimu- 
lated Brillouin scattering in smectic A liq- 
uid crystals [38]. Expressions are derived 
for the second sound wave amplitudes, and 
estimated gains are one to two orders of 
magnitude higher than those in isotropic liq- 
uids. 

6.4 Brillouin 
in the Smectic 

Scattering 
C Phase 

The number of dissipative coefficients in the 
smectic C phase is considerably more than 
for either of the uniaxial smectic A or ne- 
matic phases which have only five indepen- 
dent viscosity coefficients. Nonetheless, 
some similarities can be considered, partic- 
ularly in the elastic constants of the smec- 
tic C and SmA phases. Both exhibit layered 
structures in which the layers can slide free- 
ly over one another. Thus the only uniform 
stresses that will produce strains are along 

the layer normal. To a first order, the elas- 
tic constants of the two phases are therefore 
similar, and it is these first order constants 
that determine the speeds of sound. Thus, 
the propagating mode structures of the 
smectic C and smectic A phases should be 
similar; the 1st sound should be relatively 
isotropic with an off-axis minimum, where- 
as the 2nd sound should be asymmetric and 
zero in the directions that the mode becomes 
diffusive. There are very few experimental 
studies of Brillouin scattering in the smec- 
tic C phase, though some ultrasonic meas- 
urements of 1st and 2nd sound have been 
made. 

New ferroelectric smectic phases formed 
from achiral polar molecules (denoted 
SmAF phases) have been recently examined 
theoretically by Prost et al. [39]. Second 
sound in such phases is predicted to obey a 
more complex equation of motion than pre- 
viously considered, and a new mode is 
shown to propagate at macroscopic wave- 
lengths. So far, no experimental evaluation 
of the prediction exists. 
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7 Mossbauer Studies of Liquid Crystals 

Helen l? Gleeson 

Mossbauer investigations of materials con- 
sider the recoil free emission or resonant ab- 
sorption of nuclear gamma rays. The 
Mossbauer effect [ l ]  relies on the fact 
that some of the energies associated with nu- 
clear events are relatively small, often no 
larger than chemical binding energies 
(-1-10 eV), or, more pertinent to liquid 
crystals, the energies characteristic of lat- 
tice vibrations ( 10-2-10-' eV). In particu- 
lar, the energies associated with the recoil 
imparted to a nucleus by the emission of a 
low energy gamma ray falls into the appro- 
priate regime. 

Prior to the work of Mossbauer, the kin- 
ematics of gamma ray emission were usual- 
ly studied with respect to free atoms. Con- 
sideration of the conservation of energy and 
momentum before and after emission of the 
gamma ray by an excited nucleus in a free 
atom shows that the recoil velocity of the at- 
oms is independent of its initial velocity. 
Further, the fraction of available energy loss 
to the atom is extremely small, typically 1 
part in lo7, as the emitted gamma ray has 
most of the energy lost by the excited nu- 
cleus. However, the small recoil energy of 
the atom becomes significant when it is 
compared with the uncertainty in the ener- 
gy of the gamma ray. The line width of the 
gamma radiation (defined by the half life of 

the excited state leading to its emission) is 
usually -lop9 eV, that is very much smaller 
than the energy lost in nuclear recoil. Thus 
the absorption and emission lines do not 
overlap and nuclear resonance absorption is 
not observable. (This is in contrast to the 
case of atomic radiation where the energy 
emitted is typically lo4 times smaller and 
the line widths are comparable to the nucle- 
ar case. As the recoil energy is smaller than 
the line width, resonant absorption of light 
is readily observable.) A radioactive source 
may be brought into the resonant scattering 
condition if it is rapidly spun. Then, the en- 
ergy E of radiation emitted by the source 
moving towards an observer at a velocity V 
is Doppler increased by an amount EV/c, 
where c is the velocity of light. The veloc- 
ity required to bring the system into the res- 
onant scattering condition is just twice the 
recoil velocity, E/Mc, where M is the mass 
of the isotope emitting the gamma ray. Such 
velocities may be acquired in an ultracentri- 
fuge and are thus experimentally attainable. 

In considering the Mossbauer effect in the 
solid state or in condensed matter, three cas- 
es should be discussed. 

(i) If the free atom recoil energy is large 
with respect to the binding energy of the 
atom in a solid, it will be dislodged from 

0 
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(ii) 

its lattice site. The minimum energy re- 
quired to dislodge an atom is usually 
15-30 eV, and in this case the free at- 
om analysis is applicable. 
If the free atom recoil energy is larger 
than the characteristic energy of the lat- 
tice vibrations (phonon energy), but 
less than the displacement energy, the 
atom will remain in its site and will dis- 
sipate the recoil energy thermally. 

(iii) If the recoil energy is less than the pho- 
non energy, the quantization of the lat- 
tice must be considered, and the energy 
transfer is thus quantized. The emission 
of the gamma ray is accompanied by the 
transfer of multiples of phonon energy, 
(0, f Am, +2Ao, ...) to the lattice. 

When the average is taken over many emis- 
sion processes, the energy transferred per 
event is exactly the free atom recoil energy. 
The fraction of events f that take place with- 
out lattice excitation, provided the recoil en- 
ergy E, is much less than tto (so that two- 
quantum transitions can be neglected) is 
given by: 

(1) 

wherefis often known as the Mossbauer co- 
efficient since only these events give rise to 
the Mossbauer effect. The fraction of the 
elastic (zero phonon) processes is given by: 

f = 1 - ERIAo 

f= exp{- K ~ ( x ~ ) }  (2) 

where K = 2 nlh = E/hc and (x2) is the com- 
ponent of the mean square vibrational am- 
plitude of the emitting nucleus in the direc- 
tion of the gamma ray. To obtain f - 1, K~ (x2) 
must be much less than 1 (i.e. the displace- 
ment of the nucleus must be small compared 
to the gamma ray wavelength). Information 
may be obtained from the recoil free gam- 
ma ray line since the proportion of the spec- 
trum in the recoil free line depends on the 
ratio of (x2) to the wavelength. This will in- 
crease at low temperatures, and no recoil 

free component should occur in liquids 
where (x2) is unbounded as the atomic mo- 
tion is associated with self diffusion. How- 
ever, because (x2) must be averaged over a 
nuclear lifetime, it is possible that it remains 
sufficiently small in liquids to allow detec- 
tion of a recoil free event. It is clearly more 
readily observable in glasses or viscous liq- 
uids. In an anisotropic system where the am- 
plitude of motion is greatest along the axis 
of weakest binding, the recoil free fraction 
will be dependent on the direction of emis- 
sion of the gamma ray. 

Most of the Mossbauer investigations of 
liquid crystals have been in the higher order 
smectic phases or quenched glassy nematic 
or cholesteric states. Theoretical aspects of 
the intensity asymmetry of 57Fe quadrupole 
split lines in smectic or frozen nematic so- 
lutions have been considered by Wilson and 
Uhrich [2] and Kaplan and Glasser [3]. 
Mossbauer studies can allow the evaluation 
of self diffusion coefficients, quadrupolar 
splitting, tilt angles and order parameters. 
Further, an oriented smectic liquid crystal in 
a magnetic field can serve as a matrix which 
cooperatively orients the solute, creating a 
monocrystal of the solute and allowing stud- 
ies of the solute material in a specific geom- 
etry to be performed. 

Mossbauer studies of glassy nematic 
[4-61, cholesteric 17, 81 and smectic [9-121 
liquid crystals allow the determination of 
characteristic Debye temperatures, order 
parameters, intramolecular and lattice con- 
tributions to the nuclear vibrational aniso- 
tropy, and molecular orientation [ 131 in the 
liquid crystal states. For example, Bekeshev 
et al. have shown from In f’ versus temper- 
ature data at very low temperatures that 
MBBA IN-(p-methoxybenzy1idene)-p-bu- 
tylaniline] and some liquid-crystalline di- 
substituted derivatives of ferrocene have 
weak intermolecular bonds that result in the 
appearance of additional degrees of free- 
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dom above -250 K. Measurements made of 
1 ,1'-diacetylferrocene (DAF) in the super- 
cooled smectic A glass state of 4-n-octyl- 
oxyphenyl4-n-nonylbenzoate [ 141 allowed 
the determination of Debye temperatures 
that were lower in the smectic glass phase 
than in the crystalline state of the material. 
Similar measurements were made in the 
glassy smectic C phase of 7SS [IS]. Some 
Mossbauer studies have also been made on 
the nematic and smectic phases of materi- 
als. Mossbauer investigations were made on 
the smectic and nematic phases of 4,4'-dihep- 
tyloxyazobenzene at temperatures between 

70°C and 100°C and used to deduce the 
angle of the molecules in the smectic layers 
to be (4O-cl5)" in a sample aligned in a 
magnetic field [ 161, in good agreement with 
ESR and X-ray measurements. 

Many Mossbauer spectroscopy experi- 
ments have been carried out on the glassy 
smectic B phase [ 17-20]. For example 57Fe 
was used to study a SmB phase using two 
different solute molecules [21]; ferrocenyl- 
4'-methoxyaniline (FMA) and ferrocenyl- 
4'-n-butylaniline (FBA). This work deter- 
mined order parameters for the different 
probe molecules of S=O.28 (FMA) and 
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S =0.24 (FBA) at 110 K. Measurements of 
f versus temperature were made and Debye 
temperatures found to be -23 K lower in the 
SmB glass than the crystalline phase of the 
material. A small anisotropy in the vibra- 
tional modes of the SmB phase was also re- 
ported from angular Mossbauer measure- 
ments. Most of the published work has used 
57Fe, though the Mossbauer effect of tin 
bearing solute molecules has also been stud- 
ied [22]. 

The tilt angle and lattice contribution to 
the vibrational anisotropy in an H-phase of 
a mesogen was studied via the anisotropy of 
the recoil free fraction [23]. Other Moss- 
bauer studies examined anisotropic diffu- 
sion at a glass transition involving an H 
phase to supercooled H phase transition 
temperature [24]. 

Studies of molecular mobility in various 
microregions of polymeric liquid crystals 
were made by Kosova et al. [25]. Estimates 
of characteristic Debye temperatures and 
mean square vibrational amplitudes of the 
label molecules ferrocene (F) and ferrocene 
aldehyde (FA) were used to determine the 
rigidity of regions in both the vitreous and 
liquid crystal phases of poly { 1-[2-(4’-cyano- 
4-biphenyloxy)undecyloxycarbonyl]ethylene } 
(CBO-11-PM). Mossbauer spectra obtained 
in these studies are shown in Fig. 1. 
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Chapter IX 
Applications 

1 Displays 

Ian C. Sage 

1.1 Introduction 

The development of electro-optic displays 
has provided a major impetus to all aspects 
of the study of calamitic thermotropic liq- 
uid crystals [l]. It is exclusively this class 
of materials that has been exploited in dis- 
plays, although many of the electrical and 
optical phenomena exploited have direct 
counterparts in, for example, discotic sys- 
tems 121. In practical terms, at the time of 
writing, only three or four liquid crystal dis- 
play effects are commercially important. 
Many more are of interest from the view- 
point of the historical development of the 
technology, as displays that may become of 
widespread importance in the future, as ef- 
fects with some importance for special ap- 
plications, or simply as illustrations of the 
range and generality of effects available 
from liquid crystal devices. An overview is 
given of the range of display effects that are 
known, bringing out the underlying rela- 
tionships of the different devices. More de- 
tailed discussions of the important displays 
are presented in Chaps. I11 and VI of Vol. 2 
of this Handbook. 

First we consider the important classes of 
display which are based on light guiding, 
optical absorption or variable birefringence 

effects in nematic liquid crystal layers. 
These include the twisted nematic and 
supertwisted nematic devices that dominate 
the commercial production of displays, as 
well as dichroic dyed displays and other less 
well exploited electro-optic effects. The use 
of optical scattering effects in display de- 
vices is considered next, providing a diverse 
range of electro-optic devices. Finally, the 
use of ferroelectric liquid crystal phases in 
providing display effects is described, with 
the emphasis being placed on the use offer- 
roelectric layers as electrically rotatable re- 
tardation layers. 

1.2 Display Construction 

With a few exceptions, which are noted in 
later sections of this chapter, the construc- 
tion of the different types of liquid crystal 
display cell is generally similar [ 3 ] .  The liq- 
uid crystal material is contained between 
two sheets of glass, held parallel and spaced 
apart by a distance of a few micrometres. 
The glass is coated on the inner surfaces 
with a succession of thin optically transpar- 
ent layers that serve specific purposes in the 
operation of the device. Those most com- 

0 
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monly applied include, working successive- 
ly away from the glass surface: 

0 A barrier layer, typically of silica, the pur- 
pose of which is to prevent contaminants 
leaching from the glass and changing the 
properties of either the alignment layer or 
the liquid crystal. 

0 Most colour displays have a subtractive 
filter array deposited on one sheet of glass 
at this point. The filter layer is typically 
fabricated from a dyed polymer layer or 
photographic emulsion and is photolith- 
ographically defined so that red, green 
and blue dots or stripes are in register with 
the pixel pattern of the panel. 

0 An electrically conductive layer, usually 
of indium tin oxide (ITO). This layer is 
patterned by photolithography to define 
the areas that can be activated on the fin- 
ished display. 

0 An insulating layer is often applied above 
the electrodes in order to avoid short 
circuits across the cell caused by small 
conductive particles and to reduce the 
possibility of electrochemical degrada- 
tion of the liquid crystal itself. A thin 
layer minimizes the AC voltage drop and 
maintains a low operating voltage in the 
display. 
An alignment material [4] forms the final 
layer on the glass and is in direct contact 
with the liquid crystal. This layer defines 
the direction along which the director of 
the liquid crystal in contact with it, lies. 
In most commercial displays, the align- 
ment layer is composed of a polyimide, 
which is mechanically rubbed in a single 
direction with a cloth to impart a unique 
directionality to its surface. This type of 
layer will align a (nematic) liquid crystal 
with its director along the rubbing direc- 
tion and almost parallel to the plane of the 
glass, but tilted out of this plane by a few 
degrees in the direction of the rubbing 

treatment. Many other alignment meth- 
ods and materials are known, and some 
are noted as appropriate in the paragraphs 
below. 

The glass plates are fastened and sealed 
round their edges with an adhesive; a gap 
left in the edge seal allows the liquid crys- 
tal to be introduced and is plugged after- 
wards. Small, uniformly sized spacer parti- 
cles may be added to the edge seal material 
and/or dispersed over the area of the display 
to maintain a constant spacing. 

The glass plates are offset at the edge to 
allow electrical contact to be made to the 
IT0  electrodes, which exit there. Contact to 
simple displays is often made through elas- 
tomeric strips containing alternate layers of 
insulating and conductive polymer. Com- 
plex displays requiring many connections 
usually use an adhesive loaded with conduc- 
tive particles to connect directly to a flex- 
ible printed circuit board. In order to achieve 
maximum economy in manufacture, most 
display cells are fabricated en masse on 
sheets of glass 14 inches square or larger. 
The individual cells are separated by cutting 
up the laminate before the liquid crystal is 
filled in. 

After assembly of the cell, most displays 
require polarizing filters to be laminated on- 
to each side to make the electro-optic effect 
visible. These filters are usually attached by 
pressure-sensitive adhesive, and one may 
incorporate a reflector or transflector ac- 
cording to the mode in which the device is 
to be used. In most cases, the liquid crystal 
panel is assembled into a module, which in- 
corporates the drive and decoder electron- 
ics together with a backlight, before it is 
sold. 
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1.3 Quasi-FrCedericksz 
Effect Displays in 
Nematic Liquid Crystals 

1.3.1 The Frkedericksz 
Transition 

Consider first a nematic liquid crystal of 
positive dielectric anisotropy, contained be- 
tween two parallel conductive glass plates. 
The glass plates are treated on their inner 
surfaces to impose a uniform planar align- 
ment without pretilt, and in parallel direc- 
tions on each plate. This alignment can be 
obtained by evaporation of various inorgan- 
ic materials onto the glass from a slightly 
oblique angle of incidence. If a (AC or DC) 

voltage is applied between the plates, there 
is a tendency for the liquid crystal axis hav- 
ing the larger dielectric constant to align 
parallel to the electric field. However, be- 
cause of the zero surface tilt, there is no 
torque on the director and no reorientation 
occurs at low applied voltages. As the volt- 
age is increased, however, a critical point is 
reached at which the zero tilt state becomes 
unstable, and a finite tilt develops at the mid- 
plane of the cell [5]. Further increase of the 
voltage applied to the cell will bring about 
a corresponding increase in the midplane 
tilt, until at high voltages it approaches 90". 
The voltage V, at which the first distortion 
of the director occurs is given by the expres- 
sion: 

Note that, apart from the expected depen- 
dence on the dielectric anisotropy A&, the 
threshold voltage is independent of the cell 
thickness and depends only on the splay 
elastic constant k, This elastic constant 

dependence may easily be rationalized by 
the observation that the initial distortion in 
the Frkedericksz cell is a pure splay of the 
director (Fig. I). At higher applied voltages, 
the director distortion also contains an im- 
portant component of bend. Therefore, the 
slope of the tilt versus voltage curve de- 
pends on the elastic constant ratio k,,lk, , 
[6]. A small value of this ratio makes large 
magnitude distortions, which are mainly 
bend of the director, relatively easy com- 
pared to that at the threshold, and therefore 
makes the gradient steeper. The effect is 
shown in Fig. 2, which compares the tilt ver- 
sus voltage profile of the commercial ne- 
matic liquid crystal mixture E 7 [7] with that 
of a fictitious mixture LC A, having identi- 
cal properties apart from a reduced k,,, suf- 
ficient to provide a k3,/kl ratio of 0.8. Note 
that, in agreement with the discussion 
above, the threshold voltage is unchanged 
by the alteration in /c,~. 

A further influence on the form of the tilt 
versus voltage curve of a Frkedericksz cell 
is illustrated by the curve corresponding to 
LC B in Fig. 2. This fictitious mixture has 
properties similar to those of LC A, but the 
dielectric constant ratio A&/&l has also been 
adjusted to a low value of 0.3. In contrast to 
the cases of E7 or LC A, in this material the 
effective dielectric constant is barely affect- 
ed by the tilt angle of the director. This leads 

Figure 1. Director configuration and associated elas- 
tic distortion in a FrCedericksz cell below (a), slight- 
ly above (b), considerably above (c) the threshold volt- 
age. 
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Figure 2. Tilt angle versus voltage profiles for FrCedericksz cells containing E7, and two fictitious liquid crys- 
tal (LC) materials. LCA has the k , , / k , ,  ratio reduced from 2.7 to 0.8; LCB also has the dielectric constant 
ratio &kL reduced to 0.3. 

to a steeper threshold curve compared to the 
other materials, in which tilt of the director 
is accompanied by a change in the effective 
local dielectric constant and redistribution 
of the electric field in the cell, which is now 
strongest near to the aligning layers where 
the tilt angle is smallest. 

At voltages above threshold, the director 
tilt is a maximum at the midplane of the cell, 
and is lower close to the cell walls. For most 
purposes, and using ordinary alignment 
methods, it can be assumed that the liquid 
crystal director in contact with the cell wall 
does not change its direction under an ap- 
plied field. When the midplane tilt angle ap- 
proaches 90°, further increase in the voltage 
applied to the cell results in the highly tilt- 
ed region extending out to fill an increasing 
proportion of the cell thickness; the distance 
over which the change in orientation of the 
director occurs is in inverse proportion to 
the strength of the applied field [8]. The 
form of the tilt profile through the cell thick- 
ness at different applied voltages is illustrat- 
ed in Fig. 3. 

An important point about the FrCede- 
ricksz transition described above is that the 
director tilt can occur either to left or right, 
and the two deformations are degenerate in 
energy. The degeneracy can be lifted by im- 
posing a small pretilt at the aligning sur- 
faces; the transition then leads to tilt devel- 
oping exclusively in one direction. A con- 
sequence of the finite pretilt in the cell is 
that a torque is experienced by the liquid 
crystal director even at the smallest applied 
voltages. This means that director deforma- 
tion also begins at arbitrarily low voltages. 
In practical terms, the FrCedericksz thresh- 
old voltage remains important as the point 
about which the tilt begins to increase rap- 
idly. 

All of the above discussion has its direct 
counterpart in the bend FrCedericksz transi- 
tion (Fig. 4). In this case, a nematic liquid 
crystal of negative dielectric anisotropy is 
confined between surfaces which impose 
homeotropic alignment, such as glass plates 
treated with an amine or silane surface ac- 
tive agent. The threshold voltage now de- 
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Figure 4. The bend FrCedericksz transition induced in 
a nematic fluid of negative dielectric anisotropy, with 
initially homeotropic alignment. 

pends on k,,, and the steepness of the tilt 
versus voltage curve is maximized by small 
values of k,,lk3, and ( A E I I E ~ ~ .  

1.3.2 Transitions in 
Twisted Nematic Layers 

If one containing surface of a splay FrCede- 
ricksz cell of the type described above is 
turned through an angle of up to 90" in the 
plane of the cell, the nematic director can be 
made to sustain a twisted structure; the di- 
rector remains anchored to the aligning sur- 
faces at their respective new orientations 
and forms a uniform helix in between. At- 

Figure 3. The director 
tilt in a FrCedericksz cell 
as a function of applied 
voltage. 

tempts to generate a twist greater than 90" 
in this way lead to a relaxation to a lower 
twist, lower energy state through the gener- 
ation of disclinations. The behaviour of the 
tilt versus voltage profile in such a twisted 
cell is very similar to that in a FrCedericksz 
device; but, as the applied voltage is in- 
creased, the twist profile changes in a way 
that at first appears unexpected. At zero and 
low applied voltage, the twist is uniform 
through the cell, but as the voltage rises 
above the threshold, it is increasingly con- 
centrated into a narrower layer in the centre 
of the cell (Fig. 5 ) .  This effect is simply a 
consequence of the increasing tilt in this re- 
gion of the cell; as the tilt increases less en- 
ergy is required to sustain a simultaneous 
twist deformation. (In the limit where the 
tilt reaches 90" in any part of the cell, the 
twist angle at that point loses any meaning, 
and no torque can be sustained.) The impor- 
tance of this redistribution of the total cell 
twist in determining the optical properties 
of the device above threshold is discussed 
below. Twisted nematic cells with a twist an- 
gle near 90" [9] form the mainstay of com- 
mercial production of liquid crystal displays 
for watches, calculators and similar low in- 
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Figure 5. Through-cell tilt and twist profiles calculated for a 90" twisted nematic cell containing E7 in the 'off' 
and 'on' states. 

formation content applications. They are al- 
so used extensively as the display elements 
above active matrix backplanes [lo] for 
complex graphics panels. In twisted nemat- 
ic displays, there is the possibility for the 
twist to form either a left- or right-handed 
helix. In practice, one sense of twist is se- 
lected by adding a small concentration of a 
chiral additive into the nematic liquid. The 
twist direction chosen [ 111 must be related 
to the direction of surface tilt at each cell 
wall in order to form a uniformly twisted 
and tilted structure throughout the cell. 

The behaviour of the director tilt profile 
under an applied voltage is little changed by 
a cell twist up to 90", but cells containing 
higher twist angles are of immense practi- 
cal importance. A twist angle greater than 
90" can only be sustained in a cell if the liq- 
uid crystal used is a cholesteric material of 
suitable pitch. In a cell with two convention- 
al aligning layers, the liquid crystal will ac- 
commodate its natural pitch length and align 
with the molecular long axis in the rubbing 

directions on the surfaces. The range of twist 
angle available is then 360(dlP) 290". 

At twist angles above 90°, the twist and 
tilt of the chiral nematic director configura- 
tion begin to interact strongly. By far the 
most significant consequence of an in- 
creased twist angle [ 121 is that the gradient 
of the director tilt versus voltage curve be- 
comes steeper. Ultimately, the gradient 
becomes vertical over some part of the 
switching curve, and at higher twist angles 
a bistable device results. This behaviour is 
shown in Fig. 6. Figure 7 shows the change 
in twist and tilt profiles resulting from a 
small change in voltage applied to a 270" 
twist cell. Comparison with Fig. 5 shows 
that, although the tilt changes much more 
rapidly than in the 90" TN cell, the redis- 
tribution of twist which occurs in twisted ne- 
matic cells is minimal at higher twist angles, 
partly due to the intrinsic cholesteric nature 
of the liquid crystal used. In order to inter- 
pret the effects that are observed it is worth- 
while to consider the expression for the free 
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Figure 6. Mid-cell tilt angle versus voltage for a range of cells having different twist angles, showing the in- 
crease in slope and onset of bistability resulting from the supertwist effect. The liquid crystal is E7 in each case, 
with the pitch length matched to the twist angle. 

energy density of the cell [ 131, which in po- 
lar coordinates and for a director configura- 
tion that is uniform within the plane of the 
cell can be written as 

H = - k l l  (8’sin8)2 1 
2 

1 
2 
1 
2 

+ - k33 ( ~ ‘ c o s ~ ) ~  

+ - k33 (#’sin8 cos8)2 

(2) 
1 D2 
2 E~ (E, ,  cos2 8 + E~ sin2 8 )  

+ -- 

The Helmholtz free energy represented in 
this equation is extremal in configurations 
adopted by the liquid crystal director [14]. 
The symbols have their usual meaning: 8 
and @ are, respectively, the tilt (measured 
from the cell normal) and twist angles of the 
nematic director; P is the pitch length of the 
chiral nematic fluid; and D is the dielectric 
displacement, which is constant through the 

cell thickness and is related to the applied 
voltage by 

(3) 

Five separate additive terms can be identi- 
fied in the right-hand side of Eq. (2); these 
will be referred to as terms I to V in the dis- 
cussion below. Terms I and I11 represent the 
energy due to the splay and bend deforma- 
tions discussed earlier. As the magnitude of 
the director deformation increases, both of 
these terms grow monotonically, but term I 
rises more quickly immediately above the 
threshold. Term I1 represents the twist elas- 
tic energy. Both #’ and P are included in this 
term to allow for deviation of the rate of 
twist away from that due to the natural hel- 
ical structure of a cholesteric liquid crystal. 
The final term V is the dielectric energy. 

The key to the origin of the ‘supertwist’ 
effect, which leads to increased threshold 
steepness, is that at large twist angles where 
the cell becomes bistable, the energy of the 
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Figure 7. Through- 
cell tilt and twist 
profiles calculated 
for a 270" super- 
twisted nematic cell 
containing E7 at 
voltages correspond- 
ing to the 'off' and 
'on' states under 
100-way multiplex 
drive. 

Cell profile 

cell within the bistable range is lower at both 
high and low tilt angles than it is at interme- 
diate values of tilt. In order to account for 
the bistability of highly twisted nematic de- 
vices, therefore, we require to find an ener- 
gy term that is highest at intermediate val- 
ues of director tilt angle. In this context, 
'tilt angle' refers to some average of the tilt 
through the cell. Inspection of the energy 
terms in the equation above reveals that 
term IV has the required form, and more- 
over the factor qY2 means that this term will 
become increasingly important relative to 
the others as the twist angle increases. This 
energy term represents a coupling of twist 
and bend, and its effect is to resist deforma- 
tion of the helical axis. Its effect is evident 
in Fig. 8, in which different terms of Eq. (2) 
are plotted separately as a function of di- 
electric displacement for a 270" twist cell, 
which just fails to be bistable. It can be seen 
that the increase in term IV at intermediate 
tilt angles does indeed make a critical con- 
tribution to the maintenance of a near-con- 
stant free energy over a range of tilt. Cells 
operating near this condition show a very 

steep slope of director tilt versus applied 
voltage, which can be used to provide the 
steep electro-optic threshold required for 
multiplex drive. The supertwist displays 
that dominate the production of alphanu- 
meric and graphics panels using passive ma- 
trix technology use this type of device, with 
twist angles typically in the range 220- 
270". 

At still higher twist angles, the cell be- 
comes fully bistable, and two configurations 
are possible within the cell over a finite 
range of voltage. In principle, this effect can 
be used to implement a storage display [ 151, 
but the switching time is relatively long and 
the bistability is imperfect in the presence 
of dust particles, pixel edges, etc. All these 
highly twisted devices are also subject to an- 
other constraint. It has been assumed in the 
above account that the deformation of the 
director is uniform in the plane of the cell, 
but this turns out not to be the case for some 
highly twisted devices. At twist angles 
above about 180" there is a tendency for the 
cell to form a two-dimensional striped struc- 
ture [16, 171, which scatters light and inter- 
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Figure 8. Elastic and dielectric energy terms in a 270" twist nematic cell as a function of dielectric displace- 
ment. The individual splay, twist and bend contributions to the energy have an approximately similar, monoton- 
ically increasing form, and together almost balance the change in dielectric energy. The twist/bend term then 
makes a decisive contribution towards providing a total energy, which is almost independent of the displace- 
ment; in the cell above the displacement range 1X10-5 to 2 . 2 ~ 1 O - ~  the term corresponds to an increase in mid- 
plane tilt angle from 10" to 60" over the voltage range 2.1-2.26 V. 

rupts the smooth switching processes de- 
scribed. For twist angles up to 360" or more, 
this scattering effect can be controlled by 
use of high pretilt aligning layers at each 
surface, and this is adequate for the manu- 
facture of high-performance supertwist de- 
vices. Special high-tilt polymer aligning 
agents are available for this purpose. 

When the pitch length of the liquid crys- 
tal is substantially shorter than the cell 
thickness, new effects become important. 
Typically, when a voltage is applied to such 
a cell, which contains several helical turns 
of the liquid crystal director within its thick- 
ness, the entire helical structure tilts over to 
give a scattering focal conic-like texture. 
Removal of the voltage at this stage allows 
a recovery to the initial state, which may 
take seconds or many days according to the 
nature of the surfaces and the liquid crystal 
used. If the voltage is raised further, how- 

ever, the helical structure can be unwound 
above a critical voltage: 

(4) 

Such devices can be used in displays, when 
careful switching between the focal conic 
state and the homeotropic nematic state can 
provide a high information format [ 18, 191, 
albeit with slow writing speeds. 

1.3.3 Optical Properties 
of Nematic Layers 

The Frkedericksz transition and its varia- 
tions described above can be used to imple- 
ment electro-optic devices only if the 
change in director configuration is made to 
produce a corresponding change in optical 
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transmission or reflection. Fortunately, 
there is no shortage of optical effects that 
can be exploited for this purpose. These re- 
ly either on the change of effective refrac- 
tive index, or on the change in extinction 
coefficient of a pleochroic chromophore, 
which occurs when the director tilts. In gen- 
eral, both these effects occur together in any 
nematic device, but most practical displays 
are arranged so that one effect dominates the 
behaviour. Pragmatically, it is therefore rea- 
sonable to treat the effects separately, and 
this is the course followed below. A sum- 
mary of the more common displays based 
on nematic liquid crystals is presented in 
Fig. 9. 

The zero twist Frkedericksz cell has a par- 
ticularly simple optical behavior. Consider 
a ray of light passing through the cell at 
normal incidence and polarized along the in- 
itial alignment direction in the plane of the 
cell. As the cell is switched from the zero 
voltage state to the fully switched condi- 
tion, such a ray experiences an effective re- 
fractive index that changes progressively 

from n, to no. The effective index is simply 
given by: 

1 
neff = - I d  (nz cos2 8 + no2 sin2 8)y dz 

dl3 
(5) 

A ray of light with the orthogonal polariza- 
tion experiences no change in refractive in- 
dex; its electric vector remains perpendicu- 
lar to the director as the cell switches, and 
it experiences a constant refractive index 
equal to no. 

If a Frkedericksz cell is laminated be- 
tween two polarizing films with their axes 
perpendicular to one another and at 45" to 
the cell alignment direction, it is easy to see 
that at high applied voltages (where the ef- 
fective birefringence of the liquid crystal 
layer approaches zero) such a device blocks 
light. At lower applied voltages, the light 
may be resolved into components polarized, 
respectively, parallel and perpendicular to 
the liquid crystal alignment direction at the 
cell boundary. These emerge from the cell 
with a voltage-dependent phase difference 

Figure 9. Operating regimes of some common display types based on FrCedericksz-like effects in nematic layers. 
Dichroic dyed devices are represented by the shaded areas, and birefringent and light guiding displays by '+' 
signs and clear boxes. The operating limits shown for each type of device are illustrative rather than decisive. 
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and recombine at the second polarizer. The 
transmitted intensity is then given by 

If the condition holds that d A n 2 A ,  then as 
the cell is switched, the transmitted inten- 
sity of light passes through a series of max- 
ima and minima. The change in transmis- 
sion between the first maximum and mini- 
mum points occurs over a very small por- 
tion of the total switching event in such a 
cell, and therefore can occur over a small 
voltage interval. As will be discussed below, 
this is a desirable quality for a device in- 
tended for a complex information display. 
The transmitted intensity of the cell at zero 
applied voltage depends on the precise cell 
thickness and (temperature dependent) bi- 
refringence of the liquid crystal fluid, which 
is a serious disadvantage for a display de- 
vice. The analogous bend FrCedericksz cell, 
however, does not suffer this defect as it is 
the zero field state in which the effective bi- 
refringence is zero (Fig. 10). In order to 
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make a practical display [20], the surface 
alignment must impart a very small pretilt 
in order to define the direction of field-in- 
duced tilt relative to the polarizers. A less 
tractable problem in using a FrCedericksz 
cell for many purposes is that the transmit- 
ted intensity is wavelength dependent and 
highly dependent on the angle of view. Some 
approaches to reducing these difficulties are 
outlined below; in practice Freedericksz 
cells with modest d A n  have been exploited 
and achieved limited success in displays 
under various designations such as distor- 
tion of aligned phase (DAP), electrically 
controlled birefringence (ECB) and verti- 
cally aligned nematic (VAN) displays. 
Switchable colour filters have been demon- 
strated using the effect, but have not found 
widespread application. 

In twisted cells in which the rate of twist 
is low and the product d A n  is relatively 
large, there is an effective rotation of the 
plane of polarization of light passing 
through the cell equal to the twist angle. The 
optical behavior of such a twisted cell is 
equivalent to that of a stack of birefringent 

2 3 4 

volts 

1 

0.8 

.i 
6 r 

0.4 

0.2 

0 

Figure 10. Effective bi- 
refringence and optical 
transmission calculated 
for a FrCedericksz cell 
operated in the tunable 
birefringence mode 
(cell thickness 10 pm, 
wavelength 633 nm, 
liquid crystal E7). 
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layers with a successive rotation of the op- 
tic axis of each layer. This arrangement is 
known as a Solc filter [21],  and the analy- 
sis of its properties applied to a 90" twisted 
liquid crystal cell having the polarizing fil- 
ters parallel to the adjacent surface align- 
ment directions provides the Gooch-Tarry 
[22] curve shown in Fig. 11, the transmitted 
intensity being given by the expression 

I-1-- sin2 [(z/2) 41 + u2 1 - 
10 1 + U 2  

r--- 

(7) 

(8) 
2d An 

A 
u=- 

Such a 90" twist cell is of particular impor- 
tance for electro-optic displays as it forms 
the basis of the twisted nematic display [23], 
which is the dominant technology both for 
panels of a low to medium information con- 
tent and for use over an active backplane in 
complex displays. The important features of 
the rotation of light by the twisted layer may 
be summarized as follows: 

- Ideal rotation of the plane of polarization 
is obtained for large values of dAn,  and 
for specific values of the parameter 
u=2dAnlA=f i ,  a, d%, etc. 

- For appropriate values of dAn,  nearly 
ideal rotation of the plane of polarization 
can be obtained for a fairly wide range of 
wavelengths. 

- At other values of dAn,  linearly polarized 
input light is changed to an elliptical po- 
larization state. The major axis of the el- 
lipse is rotated with respect to the input 
polarization. 

In a twisted nematic display, the cell is con- 
structed with a d An product close to a point 
on the Gooch-Tarry curve that provides 
ideal rotation of light at visible wavelengths, 
i.e. with a d A n  value usually close to 
0.55 pm or 1.05 pm. Placed between two 
crossed polarizing films with their axes 
aligned with (or perpendicular to) the align- 
ment directions at the cell surfaces, the re- 
sulting rotation of the optical plane of pola- 
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Figure 11. The Gooch-Tarry curve, showing off-state transmission for a 90" twisted nematic cell between par- 
allel polarizers as a function of u = 2d AnlA. 
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rization results in a high transmission. When 
a voltage above the Friedericksz threshold 
is applied to the cell two effects occur, as 
described above. The nematic director tilts, 
decreasing the effective An of the fluid, es- 
pecially near the centre of the cell, and the 
twisted region is also compressed into the 
centre of the cell, thereby decreasing the ef- 
fective d of the layer. The overall effect is 
therefore drastically to reduce the optical 
activity of the cell, and the display in this 
state shows a dark appearance representa- 
tive of the two crossed polarizing films. 

The optical behaviour of the twisted ne- 
matic cell at oblique angles of incidence 
[24] is complicated by the residual optical 
activity of the liquid crystal layers close to 
the cell walls. In these layers, the splay of 
the director can result in a change in the po- 
larization state of obliquely incident light, 
similar to that induced in normally incident 
light by a director twist. The effect is high- 
ly directional, because the liquid crystal di- 
rector in the centre of the cell is tilted in a 
unique direction (at 45" to each of the sur- 
face alignment directions). The overall re- 
sult is that contours of constant contrast 
about the viewing cone of a twisted nemat- 
ic cell have a pronounced cardoid or lobed 
shape. From certain viewing directions, the 
contrast of the cell can even be inverted. 

As the rate of twist in a liquid crystal cell 
increases, the ability of the layer to rotate 
the plane of polarization of light is dimin- 
ished. The light becomes elliptically rather 
than linearly polarized, and the major axis 
of the ellipse is rotated. This is the situation 
in the liquid crystal cells used for the super- 
twisted nematic display. Such displays are 
therefore normally operated in a variable bi- 
refringence mode [25]. In order to allow for 
the optical rotatory power of the liquid crys- 
tal layer, special choices of the optical thick- 
ness of the layer and the angles at which the 
polarizing filters are set allow efficient 

interference of two elliptical modes of light 
at the analyser and provide a high contrast 
supertwisted birefringence effect (SBE) dis- 

The first supertwisted nematic displays 
using the birefringence effect, like other 
birefringent displays of the time, suffered 
from objectional coloration effects. These 
occur because a birefringent slab provides a 
retardation that is almost constant as a func- 
tion of wavelength. Only one wavelength of 
light matches this figure to undergo ideal 
constructive or destructive interference, and 
it follows that the transmitted intensity of 
light is highly wavelength dependent. In the 
case of supertwisted nematic displays, this 
led to a blue on yellow display. The effect 
can be minimized by using a small d A n  
product in the device. In the case of a super- 
twist device this results [26] in the optical 
mode interference (OMI) display, which is 
almost black and white, but has a brightness 
almost half that of SBE devices [27]. A more 
satisfactory solution to the coloration 
problem has been found in the use of exter- 
nal birefringent compensation layers on the 
display. Initially, a second (unpowered) liq- 
uid crystal cell was used for this purpose 
[28], but stretched polymer sheets [29-311 
are now commonly used. Liquid crystal cell 
compensators are made with similar d An to 
the display cell and identical twist angle 
with opposite sense of twist. Birefringent 
film compensators may be used singly or in 
pairs on one or on each side of the display 
cell. All these techniques are capable of pro- 
viding, high contrast, high brightness black 
and white displays. Double cell devices are, 
however, little used today because of their 
greater weight and cost compared to those 
using plastic film. 

The use of birefringent polymer layers 
has subsequently been applied to other types 
of display. These include compensated ver- 
sions of the bend Friedericksz cell operat- 

play * 
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ed in birefringence mode [32] and of the 
twisted nematic device [33]. In many cases, 
the main motivation has been improvement 
of the viewing angle properties of the dis- 
play rather than removal of coloration. 

1.3.4 Nematic Devices 
with Wider Viewing Angle 

The widespread use of the twisted nematic 
device as the display mode above an active 
matrix array has highlighted its shortcom- 
ings. Such displays, which command a sig- 
nificant price premium in the marketplace, 
are subject to increasing scrutiny over the 
quality of the image. The narrow and non- 
uniform viewing cone of the normal twist- 
ed nematic display is increasingly viewed 
as an unacceptable aspect of performance, 
and various approaches have been described 
that seek to provide a better solution [34]. 

One important approach [35] is to divide 
each pixel in a twisted nematic display into 
separate domains, each of which provides 
its highest contrast when viewed from a dif- 
ferent direction. When the display is in use, 
the eye averages the intensity of the domains 
and, by using a four-domain structure on 
each pixel [36], a nearly uniform angle of 
view can be achieved. Fabrication of devic- 
es using this technique is difficult; manipu- 
lation of the twisted nematic viewing cone 
relies on providing different alignment di- 
rections on the cell surfaces within each do- 
main and/or achieving different senses of 
helical twist direction. Different alignment 
directions on a single pixel can be achieved 
by the process of depositing a polyimide 
layer, which is partly protected by a photo- 
resist layer before rubbing. The resist is then 
stripped off, the rubbed area is protected by 
a second photoresist layer, and the substrate 
rubbed again along a different axis. This ba- 
sic procedure has been elaborated in sever- 

al ways. Notably, by use of two substrates 
each carrying patterned areas of high- and 
low-tilt polymer, it is possible to achieve a 
four-domain pixel having regions of oppos- 
ing tilt and twist. The twist direction in this 
case is stabilized not by a chiral additive, 
but by the interaction of the pretilt directions 
at the two surfaces. Although these multi- 
domain devices achieve a very satisfactory 
uniform angle of view, this is at the expense 
of a reduction in overall contrast and a con- 
siderable increase in the complexity of the 
production process. 

Standard variable birefringence effect de- 
vices have a poor angle of view because the 
effective through-cell birefringence of the 
device is a function both of the zenithal an- 
gle of incidence of light, and the azimuthal 
angle between the light incidence axis and 
the tilt direction of the liquid crystal direc- 
tor in the centre of the cell. The latter effect 
can be eliminated by exploiting the self- 
compensating capacity of a cell [37, 381 in 
which the liquid crystal director is near pla- 
nar at the surfaces, but vertical at the centre 
of the device. This type of device has been 
termed a Pi-cell; the device has available 
liquid crystal configurations with a twist of 
Pi as well as that described above which has 
a director bend of near Pi. The electro-op- 
tic switching of the device involves a change 
in tilt of the liquid crystal layers close to the 
cell walls. Because the thickness of the ef- 
fective switching layers is small, the speed 
of the device is significantly faster than 
would be expected from consideration of the 
full cell thickness, and is improved further 
by the fact that unlike most liquid crystal de- 
vices, the flow-related torque induced by 
switching does not oppose the director re- 
alignment. As a tunable birefringence shut- 
ter the device has a good uniform angle of 
view, as the tilt directions in the upper and 
lower halves of the cell oppose one another. 
A change in light incidence direction will, 
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in general, lead to a decrease in effective bi- 
refringence in one half thickness of the cell, 
accompanied by a corresponding increase in 
effective birefringence in the other half. Un- 
fortunately, the switching voltage is usual- 
ly significantly higher than that of a twist- 
ed nematic cell. 

A further device that shows some prom- 
ise for high-quality displays is the in-plane 
twisted nematic cell [39,40]. The switching 
of this device is achieved by the use of inter- 
digitated electrodes on one cell wall, giving 
a transition from a planar untwisted struc- 
ture to a planar twisted one. The twist does 
not develop uniformly through the cell as in 
a twisted nematic cell off state, but the max- 
imum twist is developed near to the elec- 
trode-bearing surface. The optical behavi- 
our of the structure is complicated; success- 
ful application of this device will rely on 
careful control of fringing field as well as 
device optimization and development of 
fabrication techniques for the electrode pat- 
tern. The device provides a wide viewing 
angle because of the absence of tilt in the 
structure. 

1.3.5 Dichroic Dyed Displays 

A liquid crystal layer containing a suitable 
dichroic dye (Fig. 12) absorbs polarized 
light efficiently only if the polarization axis 
is coincident with the director (assuming the 
dye is a normal dichroic one which has posi- 
tive dichroism). The guest-host interaction 
between the rod-shaped dye molecule and 
the liquid crystal host serves to align the dye 
and its transition moment, even though the 
dye usually has no liquid crystal phase. This 
provides an alternative means to modulate 
light in a liquid crystal device, which can 
reduce or eliminate the need for external 
polarizing filters. In general, the effective 
order parameter of a dichroic dye is much 

Figure 12. Absorption of light by a dichroic dye is 
weak in the geometries illustrated at (a) and (b), where 
the electric vector of the light is perpendicular to the 
chromophore axis. Strong absorption is obtained when 
the vector and axis are aligned as in geometry (c). 

lower than that of a polarizing filter, and it 
is difficult to obtain a contrast ratio from a 
dichroic display as high as the one obtained 
from, for example, a twisted nematic device, 
but the brightness can be superior. The ab- 
sorption of light is superimposed on the bi- 
refringence effects referred to above: for 
practical systems, refractive index anoma- 
lies arising from the absorption bands can 
generally be ignored in display applications. 

A dichroic dyed Frkedericksz cell can ab- 
sorb incident light only if the sense of pola- 
rization is parallel to the off-state alignment 
direction. The perpendicular mode must be 
removed by a polarizer if a high optical con- 
trast is to be achieved. In the on state at high 
applied voltages, the dyed liquid crystal di- 
rector is substantially perpendicular to the 
plane of polarization of incident light 
throughout the cell thickness, and light is 
not absorbed strongly. The resulting device 
[41] is known as a Heilmeier display. The 
optical contrast ratio in the Heilmeier dis- 
play is determined by the order parameter 
of the dichroic dye used: 

(9) 
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Stable dyes in a variety of colours are avail- 
able with order parameters up to around 0.8, 
and mixtures of dyes can provide black on 
white display effects. This order parameter 
implies a contrast of about 10: 1 in absor- 
bance ratio. In terms of transmittance or re- 
flectance, high contrast can be achieved at 
the expense of brightness. The contrast ra- 
tio of dichroic displays is typically much 
lower than that apparent for polarizing fil- 
ters, and it is difficult to achieve a balance 
of contrast and brightness that is competi- 
tive with, for example, that of twisted ne- 
matic devices. A further limitation arises 
from the fact that full contrast is obtained 
only at applied voltages that are much high- 
er than the twisted nematic saturation volt- 
age for a similar cell and material and that 
are sufficient to realign the nematic director 
throughout the cell, including the layers 
close to the cell walls. This general feature 
of dichroic displays makes it difficult to use 
them in conventional multiplexed applica- 
tions with high information content. 

Devices in which a dichroic nematic layer 
is sufficiently tightly twisted that light guid- 
ing does not occur can absorb incident light 
of arbitrary polarization. Practical displays 
are typically constructed with a cholesteric 
pitch sufficient to provide a few full turns 
of the cholesteric helix within the cell thick- 
ness. With a low birefringence liquid crys- 
tal, the optical absorption of such a cell can 
be almost independent of the polarization. 
A polarizer free display of this type [42], of- 
ten referred to as a White-Taylor display, 
can therefore give good contrast, subject to 
similar considerations to those noted above 
for the Heilmeier device. Once again a high 
voltage is necessary to achieve full contrast, 
and the hysteresis effects noted above often 
lead to scattering from the cell in the off 
state. 

It will be understood from the above dis- 
cussion that dichroic dyed displays ideally 

operate in either the fully guiding, single po- 
larizer Heilmeier regime, or in the non-guid- 
ing White-Taylor mode with no polarizer. 
In practice, however, twisted nematic cells 
are frequently operated in a condition that 
is intermediate between these conditions. 
The reasons are pragmatic: for example, 
host liquid crystals that combine low bire- 
fringence with a high dielectric anisotropy 
are required for low-voltage operation of a 
high-quality White-Taylor device, but are 
not easily available. This intermediate range 
of twist angle and birefringence also in- 
cludes the important regime appropriate to 
supertwist displays, which were first dem- 
onstrated in a dichroic form [43]. Improve- 
ments that have been made to the birefrin- 
gent effect, however, mean that dyed super- 
twist devices have been little used in prac- 
tical applications. 

1.3.6 Materials for 
Twisted and Supertwisted 
Nematic Displays 

The paragraphs above have noted the 
basic relationships between the fundamen- 
tal physical properties of liquid crystal ma- 
terials, and some of the aspects of display 
performance that are of practical signifi- 
cance. Historically, the development of ma- 
terials for these display effects (which to- 
gether have dominated commercial produc- 
tion of liquid crystal devices since the mid- 
1970s) had followed the aspirations of the 
users for their display. The requirements 
have been: 

stable, colourless materials, initially for 
operation near room temperature 
low-voltage operation 
ability to multiplex drive at steadily in- 
creasing levels 
operation over a wider temperature range 



1.3 Quasi-FrCedericksz Effect Displays in Nematic Liquid Crystals 747 

- faster switching, both at low temperatures 

- especially for active matrix displays, very 
and at high multiplex rates 

high and stable electrical resistivity 

The issue of providing materials with room- 
temperature mesophases and with good sta- 
bility to light and ordinary exposure to the 
atmosphere, which formed such a barrier to 
the exploitation of liquid crystal devices in 
the 1960s, was completely solved by the 
discovery of compound classes such as the 
cyanobiphenyls [44], the phenylpyrimi- 
dines [45] and the phenylcyclohexanes [46]. 
These compounds and their various deriva- 
tives rapidly displaced less stable systems 
such as Schiffs’ base and azoxy derivatives 
from practical displays in the early to mid- 
1970s. The desire to operate displays from 
low supply voltages led at this time to the 
exploration of structure property relation- 
ships in these and other systems, since it was 
well understood from Eq. (1) and its ana- 
logues for twisted nematic devices that A& 
and the magnitude of the elastic constants 
determined the threshold voltage. It rapidly 
became clear that there was a disparity 
between the observed dielectric properties 
of many liquid crystals and the magnitude 
of their dipole moments, and this was ex- 
plained in terms of local antiparallel order- 
ing of the molecules in the mesophase [47]. 

Once simple displays had been estab- 
lished in watches and calculators, there was 
pressure to provide liquid crystal materials 
that would permit multiplex drive more 
easily and at higher levels than the existing 
fluids. The motivation was the need to re- 
duce the number of electrical interconnec- 
tions between the display and the integrat- 
ed circuit drivers, and hence to reduce costs. 
Multiplex drive of these displays is dis- 
cussed below, but its consequence for the 
supplier of materials is that the voltage ap- 
plied to both ‘on’ and ‘off’ pixels of the dis- 

play cell is set by the drive electronics. Fur- 
thermore, these voltages move closer to- 
gether as the multiplex level rises, implying 
the need for a rapid change in optical trans- 
mission with applied voltage once the 
threshold is exceeded. Additionally, the 
variation in threshold voltage with temper- 
ature in the display device should be mini- 
mized. For multiplexed displays, the steep- 
ness of the electro-optic switching curve be- 
comes a key issue, and has been discussed 
above. For twisted nematic displays, the 
k,,lkll ratio and the dielectric constant ra- 
tio are the main influences but, because of 
constraints on the switching voltage, the 
dielectric constants cannot be varied freely. 
It proved possible to improve many proper- 
ties simultaneously by mixing components 
such as cyanobiphenyls with less polar liq- 
uid crystals such as esters, which have small 
dielectric anisotropy. In these mixtures, the 
local antiparallel order of the cyanobiphe- 
nyls is disrupted, with a beneficial effect on 
the elastic constant ratio and very little pen- 
alty in terms of threshold voltage at up to 
about 35% addition of the low A& compo- 
nent. Addition of larger quantities of esters 
provides a means to increase the switching 
voltage to any desired figure. The same 
effect can be exploited in other liquid crys- 
tal families, with similar benefits. The best 
electro-optic threshold steepness is found in 
derivatives of aromatic and heterocyclic liq- 
uid crystals, while lower variation of thresh- 
old with temperature is found in alicyclic 
liquid crystal systems. Careful optimization 
of the mixtures is needed to avoid the intru- 
sion of unwanted smectic phases, which 
arise on mixing nematic materials of high 
and low dielectric anisotropy. 

The invention of ranges of liquid crystal- 
line materials of very low polarity proved 
the key to formulating nematic mixtures 
with a very wide operating temperature 
range. Dialkyl and alkylalkoxy phenylcy- 
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clohexanes and cyclohexylcyclohexanes to- 
gether with their three-ring counterparts and 
variations based on heterocyclic rings, lat- 
eral fluorination and the inclusion of non- 
polar linking groups such as dimethylene 
(CH,CH,) groups provide important exam- 
ples. In many cases these compounds show 
only smectic phases, or have clearing tem- 
peratures well below room temperature. 
Mixtures are formulated by careful blend- 
ing of two-, three- and four-ring non-polar 
mesogens with, mostly, two-ring polar com- 
pounds, which are needed to provide the 
necessary dielectric anisotropy for switch- 
ing. The principal benefit of this approach 
to making the mixtures is that a very low 
viscosity can be achieved together with a 
small coefficient of viscosity against tem- 
perature. This means that a reasonable vis- 
cosity and switching time can be maintained 
down to working temperatures of -20" to 
-30°C or even lower while maintaining a 
clearing point near 100 "C. 

The first commercial supertwist displays 
used nematic mixtures similar in character 
to those developed for wide temperature 
range operation. These mixtures provided 
the fast response and low coefficients of 
their physical properties with temperature 
needed for stable operation. Subsequently, 
mixtures with elastic properties specifical- 
ly optimized for supertwist operation were 
developed. The invention and incorporation 
of materials carrying unsaturated alkylene 
links in their terminal groups provided an 
important advance [48, 491 in this field. 

Development of mixtures for use on ac- 
tive matrix displays has revolved around the 
problem of providing materials with very 
high resistivity, which moreover retain this 
property after filling into the display cell and 
exposure to environmental heat and light. It 
is found experimentally that materials based 
on terminal cyano groups have great diffi- 
culty satisfying the stringent requirements 

placed on active matrix mixtures. Com- 
pounds based on terminal fluoro, trifluo- 
romethyl and trifluoromethoxy groups have 
been widely exploited for this range of ap- 
plications [50]. 

The subject of materials development has 
been reviewed rather frequently [5 1-53], 
but the depth of coverage has often been lim- 
ited by issues of commercial confidential- 
ity. 

1.4 Scattering Mode 
Liquid Crystal Devices 

Scattering of light occurs within media 
where the refractive index varies on a scale 
comparable with the wavelength of light. 
Common liquid crystal phases, especially 
the nematic phase, scatter light some lo4 
times more strongly than an isotropic liquid 
due to thermally driven director fluctua- 
tions. This scattering is nevertheless too 
weak to provide adequate contrast for a dis- 
play from devices of practical thickness. If, 
however, the liquid crystal alignment is so 
strongly disturbed that alignment disconti- 
nuities are induced, the scattering intensity 
can rise to a practically useful level. This 
has been achieved in several ways and in 
different phases, but, as will be discussed, 
many of the effects are of historical rather 
than commercial importance. Finally, the 
enhancement of scattering by introduction 
of a separate solid material to the liquid 
crystal is described. 

The dynamic scattering display [54] ex- 
ploited scattering of light by a nematic liq- 
uid crystal induced by turbulence associat- 
ed with electrical conductivity [55, 561 in 
the liquid crystal. The effect provided the 
first commercially exploited liquid crystal 
displays, using Schiff's base liquid crystals 
of negative dielectric anisotropy, which in- 
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itially were conductive by virtue of impur- 
ities and degradation products that they con- 
tained. The same impurities commonly act- 
ed as surfactant agents to induce the neces- 
sary homeotropic alignment at the cell 
walls. These displays were marred by poor 
reliability and lifetime; later displays used 
highly purified materials with appropriate 
dopants to obtain conductivity and were 
more satisfactory. 

On application of a low frequency AC or 
DC voltage, a liquid crystal of this type will 
show electrohydrodynamic effects. At low 
fields, stripe-like Williams domains [ 571 ap- 
pear; dynamic scattering occurs at a higher 
applied voltage and results in a vigorous tur- 
bulent flow in the nematic layer. This tur- 
bulence is accompanied by a very strong 
scattering of light, which is suitable to pro- 
vide a display effect, provided that the light- 
ing and background reflectance are careful- 
ly arranged. 

When the field is removed from a nemat- 
ic dynamic scattering display, the liquid 
crystal relaxes to its quiescent alignment, re- 
sulting in a scattering on clear electro-optic 
effect, which responds to the applied root 
mean square (rms) voltage, in the same way 
as a field effect device. If dynamic scatter- 
ing is induced in either an aligned (see 
Fig. 13 a) cholesteric [58] or a homeotropic 
smectic A [59] liquid crystal, it will tend to 
relax to a scattering focal conic texture. This 
therefore can form the basis of a storage dis- 

play device. The stability of the scattering 
state will depend on the nature of the cell 
walls, and, in the case of a cholesteric ma- 
terial, the pitch length. In the case of smec- 
tic A liquid crystals, the dynamic scattering 
effect can be obtained in a material of pos- 
itive dielectric anisotropy. In the case of the 
cholesteric phase, the scattering state can be 
returned to a non-scattering Grandjean tex- 
ture under the influence of a high frequen- 
cy voltage acting on the negative dielectric 
anisotropy of the phase. Conversely, the 
smectic A phase can be switched back to the 
non-scattering homeotropic state by a high- 
frequency signal operating on the positive 
dielectric anisotropy. Each of these erase 
operations relies on the fact that the conduc- 
tivity mediated dynamic scattering phenom- 
enon does not occur above a critical fre- 
quency of the applied signal, usually of the 
order of a few kilohertz or less. 

An alternative write/erase mechanism 
that may be exploited to provide a scatter- 
ing display in smectic liquid crystals [60] 
relies on the electrothermal reorientation of 
a material of positive dielectric anisotropy 
(Fig. 14). The thermal input to the material 
can be provided either by ohmic heating of 
stripe electrodes [61] in the cell, or by scan- 
ning a visible or infrared laser spot across 
the device. A dye can with profit be incor- 
porated into the liquid crystal [62] to im- 
prove the absorption of the incident light. 
Typically, the liquid crystal used will pos- 

(a) (b) (C) 

Figure 13. Three states of a cholesteric phase change device operated in light scattering mode. The grandjean 
texture (a) and homeotropic field-on state (b) are optically clear; the focal-conic state (c) represents an alterna- 
tive field-off state, which is optically scattering. 



750 1 Displays 

(a) (b) (c) 

Figure 14. The read/write process in a smectic A thermoelectric scattering cell. Writing is accomplished by 
local heating of the cell to the isotropic state (b), which on cooling can be induced to form either a clear homeo- 
tropic state (a) if a field is simultaneously applied, or to a scattering focal-conic state (c) in the absence of a field. 
The field has no effect in the absence of simultaneous heating. 

sess a narrow nematic phase range between 
the wide range smectic A and the isotropic 
phase. On heating into the isotropic phase 
and cooling rapidly to room temperature, 
the tendency of the liquid crystal is to form 
a focal conic texture that scatters light. If, 
however, a voltage is applied across the pix- 
el simultaneously with the heating pulse, the 
material can realign in the field as it passes 
through the nematic phase and form a ho- 
meotropic texture directly. 

Addressing of these displays is simplified 
by the fact that the voltage has no effect in 
the absence of a heating pulse; by scanning 
a laser, or sequentially heating row elec- 
trodes in the cell, a complex information for- 
mat can be written. 

A further means of achieving efficient 
light scattering in a liquid crystal device is 
to disperse a nematic material in a plastic 
matrix [63, 641. The plastic is chosen so as 
to have a refractive index which is equal to 
no of the liquid crystal. One fabrication route 
[63] involves forming an emulsion of liquid 
crystal in a water-borne polymer system, 
which is then coated onto a substrate and 
dried. The product is a plastic film contain- 
ing many small, separate droplets of liquid 
crystal. Alternatively, the liquid crystal may 
be dissolved in a reactive monomer [65], 
which is polymerized in a thin layer. As the 
polymer forms, the liquid crystal is expelled 
from solution and forms a similar array of 
droplets. Another route uses a polymer in 

which the liquid crystal dissolves at high 
temperature. On cooling, the solute is ex- 
cluded from the matrix as it solidifies, and 
forms droplets. Devices formed in any of 
these ways have roughly similar character- 
istics. 

In the zero field state of these polymer 
dispersed droplet displays, the nematic 
phase in each droplet aligns in a manner that 
minimizes its own elastic energy. Common- 
ly, the inside of the droplet allows a tangen- 
tial disposition of the nematic director [66], 
and this is the alignment adopted, except at 
two points between which a line defect ex- 
tends. This defect is necessary on purely 
topological grounds. If the droplet surfaces 
have a perpendicular boundary condition, 
then a radial director configuration with a 
point defect at the centre can result. In ei- 
ther case, the effective refractive index that 
the droplet presents to incident light is inter- 
mediate between n, and no. This refractive 
index does not correspond with that of the 
polymer matrix, and light is scattered from 
the interface of each liquid crystal droplet 
with the polymer (Fig. 15). Under a moder- 
ate to high applied voltage, the liquid crys- 
tal in each droplet realigns so that the direc- 
tor is parallel to the field. The effective re- 
fractive index of the liquid crystal droplets 
in this alignment, for light normally incident 
on the device, is equal to no. This refractive 
index matches that of the polymer, and no 
light is scattered in this state. 
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(a) (b) 

Figure 15. Liquid crystal dispersed droplet device in 
the scattering, field-off state (a) and the transparent 
field-on state (b). 

There are numerous variations on the ba- 
sic device structure described above. One of 
the most fundamental is the case where iso- 
tropic threads or particles are dispersed in a 
liquid crystal layer, with the latter forming 
the continuous phase. Such an architecture 
can be obtained, for example, using differ- 
ent kinds of prepolymer in which the liquid 
crystal is dissolved, or by absorbing a liq- 
uid crystal onto a porous material. These de- 
vices operate in a substantially similar way 
to dispersed droplet cells, but there are im- 
portant differences in their behaviour. In 
particular, there is a tendency for substan- 
tial hysteresis to arise in the switching char- 
acteristic. The devices can, however, give 
low-voltage operation when suitably con- 
structed. 

A shortcoming in the performance of dis- 
persed droplet devices arises from the fact 
that the apparent refractive index of the liq- 
uid crystal in the field-on state is sensitive 
to the angle between the applied field and 
the incidence direction of light. In practical 
terms this means that the refractive indices 
of the liquid crystal and the polymer matrix 
only match perfectly at one angle, normal- 
ly close to normal incidence. At glancing in- 
cidence, there is a progressive mismatch in 
the refractive indices, and on-state optical 
scattering is observed. In principle, this 
off-axis scattering can be avoided by use of 
an aligned liquid crystalline polymer ma- 
trix. In practice, careful choice of the refrac- 

tive indices of the liquid crystal and poly- 
mer minimizes the problem in practical ap- 
plications. 

The apparent optical contrast of scatter- 
ing devices tends to be highly dependent on 
the lighting and viewing conditions used. 
Dispersed droplet devices have been pro- 
posed as switchable glazing components for 
privacy and comfort control. A further im- 
portant possibility is their use in projection 
displays. The use of small aperture optics 
allows a very high contrast to be achieved, 
even from the small-angle, forward scatter- 
ing typical of liquid crystal cells. These de- 
vices also work without any polarizer, in- 
creasing the optical efficiency of the system 
overall. In order to obtain a complex format 
display, the device must be operated over an 
active matrix; provision of a device compat- 
ible with the limited voltage available from 
standard backplanes requires special opti- 
mization. 

1.5 Addressing Nematic 
Liquid Crystal Displays 

The addressing of rms responding liquid 
crystal displays has historically revolved 
around the problems of how to provide a 
complex information format on the device, 
while minimizing the total number of 
electrical connections made to the panel and 
the number of integrated circuit drivers re- 
quired. To realize these targets, liquid crys- 
tal displays from watches to computer 
screens are commonly driven by a multiplex 
scheme characterized by a multiplex level 
N .  Such a scheme allows a display having P 
independently addressable pixels, to be 
driven through a total of P / N + N  connec- 
tions. This reduction in the number of con- 
nections incurs a penalty; the maximum ra- 
tio of rms voltages [67] that can be applied 
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Figure 16. Waveforms for driving rms responding liq- 
uid crystals pixels into the ‘on’ and ‘off’ states (see 
text). 

to the ‘on’ and ‘off’ pixels of the display is 

An implementation of such a multiplex 
scheme is shown in Fig. 16. Each pixel re- 
ceives voltage pulses from both a row and a 
column driver circuit; the row supplies a 
‘strobe’ signal, which is independent of the 
information shown on the pixel, and in this 
case comprises a single pulse occupying one 
time slot and is zero at all other times. Ad- 
jacent rows are driven with similar strobe 
signals, shifted one time slot earlier or lat- 
er. The information displayed on the pixel 
depends only on the polarity of the data sig- 
nal applied to the column at the time when 
the pixel in question receives its strobe 
pulse, which determines whether the strobe 
and data pulses effectively add together or 
subtract. In a second half of the addressing 
cycle, all the signals are repeated with their 
polarities reversed, in order to guarantee AC 

balance of the signal overall. The rms volt- 
ages for N multiplex driven rows are then: 

and Eq. (10) follows from selecting an op- 
timal ratio of V,/vd. 

The voltage ratio resulting from a given 
multiplex level leads directly to a require- 
ment on the electro-optic response curve of 
the effect used. In order to realize the high 
multiplex level necessary for complex dis- 
plays, a steep slope of the optical transmis- 
sion versus voltage is needed, together with 
a small dependence of threshold voltage on 
angle of view and temperature. Electro- 
optic response curves of typical liquid crys- 
tal devices are shown in Fig. 17. 

Dichroic displays rely on a high applied 
voltage to develop their full contrast, and 
are generally poorly suited to multiplex 
drive at high rates. (The dichroic supertwist- 
ed nematic display is an exception, but even 
in this case the contrast is reduced.) The 
twisted nematic device provides limited 
electro-optic steepness, and is limited to 
multiplex levels up to about 32 ways. The 
supertwisted nematic cell can be optimized 
to provide ideal steepness of the electro-op- 
tic response curve over a substantial range 
of contrast. The multiplex ratio that can be 
used is then limited by the critical slowing 
down of switching at high multiplex rates, 
and by the variation of switching voltage, 
which originates from manufacturing toler- 
ances in the panel. Practically, multiplex 
rates up to 240 ways are common in super- 
twisted nematic displays, and levels up to 
more than 500 ways have been demonstrat- 
ed with reasonably good appearance. 

A consequence of the multiplex wave- 
forms usually used for such high multiplex 
levels is that pure rms response is lost. The 
device tends to respond to periodic high 
peak voltages applied to the cell, and the re- 
sult is a visible flicker or reduction in con- 
trast of the display. The effect can be great- 
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Figure 17. Electrooptic response 
curve of a typical liquid crystal 
device, showing the relationship 
of applied voltage to the threshold 
voltage at high temperature and 
oblique viewing angle (A) and the 
saturation voltage at low tempera- 
ture and normal angle of view (B) 
required to achieve high contrast 
over the operating envelope of the 

ly reduced by using novel drive schemes 
[68]. These use modified waveforms in 
which the high voltage pulse is reduced in 
magnitude and spread over a number of time 
slots to provide the same rms voltages at 
lower peak voltage, at the expense of a con- 
siderable overhead of increased complexity 
in the addressing circuitry. 

The problems of rms addressing of liquid 
crystal devices can be circumvented by in- 
corporating a semiconductor switch at each 
pixel of the display. The most usual archi- 
tecture uses a field effect transistor as the 
switch [69], while other active components 
such as diode networks [70] and MIM 
(metal-insulator-metal) switches [7 11 have 
also been used (Fig. 18). The semiconductor 
material is usually amorphous silicon, which 
can be deposited and processed at tempera- 
tures compatible with a glass substrate. Poly- 
crystalline silicon and other semiconductors, 
especially cadmium selenide, are also used 
in special applications such as those requir- 
ing very small pixel geometries and, by vir- 
tue of their higher carrier mobility, offer the 

possibility of fabricating drive circuits on 
the same substrate simultaneously with the 
manufacture of the display. 

Use of an active backplane architecture for 
a liquid crystal device allows addressing of 
very large pixel arrays with very high perfor- 
mance. The column electrodes are supplied 
with voltages corresponding to ‘on’ and 
‘off’ voltages for the liquid crystal device, 
and each row is selected in turn by applying 
a suitable signal to the TFT gate electrodes. 
The charge that activates the pixel must be 

Figure 18. Diagrammatic structure of an active ma- 
trix structure using a simple field effect transistor ar- 
ray as the active element. 
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stored while the remainder of the display is 
addressed, and this is preferably accom- 
plished without fabricating any additional 
storage capacitor at the pixel. The liquid 
crystal itself must then form the dielectric 
layer of the effective charge storage capaci- 
tor, which places stringent requirements on 
the resistivity and stability of the liquid crys- 
tal. These active matrix displays with a twist- 
ed nematic modulating layer are used exten- 
sively to provide high-quality panels with a 
complexity sufficient to provide video or 
VGA standard panels and higher. Colour is 
available from these displays through the in- 
corporation [72] of a pixellated matrix of pri- 
mary colour filters fabricated in registration 
with the pixels of the active matrix. 

Nematic displays that exhibit bistability, 
or at least a decay time which is substantial- 
ly slower than the write time, and that ex- 
hibit a pronounced voltage threshold, do not 
show rms response and are usually ad- 
dressed by ‘slow-scan’ methods. In these 
drive schemes, each row of the display is 
written in turn by applying a voltage pulse. 
The information state written is determined 
by the polarity of pulses applied simultane- 
ously to the columns. In favourable cases, 
where the bistability is strong, an indefinite 
number of lines can be written before the 
panel is refreshed. However, the total write 
time for the device is now dependent on the 
number of rows. For typical nematic effects 
with switching times in the range of tens of 
milliseconds, the addressing of complex 
displays in this way is incompatible with 
video applications, and problematic for 
most other uses of these devices. Slow-scan 
multiplexed nematic liquid crystal devices 
have always, therefore, been confined to a 
few niche applications. Recently reported 
developments that seek to provide bistable 
nematic display modes with much faster 
switching times [73, 741 have the potential 
to change this situation. 

1.6 Ferroelectric Liquid 
Crystal Displays 

The ferroelectric smectic C liquid crystal 
display has not, at the time of writing, 
achieved extensive commercial use. It nev- 
ertheless stands as an important device, both 
because of its potential application in com- 
plex displays, which will not require an 
active matrix, and because of its intrinsic 
scientific interest. In addition, ferroelectric 
liquid crystal displays show faster switch- 
ing rates (of the order of microseconds) than 
conventional nematic-based displays. 

The molecules in a smectic C phase are 
arranged in disordered layers, with their 
long axes tilted with respect to the layer nor- 
mal. The tilt angle is typically of the order 
of 20°, and the direction of tilt is subject to 
long-range ordering, but can be distorted on 
a length scale of micrometres by weak im- 
posed forces. In this respect the smectic C 
tilt shows analogies with a nematic phase 
director. As is illustrated in Fig. 19, the chi- 
ral smectic C phase has the correct local 
symmetry to show ferroelectric polarization 

Figure 19. An illustrative justification of the source 
of spontaneous polarization in smectic C* phases. If 
the steric properties of substituent (A) at the chiral 
centre lead to an energetic preference for it to asso- 
ciate with the flexible end-chains in the tilted struc- 
ture rather than the molecular cores, the dipole mo- 
ments represented by arrows have a component per- 
pendicular to the molecular tilt (out of the page) and 
independent of the headhail symmetry of each layer. 
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[75], with the polarization vector in the 
plane of the smectic layer and perpendicu- 
lar to the molecular tilt. By synthesis of 
smectic C materials having a strong lateral 
dipole moment close to the chiral centre, it 
is possible to obtain materials with a spon- 
taneous polarization of lo3 nC/cm2 or more. 
The materials used in devices usually have 
a polarization 0.5 - 1.5 orders of magnitude 
lower than this. 

On a macroscopic scale, the spontaneous 
polarization vector in the optically active 
phase spirals about an axis perpendicular to 
the smectic layers (Fig. 20), and sums to ze- 
ro. This macroscopic cancellation of the po- 
larization vectors can be avoided if the hel- 
ical structure is unwound by surface forces, 
by an applied field, or by pitch compensa- 
tion with an oppositely handed dopant. The 
surface stabilized ferroelectric liquid crys- 
tal display utilizes this structure and uses 
coupling between the electric field and the 
spontaneous polarization of the smectic C 
phase. The device uses a smectic C liquid 
crystal material in the so-called bookshelf 
structure shown in Fig. 21a. This device 
structure was fabricated by shearing thin 
(about 2 pm) layers of liquid crystal in the 

Figure 20. Schematic diagram of the arrangement of 
molecular tilt in a smectic C* phase showing the spi- 
ralling polarization vector (front left). The regular spa- 
tial arrangement of molecules is for clarity and is not 
present in the real phase. 

(4 (b) 

Figure 21. Illustrative diagram of a smectic C layer 
structure and the molecular configuration in the book- 
shelf (a) and chevron (b) states. 

smectic C phase. The design of the device 
assumed a surface alignment in which the 
molecular long axes are constrained to lie in 
the plane of the cell, but with no preferred 
alignment direction within this plane. 

The spontaneous polarization vector in a 
liquid crystal layer in the bookshelf struc- 
ture lies perpendicular to the plane of the 
cell in either the 'up' or 'down' direction, 
and can reorientate in response to an applied 
DC voltage pulse. Each of these configura- 
tions has the same energy, and the switched 
states can be bistable indefinitely. The 
switching of polarization vectors is coupled 
(Fig. 22) to a rotation of the molecular long 
axes of the molecules in the smectic layers, 
and therefore to a rotation of the optic axis 
of the phase through twice the tilt angle. As 
is noted above, the molecular tilt angle is 
commonly of the order of 22.5". Rotation of 
the optic axis through 45" can provide an ef- 
ficient optical switch if the cell is placed 
between polarizers and the retardation of the 
liquid crystal layer is chosen to be 2 2 ,  
where il is the wavelength of incident light. 
For a 2 pm cell and visible light, the latter 
condition can be satisfied by a liquid crys- 



756 1 Displays 

(a) (b) 

Figure 22. Mechanism of switching in smectic C* de- 
vices. Application of a pulse of one polarity to the cell 
can switch the polarization from the 'UP' state (a) to 
the 'DOWN' state (b), or vice versa, with consequent 
rotation of the molecular long axes and optic axis 
through twice the tilt angle. 

tal with a convenient birefringence near 
0.14. 

The shear alignment used in the first fer- 
roelectric cells was obviously unsatisfacto- 
ry if such devices were to be fabricated in 
volume. Techniques were therefore devel- 
oped [76-781 which allowed fabrication 
of ferroelectric devices using conventional 
rubbed polymer alignment layers on the cell 
walls in conjunction with a liquid crystal 
material having a I SmA* SmC* or I N* 
SmA* SmC* phase sequence. In the latter 
case, when the chiral nematic phase has a 
long pitch, excellent alignment of the smec- 
tic C* phase can be obtained. Devices made 
in this way show an electro-optic behavior 
that is inconsistent with the bookshelf struc- 
ture, and contain visible alignment defects 
('zig-zags'), which could not be explained 
in the framework of a bookshelf structure. 
X-ray diffraction studies [79] have also 
demonstrated that the smectic layers in such 
a cell are bimodally tilted at angles typical- 
ly near 18-20' (a little less than the tilt 

angle of the molecules in the layers). The 
accepted configuration of the layers in these 
devices is the chevron structure shown in 
Fig. 21 b. The opposing direction of tilt in 
each half of the cell accounts for the X-ray 
data. Zig-zag defects are described further 
below. 

The consequences of chevron formation 
in the ferroelectric cell are profound. The is- 
sue is not that the layer tilt angle is fairly 
small, but that it is of similar magnitude to 
the molecular tilt within the layers. The du- 
al constraints of fixed tilt of the molecular 
long axes in the layers, and the small tilt at 
the cell walls away from the plane of the cell 
lead to the zero field configurations in the 
two switched states of the cell lying with the 
optic axes separated by a small angle, and 
with the spontaneous polarization vector 
nearly in the plane of the cell. At the centre 
of the cell, there is a defect in the liquid crys- 
tal structure corresponding to the interface 
of smectic layers tilted in opposite direc- 
tions in each half of the chevron. The pola- 
rization in each half of the cell should lie in 
opposing directions also, and at present it is 
not clear how to reconcile the various forc- 
es acting on the liquid crystal at this point. 

The probable, though tentative, explana- 
tion for chevron formation is a pinning of 
the layer spacing at the aligning layers, as 
the layers form in the smectic A* phase. On 
entering the smectic C* phase, the molecu- 
lar tilt results in a reduction in the layer 
thickness. This reduction can be accommo- 
dated at the aligning surface without unpin- 
ning the periodicity of the anchoring by al- 
lowing the layers to tilt: tilt of equal and 
opposite magnitude at each surface leads to 
a chevron structure. This simple account 
would lead one to expect that the layer tilt 
angle 6 should equal the molecular tilt an- 
gle $. The discrepancy, usually of the order 
of 1-3" can be accounted for by an increase 
in order parameter as the temperature is 
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reduced below the SmC*-SmA* transi- 
tion. 

The consequences of the chevron struc- 
ture for the electro-optic behavior of a fer- 
roelectric cell are multifaceted. Most evi- 
dent is that the apparent rotation angle of the 
optic axis of the cell induced by voltage 
pulses relaxes to a value considerably less 
than that expected from the molecular tilt 
angle [go]. A switching angle close to the 
expected value can be recovered, however, 
by application of a high-frequency AC volt- 
age. This phenomenon also stabilizes the 
two switched states in the cell (AC stabiliza- 
tion) by preventing reversion to an interme- 
diate state of mixed alignment. These effects 
evidently originate from an interaction be- 
tween the applied AC signal and the dielec- 
tric properties of the ferroelectric material. 
On a practical note, if a device is being ad- 
dressed with a multiplex drive scheme, this 
will in itself serve to provide a high-frequen- 
cy AC signal superimposed on the switching 
pulses and give AC stabilization. 

Ferroelectric liquid crystal devices have 
suffered from a number of characteristic 
alignment defects which are absent from ne- 
matic liquid crystal devices. The most im- 
portant of these, termed ‘zig-zag’ defects 
(from their characteristic shape) result from 
the chevron structure (Fig. 23). The chev- 
ron can form with the layer tilt toward ei- 
ther of the directions perpendicular to the 
layer planes; if there is also a surface pre- 
tilt, its direction and that of the layer tilt may 

Figure 23. Diagrammatic structure of chevron layer 
disposition in the vicinity of a zig-zag defect. 

be parallel or opposed, and the two chevron 
regions which result are denoted by C1 and 
C2, and have different optical characteris- 
tics. Where these regions meet, a zig-zag de- 
fect appears. 

In contrast to that in nematic liquid crys- 
tal devices, the alignment in smectic cells is 
not readily or spontaneously re-established 
if it becomes damaged. This is a conse- 
quence of the very high effective viscosity 
of the phase, and the one-dimensional sol- 
id-like behaviour induced by the presence 
of the smectic layers. Damage to the align- 
ment can be induced [ S l ]  by mechanical 
shock or vibration of the cell, or through 
electrically induced movement of the smec- 
tic layers. The latter effect can be used in a 
controlled manner [82] to increase the opti- 
cal contrast and bistability of ferroelectric 
cells, apparently by changing the natural 
chevron structure to one which is closer to 
that of the bookshelf device. Under other 
conditions, however, application of a high 
electric field to a cell gives a poorly aligned 
layer that cannot provide a high optical con- 
trast. 

The switching behaviour of a ferro- 
electric liquid crystal layer in the chevron 
or bookshelf structure depends on the indi- 
vidual physical parameters of the material 
and the cell in a much more complex man- 
ner than is the case for nematic devices. The 
detailed elastic behaviour of the phases is 
not understood in sufficient detail to inter- 
pret the switching performance of devices, 
or even their static structures. It is, how- 
ever, possible to give some interpretation of 
the key features of their behavior. The re- 
sponse of the ferroelectric liquid crystal 
layer at low applied voltages is dominated 
by the torque due to coupling between the 
electric field and the spontaneous polariza- 
tion. This torque is proportional to the ap- 
plied field. At higher applied voltages, 
coupling between the field and the dielec- 
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tric constants becomes significant; this 
coupling rises as the square of the field, and 
can dominate the response to high voltages 
if the magnitude of the spontaneous pola- 
rization is modest. The details of the dielec- 
tric coupling can only be understood [83] by 
considering all three principal dielectric 
constants. This is demonstrated by consid- 
ering the effect of an AC voltage on a chev- 
ron structure. In this case, the liquid crystal 
molecules lie almost in the plane of the cell 
in the zero field state, so that an imposed 
field is expected to have little effect if the 
material has the usual negative dielectric an- 
isotropy. Experimentally, however, an AC 

voltage causes a reorientation of the liquid 
crystal alignment, which results in an in- 
crease in the apparent cone angle. This can 
only be explained by a coupling of the volt- 
age to the (positive) biaxial dielectric an- 
isotropy. This coupling stabilizes the two 
switched states of the device, but also pro- 
vides a force which opposes the polarization 
vector mediated switching between them. 
Thus at high applied fields, the switching of 
such a cell becomes slower, in contrast to 
the low field behaviour, and ultimately 
under still higher fields the switching is sup- 
pressed altogether (Fig. 24). 

The design of drive schemes for ferro- 
electric cells is much less well developed 
than are those for rms responding devices. 
It is complicated by the polarity sensitivity 
of the polarization vector switching process 
and the need to maintain a DC balance across 
each pixel, irrespective of the information 
displayed. Two distinct regimes have been 
identified and exploited for the multiplex 
drive of ferroelectric cells, using voltage 
pulses of a magnitude below and above 
those which give the minimum response 
time. Examples of such schemes are pre- 
sented in Figs. 25 and 26, respectively. Con- 
sider first the scheme illustrated in Fig. 25, 
often called the ‘Seiko scheme’ [84], which 
operates in a region such as that denoted by 
the line XX in Fig. 24. In this region, switch- 
ing occurs when an applied voltage pulse of 
a certain duration exceeds a critical value. 
As in the multiplex addressing of an rms re- 
sponding display, strobe pulses that are in- 
dependent of the information displayed are 
applied successively to the rows of the dis- 
play matrix, while a succession of data puls- 
es is applied to each column. The switching 
of each pixel is defined by the polarity of 
the data pulse applied simultaneously with 
a strobe pulse at that point in the display. 

Figure 24. Variation of duration 
against the amplitude of the pulse 
required to achieve complete 
switching in a cell containing a fer- 
roelectric liquid crystal of moderate 
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polarization vector. The curves re- 
late to the response to a single pulse 
(A), to a pulse when preceded by a 
similar pulse of opposite polarity 
(B), and to the same pulse preceded 
by a (smaller) data pulse of the 
same polarity (C). Lines XX and 
YY illustrate possible working re- 
gions for the multiplex schemes 
shown in Figures 25 and 26, respec- 
tively. 
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The magnitudes of the strobe and data sig- 
nals are chosen such that the device will 
switch under a pulse of amplitude Vs+ V,, 
but not under pulses of magnitude V, or 
V,- V,. Strict DC balance of the signal across 
each pixel is ensured by using a bipolar 
pulse for every data and strobe signal. Ap- 
propriate pixels can be switched to the ‘off’ 
state by a bipolar strobe signal with, say, a 
negative-going trailing pulse. In combina- 

Figure 25. Example of a multiplex 
scheme for ferroelectric devices oper- 
ated below the Vlt minimum (see 
text). 

Figure 26. Example of a multiplex scheme 
for a ferroelectric device operated above 
the Vl t  minium (see text). 

tion with an out of phase data signal, the 
pixel is switched ‘on’ and then immediate- 
ly ‘off’. As the addressing pulse occupies a 
very small fraction of the frame address time 
of the panel, the overall impression is that 
the pixel switches ‘off’ cleanly. An in-phase 
data signal has no effect on the pixel. Note 
that addressing the pixel in this way requires 
double the response time of the liquid crys- 
tal device to accommodate the bipolar pulse. 
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At this point, however, we have only 
switched ‘off’ pixels in the device. Switch- 
ing ‘on’ of the remaining pixels is achieved 
by repeating the addressing of the whole 
panel using strobe pulses of the opposite po- 
larity to that used before. In combination 
with the appropriate data signal, the target 
pixels are then switched first ‘off’ and then 
immediately ‘on’ to achieve the desired in- 
formation state. In effect, the pixels switch 
to the state determined by the trailing pulse 
of the strobe signals, and the switching is 
determining by the polarity of the data sig- 
nal at that instant. Addressing of the whole 
panel requires a period of four times the re- 
sponse time of the pixel, multiplied by the 
number of lines in the display. 

The addressing scheme shown in Fig. 26 
[85]  is known as the JOERS-Alvey scheme. 
It uses a unipolar strobe pulse to switch a 
device in the regime above the Vlt mini- 
mum, such as the region denoted by YY in 
Fig. 24. In this case, switching is accom- 
plished by a voltage pulse of magnitude 
Vs- v d ,  but not by pulses of magnitude v d  

or Vs+Vd. In the scheme shown, the data 
signal is a bipolar pulse as before, but the 
strobe is a pulse of a single polarity. Pixels 
again switch according to the polarity of the 
strobe pulse, together with the trailing pulse 
of the corresponding data signal, but to 
achieve switching the polarity of the data 
pulse must be opposite to that in the first 
scheme described above. Each switching 
pulse is now preceded by a pulse on the 
pixel of magnitude V,, which has the cor- 
rect polarity to switch the device into its de- 
sired state. Although this leading pulse is 
too small in magnitude to cause actual 
switching, it conditions the pixel and reduc- 
es the time required to achieve switching 
under the influence of the following ad- 
dressing pulse. Contrast this with the first 
scheme, in which each switching event is 
immediately preceded by a pulse that 

switches the pixel into the opposite state. 
The conditioning of the pixel by the leading 
pulses is the origin of the different curves 
on which lines XX and YY are drawn in 
Fig. 24, and is crucial in determining the rel- 
ative merits of the two approaches. The lat- 
ter scheme achieves not only an improve- 
ment in switching speed from this effect, but 
also an increase in the operating margin and 
optical contrast in the display. Typically, de- 
vices operated under the Seiko scheme are 
constructed so that the liquid crystal is in the 
C1 state. This maximizes the apparent 
switching angle, but requires a large motion 
of the director in the surface layers of the 
cell, which may slow the switching. The 
JOERS-Alvey scheme is usually used to ad- 
dress devices in the C2 state. A large appar- 
ent switching angle and high contrast are 
then achieved by coupling of the data 
signal (which is continuously present on 
every pixel of the device) to the dielectric 
anisotropy of the liquid crystal fluid. The 
switching occurs predominantly in the bulk 
layers of the cell rather than near the sur- 
faces, giving a further switching speed ad- 
vantage. The speed advantage is partly off- 
set by the requirement to use lower sponta- 
neous polarization liquid crystals, but the 
other gains remain decisive for many pro- 
spective applications. Still faster addressing 
schemes are known [86], and the develop- 
ment of optimized fluids for use in ferro- 
electric liquid crystal devices and further 
advances in addressing techniques are ac- 
tive areas for research. 

1.7 References 
G. W. Gray (Ed.), Thermotropic Liquid Crystals, 
Wiley, Chichester 1987. 
S. Chandrasekhar, Liquid Crystals, 2nd edn., 
Cambridge University Press, Cambridge 1992. 
S. Morozumi in Liquid Crystals Applications 
and Uses, Vol. 1 (Ed.: B.  Bahadur), World Sci- 
entific, Singapore 1990, Chap. 7. 



1.7 References 76 1 

[4] T. Uchida, H. Seki in Liquid Crystals Applica- 
tions and Uses, Vol. 3 (Ed.: B. Bahadur), World 
Scientific, Singapore 1992, Chap. 1. 

151 V. FrCedericksz, V. Zolina, Trans. Faraday Soc. 
1933, 29,919. 

161 E. P. Raynes, R. J. A. Tough, K. A. Davies,Mol. 
Cryst. Liq. Cryst. 1979, 56, 63. 

[7] Liquid Crystal Mixture E7, Merck Ltd, Poole, 
Dorset, UK. 

[8] P. G. de Gennes, Mol. Cryst. Liq. Cryst. 1971, 
12, 193. 

[9] M. Schadt, W. Helfrich, Appl. Phys. Lett. 1971, 
18, 127. 

[lo] F. C. Luo in Liquid Crystals Applications and 
Uses, Vol. 1 (Ed.: B. Bahadur), World Scientif- 
ic, Singapore 1990, Chap. 15. 

[ l l ]  E. P. Raynes, Rev. Phys. Appl. 1975, 10, 117. 
1121 C. M. Waters, V. Brimmell, E. P. Raynes, Proc. 

3rd Disp. Res. Con$ 1983, 396. 
1131 D. W. Berreman, Phil. Trans. R. Soc. London, 

Sek A 1983,309,203. 
[14] R. N. Thurston, D. W. Berreman, J. Appl. Pkys. 

1981,52, 508. 
[15] D. W. Berreman, W. R. Heffner, J .  Appl. Pkys. 

1981,52,3032. 
[16] V. G. Chigrinov, V. V. Belyaev, S. V. Belyaev, 

M. F. Grebenkin, Sov. Phys. JETP 1979, 50, 
994. 

1171 P. Schiller, K. Schiller, Liq. Cryst. 1990, 8, 
553. 

[ 181 M. Kawachi, K. Kato, 0. Kogure, Jpn. J. Appl. 
Pkys. 1977, 16, 1263. 

1191 A. Mochizuki et al. Proc. SID 1985,26 (4), 243. 
1201 M. F. Schiekel, K. Fahrenschon, Appl. Phys. 

[2 11 P. Yeh, Optical Waves in Layered Media, Wiley, 

1221 C. H. Gooch, H. A. Tarry, J. Pkys. D: Appl. 

[23] M. Schadt, W. Helfrich, Appl. Phys. Lett. 1971, 

[24] D. Berreman, J. Opt. Soc. Am. 1973, 63, 1374. 
[25] T. J. Scheffer, J. Nehring,Appl. Phys. Lett. 1984, 

1261 M. Schadt, F. Leenhouts, Appl. Phys. Lett. 1987, 

[27] E. P. Raynes, Mol. Cryst. Liq. Cryst. 1987, 4, 

1281 K. Katoh et al., Jpn. J. Appl. Phys. 1987, 26, 

[29] I. Fukuda, Y. Kotani, T. Uchida, Proc. 8th Zntl 

[30] S. Matsumoto et al., Proc. 8th Intl Disp. Res. 

1311 H. Odai et al., Proc 8th Intl Disp. Res. Con5 

1321 M. Yamauchi et al., SID '89 Digest 1989, 378. 
1331 S. N. Yamagishi, H. Watanabe, K. Yokoyama, 

Abstracts, Japan Display '89 1989, 316. 

Lett. 1971, 19, 393. 

New York 1988. 

Phys. 1975,8, 1575. 

18, 127. 

45, 1021. 

50, 236. 

159. 

L1784. 

Disp. Res. Con$ 1988, 159. 

Con$ 1988, 182. 

1988, 195. 

1341 M. Ishikawaet al.,J. Soc. In5 Disp. 1995,3,237. 
[351 K. H. Yang, Proc. 11th Intl Disp. Res. Con$ 

1361 J. Chen et al., SID '95 Digest 1995, 865. 
1371 P. J. Bos, P. A. Johnson, K. R. Koehler, SID 

Symp. Digest 1983, 30. 
[38] T. Uchida, T. Miyashita, Proc. 2nd Intl Disp. 

Workshops 1995, 39. 
1391 R. Kiefer, B. Weber, F. Windscheid, G .  Baur, 

Proc. 12th Intl Disp. Res. Con& 1992, 547. 
1401 K. Kondo, N. Konoshi, K. Kinugawa, H. Kawa- 

kami, Proc. 2nd Intl Disp. Workshops 1995,42. 
1411 G. Heilmeier, L. Zanoni,Appl. Phys. Lett. 1968, 

13, 91. 
1421 D. White, G. Taylor, J .  Appl. Phys. 1974, 45, 

4718. 
1431 C. M. Waters, V. Brimmell, E. P. Raynes, Proc. 

3rd Disp. Res. Con$ 1983, 396. 
1441 G. W. Gray, K. J. Harrison, J. A. Nash, Electron. 

Lett. 1973, 9, 130. 
1451 A. Boller, M. Cereghetti, M. Schadt, H. Scher- 

rer, Mol. Cryst. Liq. Cryst. 1977,42, 1225. 
1461 R. Eidenschink, D. Erdmann, J. Krause, L. Pohl, 

Angew. Chem., Int. Ed. Engl. 1977, 16, 100. 
[47] W. H. de Jeu, Phil. Trans. R. Soc. London, Sex A 

1983,309,217. 
1481 M. Schadt, M. Petrzilka, P. Gerber, A. Villiger, 

Mol. Cryst. Liq. Cryst. 1985, 122, 241. 
1491 M. Schadt, R. Buchecker, K. Muller, Liq. Cryst. 

1989, 5, 293. 
[SO] H. J. Plach, G .  Weber, B. Rieger, SID 1990 Di- 

gest 1990, 91. 
[SI] I. Sage in Thermotropic Liquid Crystals (Ed.: 

G. W. Gray), Wiley, Chichester 1987. 
1521 D. Coates in Liquid Crystals Appications and 

Uses, Vol. 1 (Ed.: B. Bahadur), World Scientif- 
ic, Singapore 1990, Chap. 3. 

[53] L. Pohl, U. Finkenzeller in Liquid Crystals Ap- 
plications and Uses, Vol. 1 (Ed.: B. Bahadur), 
World Scientific, Singapore 1990, Chap. 4. 

1541 G. H. Heilmeier, L. A. Zanoni, L. A. Barton, 
Appl. Phys. Lett. 1968, 13,46. 

[55] E. F. Carr, Mol. Cryst. Liq. Cryst. 1969, 7, 253. 
1561 W. Helfrich, 1. Chem. Phys. 1969, 51, 4092. 
[57] R. Williams, J. Chem. Phys. 1963, 39, 384. 
1581 G. H. Heilmeier, J. E. Goldmacher, Proc. IEEE 

(591 D. Coates, W. A. Crossland, J. H. Morrissey, 

1601 F. J. Kahn, Appl. Phys. Lett. 1973, 22, 11  1. 
1611 S. LeBerre, M. Hareng, R. Hehlen, J. N. Perbet, 

1621 D. J. Armitage, J .  Appl. Phys. 1981, 52,4843. 
1631 J. Fergason, SID Digest 1985, 16, 68. 
[64] J. W. Doane, N. A. Vaz, B. G. Wu, S. Zumer, 

Appl. Phys. Lett. 1986, 48, 269. 
[6S] J. L. West, Mol. Cryst. Liq. Cryst. 1988, 157, 

427. 
1661 P. S. Drzaic, Liq. Cryst. 1988, 3, 1543. 

1991, 68. 

1969, 57, 34. 

B. Needham, J. PhyA. D 1978,11, 2025. 

Displays 1981, 349. 



1 Displays 

[67] P. Alt, P. Pleshko, IEEE Trans. Electron Devices 

[68] T. J. Scheffer, B. Clifton, D. Prince, A. R. Con- 

[69] B. J. Lechner, Proc. IEEE 1971,59, 1566. 
[70] N. Szydiaet al., Proc. 1983Japan Display 1983, 

[71] D. R. Baraff et al. Proc. 1980 Bienn Display Re- 

[72] Y. Hirai, H. Katoh, Proc. 2nd Infl Display Work- 

[73] R. Barberi, M. Boix, G. Durand, Appl. Phys. 

[74] R. Barberi, G. Durand, Appl. Phys. Lett. 1991, 

[75] R. B. Meyer, L. Liebert, L. Strzelecki, P. Keller, 

[76] J. S. Patel, T. M. Leslie, J. W. Goodby, Ferro- 

1974,21, 146. 

ner, Displays 1993, 14, 74. 

416. 

search Con5 1980, 109. 

shops 1995,49. 

Lett. 1989,55, 2506. 

58, 2709. 

J. Phys. Lett. (Paris) 1975, 36, 69. 

electrics 1984,61, 137. . 

[77] M. J.  Bradshaw, V. Brimmel, E. P. Raynes, Proc. 
Japan Display 1986, post-deadline paper 5, 
1986. 

[78] M. J. Bradshaw, V. Brimmel, E. P. Raynes, Brit- 
ish Patent Appl. 86:08 114, 1986. 

[79] N. A. Clark, T. P. Reiker, J. E. MacLennan, Fer- 
roelectrics 1988, 85, 79. 

[80] J. P. le Pesant et al., J. Phys. (Paris) 1984, C-5, 
217. 

[81] N. Wakita et al., Ferroelectrics 1993, 149, 229. 
[82] W. Hartmann, Ferroelectrics 1988, 85, 67. 
[83] J. C .  Jones, E. P. Raynes, Liq. Cryst. 1992, 11, 

[84] T. Harada et al., Proc. SID Zntl Syrnp. 1985, 13 1. 
[85] P. W. H. Surguy et al., Ferroelectrics 1991, 63, 

[86] J. R. Hughes, E. P. Raynes, Liq. Cryst. 1993,13, 

199. 

122. 

597. 



2 Nondisplay Applications of Liquid Crystals 

William A. Crossland and Timothy D. Wilkinson 

There are many nondisplay applications of 
liquid crystals, and it is not possible to do 
justice to all of them here in this section. 
Here we will outline some key examples, 
and summarize briefly a wider selection. 
Some of the most developed applications 
that are currently being researched are in op- 
tical correlators, optical interconnections, 
wavelength filters, and optoelectronic neu- 
ral networks. Most of these systems use liq- 
uid crystal spatial light modulators (SLMs). 
In addition, we will describe how SLMs are 
used in autostereoscopic displays. 

Display devices based on nematic liquid 
crystals, notably small liquid crystal televi- 
sions, are used as SLMs due to their in- 
creased availability [ 11. However, in most 
of the above applications the speed of oper- 
ation is important, and nematic liquid crys- 
tals are too slow, so the emphasis here is on 
SLMs that use the faster electrooptic effects 
to be found in chiral smectic liquid crystals. 
We will start by looking at how these inter- 
act with light. 

2.1 Liquid Crystal 
Spatial Light Modulation 

2.1.1 Polarized Light 
and Birefringence 

Liquid crystals are birefringent and they 
therefore influence the state of polarization 
of light beams. This interaction is described 
by the Jones calculus [2], which is briefly 
outlined below, prior to using it to establish 
basic results in light modulation by ferro- 
electric liquid crystals. 

Monochromatic light sources such as la- 
sers can be represented in terms of an or- 
thogonal set of propagating eigenwaves 
which are usually aligned to the x and y ax- 
es in a coordinate system with the direction 
or propagation along the z axis, as shown in 
Fig. 1. These eigenwaves can be used to de- 
scribe the propagation of light through com- 
plex media. If the light is polarized in the 
direction of the y axis, then we have linear- 
ly polarized light in the y direction of am- 
plitude V, or vertically polarized light. This 
wave can be represented as a Jones matrix 

= (I) 

0 
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(a) (b) 

Figure 1. Eigenwaves of polarized light: (a) vertically polarized light, (b) horizontally polarized light. 

If we have an electromagnetic wave propa- 
gating in the z direction along thex axis, then 
the light is classified as linearly polarized in 
the x direction or horizontally polarized. 

V=(? )  

We can now combine these two eigenwaves 
to make any linear state of polarization that 
we require. If the polarization of the light 
were to bisect the x and y axes by 45", we 
could represent this as V ,  = V,  and use the two 
states combined into a single Jones matrix 

(3) 

We can also represent more complex states 
of polarization, such as circular states. So 
far we have assumed that the eigenwaves are 
in phase (i. e., they start at the same point). 
We can also introduce a phase difference $ 
between the two eigenwaves, which leads to 
circularly polarized light. In these exam- 
ples, the phase difference $ is positive in the 
direction of the z axis and is always mea- 

sured with reference to the vertically polar- 
ized eigenwave (parallel to they axis), hence 
we can write the Jones matrix 

(4) 

There are two states that give circularly po- 
larized light. If $ is positive, then the hori- 
zontal component leads the vertical and the 
resultant director appears to rotate to the 
right around the z axis in a clockwise man- 
ner and gives right circularly polarized light. 
Conversely, if the horizontal lags behind the 
vertical, then the rotation is counter-clock- 
wise and the light is left circularly polarized. 
In the case of pure circularly polarized light, 
$ = d 2  for right circular and $ =-7d2 for left 
circular 

Right circular V = V, 

(3 Left circular V = V ,  

Some crystalline materials such as sodium 
chloride have a cubic molecular structure. 
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When light passes through these structures 
it sees no preferred direction and is relative- 
ly unaffected. If the crystal has a structure 
such as hexagonal or trigonal, different di- 
rections of light will see very different crys- 
talline structures. The effect of this is called 
birefringence, which is a property that is 
exploited in retarders; it is also the effect 
leading to the modulation of coherent light 
in liquid crystals. In a birefringent mate- 
rial, each eigenwave sees a different re- 
fractive index and will propagate at a differ- 
ent speed. This leads to a phase retarda- 
tion between the two eigenwaves which is 
dependent on the thickness of the birefrin- 
gent material and the wavelength of the 
light. The preferred directions of propaga- 
tion within the crystal are defined as thefast 
(or extraordinary) axis and the slow (or or- 
dinary axis). An eigenwave that passes in 
the same direction as the fast axis sees a re- 
fractive index nf and the eigenwave that 
passes along the slow sees n,. For light of 
wavelength passing through a birefringent 
crystal of thickness t ,  we define the retarda- 
tion r as 

The propagation of coherent light through 
such a birefringent material with this retar- 
dation can be expressed as a Jones matrix, 
assuming that the fast axis is parallel to the 
y axis 

(7) 

It is more useful to be able to express the re- 
tardation from an arbitrary rotation of the 
fast axis by an angle y about they axis. Ro- 
tation with Jones matrices can be done as 
with normal matrix rotation. If we define a 
counter-clockwise rotation of angle y about 
the y axis as positive, then the rotation ma- 

trix R is 

1 cosy  s iny  
R(y)=(-s iny cosy  

Hence the general form of the retardation 
plate is 

w = R(-y)Wo R(y) (9) 

This can be expanded right to left (in nor- 
mal matrix fashion) to give 

This matrix now allows us to propagate co- 
herent light through an arbitrarily oriented 
birefringent material. We can also define 
useful retardation elements such as half and 
quarter waveplates, which can be used to 
make up functional optical systems. A com- 
bination of these elements can also be ana- 
lyzed from right to left as a series of matrix 
multiplications. 

2.1.1.1 The Half Wave plate 

A half wave plate is a special example of the 
generalized retarder. In this case, the thick- 
ness of the plate has been chosen to give a 
phase retardation of exactly T=n.  Hence 
the Jones matrix for a half wave plate at an 
angle y will be 

-cos2y sin2y 
sin2y cos2y 

If the fast axis is aligned with they axis, then 
y=O, and the Jones matrix is 

(a 9) 
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A half wave plate can be used to rotate the 
direction of linearly polarized light from 
one linear state to another, which is a very 
useful property in an optical system. 

2.1.1.2 The Quarter Wave plate 

In a similar fashion, we can tailor the thick- 
ness to give a quarter wave retardation of 
l-=7d2. Such a wave plate is useful for con- 
verting to and from circularly polarized 
light. For a quarter wave plate with its fast 
axis aligned to the y axis (y=O), the Jones 
matrix will be 

2.1.1.3 Linear Polarizers 

An important function in an optical system 
is to be able to filter out unwanted polariza- 
tion states whilst passing desired states, as 
shown in Fig. 2. This can be done using po- 
larizers which pass a single linear state 
whilst blocking all others. 

A polarizer oriented at an angle y from 
the y axis can be written as a Jones matrix 

sin2y sin2y 
sin2y cos2y 

t 
I’ 

2.1.2 Electro-Optic Effects 
in Chiral Smectic C Phases 

Molecular ordering and electrooptic switch- 
ing in chiral smectic phases are discussed in 
detail elsewhere (see Chap. VII, Sec. 9 of 
this Volume). In the case of ferroelectric 
switching in chiral smectic C phases, the 
director n is free to move about a cone of 
angles which is centered on the horizontal 
axis. Each molecule has a ferroelectric di- 
pole P, which is perpendicular to its length. 
This is depicted in Fig. 3. 

When an electric field E is applied to the 
cell, there is an interaction between E and 
P, which forces the director to move around 
the cone to a point of equilibrium. If the field 
is changed, the director moves again. The 
phase adopts a structure in which the n di- 
rector precesses helically around the cone 
from layer to layer to minimize the electro- 
static interaction with the side dipoles, thus 
destroying any bulk spontaneous charge 
separation. 

If the FLC (Ferroelectric Liquid Crystal) 
is constrained in a thin layer (usually 1 -  
3 pm) between suitable aligning surfaces, it 
can adopt the structure shown in Fig. 4, i. e., 
the precessing of the n director can be sup- 
pressed and the material becomes ferro- 
electric [3]. In this case, applying an electric 
field will switch the n director (and there- 

I ,.*.” Polariser 
Figure 2. Action of po- 
larizers with coherent il- 
lumination. 
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Figure 3. Molecular interaction with an applied electric field. 

Figure 4. Layering in a surface 
stabilized ferroelectric liquid 
crystal (SSFLC) cell showing 
the degenerate cone for the tilt 
of the molecules. 

fore the optical axis) from one side of the 
cone to the other. The angle between the two 
switched states is the switching angle 0, 
which for the so-called ‘bookshelf’ struc- 
ture shown in Fig. 4 is twice the liquid crys- 
tal tilt angle [4]. Since only these two states 
are stable, the effect exhibits electrooptic bi- 
stability. Depending on the methods of de- 
vice fabrication (surface alignment, pre- 
treatment to the liquid crystal layer), the 
FLCs with nematic and smectic A phases 
above the SmC* phase may form the 
‘chevron’ structure [5] (see Chap. X, 
Sec. 10 of this volume). In this case, the two 
equilibrium stable states will be separated 
by a switching angle that is less than twice 
the liquid crystal tilt angle. 

The viscosity parameters associated with 
the electrooptic effect, and the increased 
torque that can be exerted on the liquid crys- 
tal by an applied electric field due to the 
spontaneous polarization, result in an elec- 
trooptic effect that can be several orders of 
magnitude faster than in nematics. Switch- 

ing speeds below 10 ps can be achieved [6]. 
In such switching, the liquid crystal layer 
acts as an optically uniaxial medium with its 
optic axis in the plane of the layer. Hence it 
behaves like a switchable wave plate whose 
fast and slow axes can be in two possible 
states separated by the switching angle q, 
and whose retardation depends on the thick- 
ness and birefringence of the FLC. This is 
not only true for ferroelectric switching in 
the chiral smectic C phase, but also for elec- 
troclinic switching in chiral smectic A phas- 
es and for the deformed helix electrooptic 
effect in tight pitch helical smectic C struc- 
tures. These latter two effects offer a pro- 
portional response to applied DC (direct 
current) voltages in contrast to the electro- 
optically bistable switching described 
above. The electrooptic symmetry of switch- 
ing in chiral smectic phases is therefore fun- 
damentally different from that of electro- 
optic effects in nematic liquid crystals that 
involve tilting of the optic axis out of the 
plane of the thin films. 
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2.1.3 The FLC Spatial 
Light Modulator 

The FLC SLM is constructed as a thin layer 
(approx. 2 ym thick) of smectic C* FLC 
sandwiched between two transparent elec- 
trode arrays, as in Fig. 5a. The molecules 
are usually arranged in the bookshelf geom- 
etry and are all aligned to the glass elec- 
trodes by alignment layers which the FLC 
molecules follow. 

The electric field is applied via a pixelat- 
ed pattern of IT0  (indium tin oxide) on the 
glass. One of the advantages of the binary 
modulation and bistability of the FLC is that 
pixels can be rowkolumn addressed [7]. 
Hence very large matrices of pixels can be 
passively multiplexed one line at a time. 

The rear glass wall can be replaced by a 
silicon VLSI die to make a silicon backplane 
SLM as in Fig. 5 b. The SLM is now a re- 
flective modulator with the aluminum from 
the second metal layer of the VLSI process 
acting as a mirror [S]. Circuitry on the back- 
plane can be used to address the FLC pixels 
as either dynamic random access memory 
(DRAM) [91 or static RAM (SRAM) [lo]. 
The silicon backplane SLM is very impor- 
tant to the development of nondisplay ap- 
plications as it allows large arrays of small 
pixels to be built on a silicon wafer capable 
of high addressing speeds. Compared with 
line-at-a-time multiplexed SLMs, these sil- 

icon backplane SLMs allow a full frame of 
pixels to be addressed in one liquid crystal 
response period (as opposed to one row), 
hence they can be K times faster, where K 
is the number of rows. The pixel circuitry 
also isolates the liquid crystal from the 
electrical crosstalk inevitably occurring in 
passively multiplexed devices, so the effec- 
tive contrast ratio will be much higher. How- 
ever, metal layers other than standard VLSI 
metallization must be used to achieve high 
reflectances and contrast ratios (>20: 1). A 
320x240 array of 37 pm pixels capable of 
displaying 22000 frames per second is 
shown in Fig. 6 [ll]. Other silicon back- 
plane devices include 256 x 256, 768 x 5 12, 
and 1280x 1024 pixel arrays. 

The interaction between the FLC mole- 
cules and the coherent polarized light can be 
modeled as a switchable wave plate with 
two possible axis positions. Hence we can 
use Jones matrices to model this interaction 
and polarizers to orient the light; then we 
can analyze the light after propagation 
through the FLC. 

2.1.4 Binary Intensity 
Modulation 

If the light is polarized so that it passes 
through an FLC pixel parallel to the fast 
axis in one state, then there is no change due 

7 
Si Wafer & VLSI Circuitry 

Figure 5. Construction of an SLM: (a) transmissive, (b) reflective. 
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Figure 6. A 320 x 240 pixel 
silicon backplane FLC SLM. 

to the birefringence and the light will pass 
through a polarizer which is also parallel to 
the fast axis. This is demonstrated in Fig. 7. 
If the pixel is then switched into State 2, the 
fast axis is rotated by the FLC switching 
angle 0 and the light now undergoes some 
birefringent interaction. We can use Jones 
matrices to represent the optical components 

State 1 

State 2 

(a)=(: P) 
cos2 0 r 

+ ejrI2 sin2 0 2 

r 

e - j r / 2  

- j  sin-sin(20) 

e.ir/2 cos2 0 
+ e- j r l 2  sin2 0 

- j  sin -sin (20) 
2 

If the thickness of the FLC cell is set so that 
r = n  (as from Eq. 6), then the light in the ( 1 3 )  
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t 

A fast 4 

Polariser I . * '  " 

State 1 I:.' 

direction of the slow axis will be rotated by 
180". This leads to a rotation of the pola- 
rization after the pixel, which is partially 
blocked by the following polarizer. A max- 
imum contrast ratio will be achieved when 
State 2 is at 90" to the polarizer and the re- 
sulting horizontal polarization is blocked 
out. This will occur when 

V, ( ejr'2 cos2 0 + e-jr'2 sin2 0) 

= v Y ( j c o s 2 ~ - -  j s i n * e ) = ~  (15) 

Hence the optimum switching angle for an 
FLC performing intensity modulation is 

Polariser A ,." 

Figure 7. The two 
states of the FLC for 
intensity modulation. 

0=45". This is equivalent to a tilt angle of 
22.5" and there are many fast FLC materi- 
als with this tilt available. 

2.1.5 Binary Phase Modulation 

If the light is polarized so that its direction 
bisects the switching angle and an analyzer 
(polarizer) is placed after the pixel at 90" to 
the input light, then phase modulation is 
possible [12], as shown in Fig. 8. If we start 
with vertically polarized light, then the FLC 
pixel fast axis positions must bisect the ver- 
tical axis and will be oriented at angles of 

. -  slow , -  

slow 

State 1 State 2 

Figure 8. The two 
states of the FLC for 
phase modulation. 
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812 and -012, respectively, for each state. 
Once again we can use Jones matrices to ex- 
press the system 

State I 

(;I=(; 2) 

e j r / 2  cos2 !? r 2 
- jsin -sin (0) 

+ e - j r / 2  . 2 0 sin ~ 

2 
2 

State 2 

(;I=(; 2) 

e j r / 2  cos2 !? r 2 j sin -sin (0) 
+ e - j r / 2  2 e 

\ 2 
sin 2 

2.1.6 The FLC Optically 
Addressed Spatial Light 
Modulator (OASLM) 

From these two expressions we can see that 
the difference between the two states is just 
the minus sign, which means that the light 
has been modulated by 180" ( K  phase mod- 
ulation). Moreover, the phase modulation is 
independent of the switching angle 0 and 
the retardation r. These parameters only 
affect the loss in transmission through the 
pixel, which can be gained by squaring the 
above expressions 

Hence maximum transmission (and there- 
fore minimum loss) for phase modulation 
occurs when r = n  and 0 = ~ / 2 .  

From this analysis it is possible to see 
why FLC SLMs form a vital part in optical 
systems. The liquid crystal modulation al- 
lows the display of information into coher- 
ent optical systems as both intensity and 
phase images. The nature of the FLC mo- 
lecular interaction makes it fast and this 
ideally suits nondisplay applications. Even 
the restriction of binary modulation does not 
limit the usefulnes of FLC SLMs, although 
fast grey scale and multilevel phase mod- 
ulation would be desirable. In fact, for some 
applications, binary modulation is a bonus 
and enhances performance. 

The electric field that modulates the FLC 
molecules is externally supplied by interface 
circuitry, and hence the patterns displayed 
on the SLM must be loaded from a computer 
onto the pixels. An alternative method of ad- 
dressing the FLC molecules is to use a pho- 
tosensitive surface as part of the cell struc- 
ture, which allows light intensity that is inci- 
dent upon the OASLM to define the pattern 
displayed. The molecules are still switched 
by an electric field, but the field is now set 
up by the intensity pattern. The effect is much 
like a re-recordable photographic film. 

An FLC OASLM is made up from a thin 
layer of FLC sandwiched between aconduc- 
tive glass electrode and a photoconductive 
layer, as illustrated in Fig. 9. There is still 
an external electrical field applied, but this 
is common for the whole OASLM and is 
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Figure 9. Construction of an FLC OASLM. 

used to time the read and write cycles of the 
OASLM. The photoconductive layer is usu- 
ally a thin film of amorphous silicon (aH : Si) 
which has the required photoactive prop- 
erties. When the external electrical field is 
positive (write cycle), a voltage appears 
across the aH:Si and FLC layers. Figure 10 
shows the addressing states of the OASLM. 
If the aH:Si is not illuminated (in a dark 
state), then its resistivity is very high, and 
most of the voltage appears across the 
aH: Si. This means that the voltage across 

Dark State (Not 
illuminated) 

Figure 10. Modulation states for an FLC OASLM. 

the FLC is insufficient to switch the mole- 
cules. If the aH:Si is illuminated (bright 
state), then the resistivity of the aH : Si is low 
and the voltage appears across the FLC, 
causing it to switch. 

A negative pulse must also be applied to 
achieve DC balancing and is used to erase 
the image on the OASLM. During the erase 
period, the OASLM must not be illuminat- 
ed, and hence the write beam must be mod- 
ulated in the same fashion as the electric 
field. The pattern that has been written on- 
to the FLC can then be read by a read beam, 
which is either transmitted or reflected off 
the FLC layer to read the optically addressed 
pattern. The OASLM does not contain any 
pixels, and the resolution of the OASLM is 
only restricted by the structure and localized 
grouping of the aligned FLC. This is typi- 
cally about 10-100 times higher than an 
electrically addressed SLM, and for a good 
OASLM values of 30 line pairs/mm have 
been measured, with quoted values reach- 
ing 100 line pairdmm. The resolution of a 
photographic film is still in excess of this as 
it depends solely on the film grain size. 

Bright State 
(Illuminated) 
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The devices shown in Figs. 9 and 10 of- 
ten utilize the reflectivity of the aH : Si/FLC 
interface to reflect the read beam (-20%). 
The device is improved greatly if a good 
quality reflector is placed at the interface. 
To avoid short circuiting out the charge dis- 
tribution defining the image, this mirror 
must be nonconducting. Dielectric mirrors 
can be used (as with nematic OASLMs), but 
for FLC devices (for which charge flow 
must occur on switching) this can make it 
difficult to remove charge from the inter- 
face. Metal mirrors (usually aluminum) can 
be used provided they are divided into a 
large number of small pixels, which will de- 
fine the limiting resolution possible [ 131. 

The response time (frame rate) of 
OASLMs is usually limited by the rate at 
which photogenerated carriers can be re- 
moved from the aH:Si [14]. This can be 
greatly speeded up if the aH : Si is doped and 
allowed to operate as a large area reverse 
biased photodiode [15]. This reduces the 
sensitivity compared with the purely photo- 
conductive mode of operation and can re- 
sult in difficulties in achieving full contrast. 
The photodiode structure can be achieved 
by depositing doped layers of amorphous 
silicon or by allowing the IT0  layer adja- 
cent to the aH:Si (see Fig. 9) to form a 
Schottky barrier [ 141. 

2.2 Optical Correlation 

2.2.1 The Positive Lens 
and the Fourier Transform 

One of the most important elements in non- 
display applications of liquid crystals is the 
positive focal length lens and its relation- 
ship to the Fourier transform. It is a Fouri- 
er transform and its unique mathematical 
properties that allow us to perform many 

complex operation optically ‘at the speed of 
light’. If we have an arbitrarily shaped aper- 
ture A ( x , y )  with maximum dimensions xmax 
and y,,, which is illuminated by plane wave 
coherent light of wavelength A and we look 
at the electric field distribution E ( x , y )  at a 
distance R [16], with 

We find from diffraction theory that, E ( x , y )  
is in fact the analytical Fourier transform of 
A ( x , y ) .  The pattern of E ( x , y )  is called the 
far field diffraction pattern of the original 
aperture function. Hence we have the rela- 
tionship between E ( x , y )  and A ( x , y )  linked 
by the Fourier transform 

E(u ,v )  = Jj A ( x , y )  e2ni(ux+vy)dxdy (20) 

Where (u ,v)  are the co-ordinates in the do- 
main of the Fourier transform and are de- 
fined as the measure of spatial frequency. 
Inversely we can calculate the aperture from 
the far field pattern by the inverse Fourier 
transform 

A 

A ( x , y )  = jj E ( u , y )  e-2n’(ux+vv)dudv (21) 
A 

This in itself is a very useful property for 
optical processing systems, but the restric- 
tions set by the far field limit R make the 
fabrication of such systems difficult. Such 
a far field distance is difficult to achieve in 
practical terms, so a means of shortening the 
distance is needed. If a positive focal length 
lens is included directly after the aperture, 
as shown in Fig. 11, the far field pattern ap- 
pears in the focal plane of the lens. A posi- 
tive lens performs a Fourier transform of the 
aperture placed behind it. 

If we consider the aperture A(x ,y )  placed 
just before a positive lens of focal lengthf, 
then we can calculate the field after the lens 
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Figure 11. Diffraction through a 
f positive focal length lens. * 

[ 171 by the paraxial approximation 

Application of Snells law at the spherical 
lendair boundaries of the lens shows that 
the lens converts plane waves incident upon 
it into spherical waves convergent on the 
focal plane. For this reason, diffraction to 
the far field pattern now occurs in the fo- 
cal plane of the lens. The effect of this is to 
shift the distant R to the single position spec- 
ified by the local lengthf. The principles of 
diffraction can be applied to A (x, y)' as if it 
were the aperture. The final result for the 
diffracted aperture A (x, y) through the lens, 
in terms of absolute spatial co-ordinates, 
<a,p> is 

- W , P )  = e f a  
j x (  a' +az) 

j x ( a x + P y )  

. Jj A ( x , y )  f-2 f a  dxdy (23)  

We can translate this equation into spatial 
frequency coordinates, such that u =kal2nf  
and v = kp/2n f ,  giving the Fourier transform 
relationship shown above for the far field 
region, with an added phase distortion due 
to the compression of R down to the focal 
planefof the positive lens. 

A 

Far field region 

= focal plane of a positive lens 

= FT(aperture function) 

It looks as though we are getting something 
for nothing, but this is not the case, as the 
lens introduces the quadratic phase distor- 
tion term in front of the transform. This can 
lead to a smearing of the Fourier transform 
and must be corrected for in compressed op- 
tical systems. There are several methods 
used to correct the phase, such as adding fur- 
ther lenses close to the focal plane or a com- 
pensating hologram to counter the phase 
distortion. If the aperture is placed a dis- 
tance d behind the lens, then there will be a 
corresponding change in the phase distor- 
tion term of the Fourier transform 

From this equation we can see another way 
of removing the phase distortion. If the dis- 
tance is set so that d = f ,  then the phase dis- 
tortion is unity and we have the full Fouri- 
er transform scaled by the factor of the fo- 
cal length,f. This is a very important fea- 
ture used in the design of optical systems 
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and is the principle behind the 4fsystem. In 
a 4f system, there are two identical lenses 
separated by a distance 2 f .  This forms the 
basis of a low distortion optical system. 

In both the examples of Fig. 12, the dis- 
tortions are minimized. In the top system, 
the aperture is transformed in the focal plane 
of the first lens and then re-imaged by the 
inverse transform of the second lens. The 
image shown at the aperture (Give Way) 
appears at the output rotated by 180". The 
reproduced image would be perfect if the 
two lenses were ideal, however, there are 
distortions within the lenses such as chro- 
matic and spherical aberrations. Some of 
these distortions are reversible through the 
lenses and so cancel in the system, but some 
are not, leading to a slightly distorted im- 
age. The second 4 f  system is another con- 
figuration for preserving the wavefront 
from the input to the output, and is essential 
in optical systems such as holographic op- 
tical interconnects. 

2.2.2 Correlation by 
Fourier Transform 

If two functions are multiplied together and 
the Fourier transform (FT) taken, the result 
is the convolution of the FT of each func- 
tion. In this notation we represent the FT by 
the change in case for the letter of the func- 
tion, i.e., F T [ g ( x , y ) ] = G ( u , v )  

F ~ [ g ( x , y ) h ( x , ~ ) ] = G ( u , ~ ) O H ( u , v )  (25) 

If we replace either of the functions h ( x , y )  
or g (x,y)  with its complex conjugate, then 
the result is the correlation of the two FTs 

FT[g(x,y)* m y ) ]  = G(u,v)* H ( u , v )  (26) 

Also, from Fourier theory we have this re- 
lationship for a complex conjugate 

FT [ h ( x , y ) * ]  = H(-u,- v )  (27) 

If function h ( x , y )  is real, then h ( x , y ) * =  
h (x,y), hence correlation and convolution 

.................. .............._ ~ ~ - .J .... .... .......................................... 

.... ..... 
Aperture 
or Image ...... .... ._.. .... .............. ..... 

................ .... ....... .... ....... 
....... ..... .... 

.... 
....* <:. 

.... 
- ..... .... -.... ..__ 

..__ .._..' 

f f .f f 

f f 

Figure 12. Two possible 4 f optical systems. 

f f 



776 2 Nondisplay Applications of Liquid Crystals 

are the same operation. Moreover, the cor- 
relation of a real object and the same object 
rotated by 180" is the same, making the dif- 
ferentiation between the two cases difficult. 

Correlation gives us a means of compar- 
ing two functions. By correlating two func- 
tions with each other, we can judge how sim- 
ilar they are in contents and structure. If one 
of the functions is a reference image and we 
explicitly know its entire structure, then we 
are comparing an unknown image with aref- 
erence to see if the contents of the reference 
image are contained anywhere in the un- 
known image. This is demonstrated in the 
example of Fig. 13. We define the reference 
images r(x,y) and the unknown input image 

In order to perform a correlation, we need 
to multiply the FT of the reference image 
~ ( x , y )  and the unknown input image s ( x , y )  
in the Fourier domain before the final FT 
creates the correlation of the two original 
images 

as s(x,Y).  

S(X,Y)" r (x ,y> 
= FT(FT[S(x,y)]~T[r(x,);)]} (28) 

If the unknown input image s(x,y) contains 
the same information as the reference 
r ( x ,  y), then an autocorrelation [maximum 
SNR (signal-to-noise ratio)] occurs. If s (x, y) 
contains the same information as r(x,y) but 
shifted to a different location in the image, 
then the autocorrelation will also be shifted 
by a proportional amount. If the unknown 
input s(x,y) contains r(x,y) shifted by 
(xo,yo),  we can use the FT shift theorem, 

- j  277 (x,u + yov ) F T [ g ( x - x o ,  Y-YO)~  = G ( u , v )  e 
giving 

s (x, Y ) = r (x - xo 5 Y - yo ) 
I;T[S(x,y)]=S(u,v)=R(u,v)e 

(29) 
- j 2 ~ ( x ~ u + y ~ v )  

We then multiply this by the FT of the ref- 
erence r ( x , y ) ,  which is centered on an ori- 
gin or a known point of reference. We then 
take the FT of the product to give the corre- 
lation between the two images. The shifted 
reference contained within s (x, y) leads to 
the exponential term above, which is now 
the shift of the correlation in the output 
plane. The correlation will be shifted by the 
same amount as the reference object was 

E * E 

Reference 
r k y )  output 

Figure 13. The principle of correlation. 
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shifted in the unknown input, (x,,yo), rela- 
tive to the position of the object (zero as it 
was centered) in the reference image. With 
correlation we can not only detect if the 
object in r ( x , y )  occurs in s ( x , y ) ,  but we can 
also state the position at which it occurs (if 
it occurs), as shown in Fig. 14. Correlation 
is shift invariant. 

Shift invariance is an inherent property of 
correlators, however, other forms of invar- 
iance must be added by cunning techniques. 
The most common forms of invariance are 
rotation invariance [ 181 and scale (size) in- 
variance [ 191. 

The input image s ( x , y )  may contain more 
than one reference object, in which case, 
both will correlate with r ( x , y )  (Fig. 15). 
The result is two correlation peaks, each of 
which indicates if and where the reference 
object occurs in the input. For the sake of 
analysis of the correlation, we must consid- 
er each object in s(x,y) as a separate func- 

. f. ............................................ ...... . 

S ( X > Y )  

* 

tion s1 (x,y) and s 2 ( x , y ) ,  with separate posi- 
tions. 

We can use the fact that a positive lens 
performs an FT in its focal plane to create 
architectures that can be used to perform op- 
tical correlation. There are two possible ar- 
chitectures which can easily be optically im- 
plemented. 

2.2.3 The Matched Filter 

The matched filter is the most logical meth- 
od of performing optical correlation; this 
was first proposed by Vander Lugt in the 
1960s [20]. The optical architecture is laid 
out in a linear fashion as a 4 f system. The 
lower part of Fig. 16 depicts the transmis- 
sion of light from left to right, from planes 1 
to 4. The upper part is performed off-line by 
electronic processing and is then stored as a 
matched filter. 

Figure 14. Shift invariance in a correlation. 

S l ( * Y )  
sl (x. v )  

* 
S2(X> Y )  4 4 Y )  

Figure 15. Multiple correlations. 



77 8 2 Nondisplay Applications of Liquid Crystals 

FT 
xo 

I I 

Figure 16. The matched filter. 

The input image s ( x , y )  is displayed in 
plane 1 before the FT into plane 2 

s(u, v)e-J2Nxou+Yo v )  (30) 

The FT of s ( x , y )  is then multiplied by the 
FT of the reference r ( x , y )  

R(u, v)S(u, v) e-J2n(xou+you) (3 1) 

The FT of the reference is done off line on 
a computer and is defined as the matched 
filter R(u,v) for that particular reference 
r ( x , y ) .  In fact, the generation of the filter 
may be more complicated (to include invar- 
iances), and it is advantageous to use only 
the phase information of the reference FT 
rather than the full complex amplitude and 
phase as it gives a more detectable narrow 
peak [21]. The product of the input FT and 
the filter then undergoes a further FT to give 
the correlation in plane 4. The object in the 
reference r ( x , y )  is centered in the process 
of generating the filter R (u ,  v), so that if a 
correlation peak occurs, its position is di- 
rectly proportional to the object in the input 

image, with no need for any decoding. The 
best qualitative test for the matched filter 
is to perform an autocorrelation with the fil- 
ter that has been generated. The reference 
image r ( x , y )  is used as the input to the 
correlator to judge its performance. If the 
matched filter in Fig. 16 is used for the ref- 
erence image of a letter E, then the autocor- 
relation will have optimum SNR. 

Great improvements can be made to the 
usefulness of the correlation peak by using 
a phase only matched filter (POMF). The 
matched filter R (u,  v) is stripped of its phase 
information (i.e., the phase angle of the 
complex data at each pixel) and this is used 
as the filter in the correlator 

R (u, V) = kmp (u, v) ei#(u,v) (32 )  

The autocorrelation for the POMF is much 
more desirable, even though there is a re- 
duction in the SNR due to the increase in the 
background noise. The correlation peak is 
much narrower which is due to the informa- 
tion that is stored in the phase of the matched 
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filter [21]. The impulse response (the in- 
verse FT of the POMF) shows the structures 
that are recognized by the POMF, which 
tends to be the corners and points where 
intersections occur. The POMF is the most 
desirable filter to use as it has good narrow 
peaks but still remains selective of similar 
structured objects. The continuous phase 
structure of @ (u, v) means that it cannot eas- 
ily be displayed in an optical system. Twist- 
ed nematic displays are capable of multilev- 
el phase modulation [22], but the quality is 
poor and difficult to control, and they are 
slow. There is a possibility that new liquid 
crystals and phases may allow the imple- 
mentation of four-level phase modulation in 
the near future. 

The problems of displaying the filter 
can be alleviated by thresholding @ ( u , v )  
to give a binary phase only matched filter 
(BROMF) [23]. The penalties associated 
with going to binary phase (listed below) 
are greatly outweighed by the advantages 
gained by being able to use FLC SLMs in 
the optical system: 

1. 

2. 

3. 

The SNR is up to 6 dB worse than in the 
case of the POMF. 
The filter cannot differentiate between an 
object and the same object rotated by 
180" (due to the fact that the BPOMF is 
a real function). 
The BPOMF is not as selective as the 
POMF due to the loss of information in 
the thresholding. 

The binary phase is selected from the POMF 
by two thresholds 61 and 6,. The threshold- 
ing is done such that 

(33) 
0 6, q b ( u , v ) < &  

z Otherwise 

The selection of the two boundaries is made 
by exhaustive searching, as i t  depends on 
the shape and structure of the reference 

used to generate the filter. The benefits of 
this process are not high, and it is only like- 
ly to improve the SNR by a few percent. A 
safe threshold to get consistent results is 61 = 
-7~12 and 6,=7~12, as is the case in Fig. 17. 

As can be seen from the impulse response 
of the BPOMF in Fig. 18, there is less in- 
formation in the BPOMF. This can lead to 
erroneous results, especially where closely 
correlated objects (like E and F) are includ- 
ed in the reference library. More specialized 
techniques such as optimization and simu- 
lated annealing can be used to generate more 
robust filters under such conditions [ 191. 

The use of SLMs in matched filters has 
been proposed on several occasions, but has 
always been limited by the availability to 
suitable SLM technologies. The first use of 
SLMs in a BPOMF was done with a mag- 
neto-optic SLM [24] and proved to be the 
first step in the development of the BPOMF. 
The choice of binary phase modulation 
allows us to use FLC SLMs to display the 
information in an all-optical system. The 
availability of high quality transmissive 
FLC SLMs [25, 261 has opened the door to 
the possibility of practically implementing 

Figure 17. The BPOMF for the letter E, 6, = d 2  and 
6, = K 1 2 .  
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Phase Only Matched Impulse 
Filter Response 

Figure 18. Autocorrelation and filter impulse response for the BPOMF, letter E. 

the BPOMF. Other FLC based devices have 
been used in the BPOMF, particularly the 
use of silicon backplane SLMs to miniatur- 
ize the overall correlator system [27]. 

The basic linear layout for an SLM based 
BPOMF is shown in Fig. 19. With the right 
choice of lenses, we can build a working op- 
tical BPOMF correlator. 

The basic optical layout for a BPOMF fol- 
lows directly from the theoretical expecta- 
tions. The input light illuminates SLMl 
which is used to display the input image 
s(x,y). SLMl is also an FLC SLM, but it is 
used in intensity mode (black and white), 
but it could equally well be a nematic grey 
scale device. The SLM is an N ,  x N ,  array 

of square pixels, with a pitch of A , ,  and we 
are assuming that there is no pixel dead 
space. The modulated light then passes 
through lens FT1 which performs the FT of 
the input image. The FT is formed in the fo- 
cal plane of the lens and will have a finite 
resolution (or ‘pixel’ pitch) given by 

(34) 

There are N ,  ‘spatial frequency pixels’ in 
the FT of the input image on SLM1, hence 
the total size of the FT will be N , A , .  The 
BPOMF is displayed on SLM2 in binary 
phase mode. SLM2 is also an FLC device 
with N 2 x N 2  pixels of pitch A , .  The size of 

SLM 1 SLM2 Fl-2 output 

V 

f0 

Figure 19. Basic layout of an SLM based BPOMF. 
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the FT of SLMl must match pixel for pixel 
with the BPOMF on SLM2 in order for the 
correlation to occur. For this reason we must 
choosef, such that 

N2 4 2  4 f o =  A (35) 

Once the FT of the input (matched in size to 
SLM2) has passed through SLM2, the prod- 
uct of the input FT and the BPOMF has been 
formed. This is then FT’ed again by the fi- 
nal lens and the output is imaged onto a CCD 
camera. An example is a BPOMF experi- 
ment where SLMl and SLM2 are both 
128 x 128 pixel FLC devices with a 220 pm 
pixel pitch at a wavelength of 633 nm. The 
required focal length to match the input 
Fourier transform to the BPOMF in this case 
isf0=9.787 m, which is clearly impractical 
as an experimental system. 

It is possible to shorten the actual length 
of the optical transform whilst still keeping 
the effective focal length that is desired by 
including further lenses in a combination 
lens. One technique is to combine a positive 
lens with a negative lens to make a two lens 
composite. This gives a length compression 
of aroundfo/5 [28], which in the example 
above is still 2 m and impractical. Further- 
more, the two lenses combine in aberrations, 
which leads to poor correlations due to poor 
optical quality. A second system is to use a 

SLM 1 

three lens telescope which gives up tofol15 
1191. If the chosen lenses and SLMs fit 
the design equation, then the FT will be 
the same size as the BPOMF and the total 
length of the three lens system will be 
z=fi+2f2+f3. For the SLMs in the above 
example, a first lens f ,  =250 mm was 
chosen to perform the initial FT. This 
means a magnification of 39.1 is required 
for the telescope. From the available cata- 
log lenses, a combination off2 = 10 mm and 
f3=400 mm was chosen to give a magnifi- 
cation of 40. The overall length of the 
system was z=670 mm, which means that 
the BPOMF can now be constructed on an 
optical table. 

Figure 20 shows the final layout of the 
experimental BPOMF described in the ex- 
ample [29]. The lenses were all high qual- 
ity achromatic doublets and the laser was 
a collimated HeNe with a wavelength of 633 
nm. There was sufficient tuning in the three 
lens combination to account for the slight 
mismatch between the desired magnifica- 
tion and the lens telescope. The three lens 
system had very low aberration as there is 
compensation between the three elements. 
Figure 21 shows a typical input image to the 
correlator as it would appear on SLMl and 
the output from the correlator when the fil- 
ter is based on a no-left turn roadsign of the 
same size. 

SLM 2 

.... 

......... __......... 

f l  f2 f3 

Figure 20. Layout of the experimental BPOMF. 
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Figure 21. Experimental results from the BPOMF. 

The overall size of the BPOMF was still 
sufficient to cover an 8x4 ’  ( 2 . 4 ~  1.2 m) 
optical bench, making it very impractical 
for real world applications. The next step 
in developing the BPOMF is to reduce the 
size and pixel pitch of the SLMs. For this 
reason, FLC based silicon backplane VLSI 
SLMs are ideally suited to miniaturizing 
the BPOMF. If the SLMs are reduced to 
256x 256 pixel devices [ l o ]  with a pixel 
pitch of 40 pm, then the size of the BPOMF 
shrinks dramatically. The size of the devic- 
es makes the three lens compression system 
impractical, but we can still use the posi- 
tivehegative lens system to shrink the 
BPOMF further. Figure 22 shows a mini- 
ature correlator designed for the 256 x 256 
SLMs mounted on a magnetic optical base- 
plate. The total dimensions of this correla- 
tor are 180 x 150 mm, which is far more use- 
ful in real world applications [30]. 

As can be seen from Fig. 21, there are 
more practical applications for the BPOMF 
than telling an E from an F. In this applica- 
tion, it was envisaged that an optical corre- 
lator could be used in a car to act as a road- 
sign detector, providing driver assistance. 
One of the main results taken from this work 
was that the exact nature of the input scene 
must be carefully considered. The problem 
of scale invariance can be solved, but there 
are more complex distortions that can affect 
the performance of the BPOMF. For this rea- 
son, the roadsign application is perhaps in 
the future; however, there are several other 
applications that are ideally suited to the 
BPOMF. The majority of correlator research 
is performed in military institutions as the 
correlator has several qualities that appeal 
to military specifications. Other applica- 
tions include fingerprint recognition for en- 
try systems, credit card security, printed cir- 
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Figure 22. The miniature BPOMF: (a) optical layout, (b) baseplate layout. 

cuit board inspection, and texture analysis. 
Perhaps the true place for the correlator lies 
as a morphological processor or image clas- 
sifier. A correlation could easily be adapted 
to simplify or classify images to provide in- 
put to a trained classifier such as a neural 
network. 

2.2.4 The Joint Transform 
Correlator 

A second method for performing optical 
correlation is the joint transform correlator 
(JTC) [31]. In this equipment there is only 
one SLM and the input and reference imag- 

es are displayed side by side upon it. It is 
also possible to incorporate an OASLM as 
the nonlinearity in the Fourier plane. 

From Fig. 23 we can analyze the per- 
formance of the JTC; in plane 1, the input 
s(x,y) and reference r(x,y) are displayed 
side by side in an optical system and then 
Fourier transformed by a single lens into 
plane 2 giving the joint power spectrum 
(JPS) 

JPS = ' J (u ,~ )e - j2~(x l~ -~ lv )  

+ R(u,v)e-J2nyav (36) 

The input image can appear anywhere with- 
in the lower half plane, whilst the reference 

Figure 23. The joint transform correlator. 
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is centered in the upper half plane. The non- 
linearity between planes 2 and 3 creates the 
term needed for correlation, and in its sim- 
plest form can be modeled by a square law 
detector such as a photodiode or CCD cam- 
era, which takes the magnitude squared of 
the light (JPS) falling upon it 

S2 (u,v)+ R2 (u,v) 
+ S(u,v) R(u,v)e -j2n[xlu-(yo+yl)v] 

+ S(u ,v )  R(u,v)e-J2x[-xiu+(~o+~i 1 ~ 1  (37) 

The output plane 4 is after the second FT. 
The output plane contains more information 
than just the correlation peaks, with the 
central DC terms proportional to F(R’ + s2) 
and the two symmetrical correlation peaks 
spacedby ( x O , y l + y ~ )  and [-xo,-(yl+y~)l, 
as shown in Fig. 24. 

The central DC term is an unwanted 
source of noise which degrades the optical 

Figure 24. JTC output plane. 
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system. There is always a symmetrical pair 
of correlation peaks, so only half the output 
plane needs to be considered, but the posi- 
tion of the correlation peak has to be decod- 
ed to gain the actual position of the reference 
object in r ( x , y )  if it correlates with s(x,y). 

The quality of the correlation can be im- 
proved by nonlinear processing of the JPS 
[32]. This can be done either by electronic 
processing or by an optically addressed 
component such as an OASLM [33]. Figure 
25 shows a generic layout for an OASLM 
based nonlinear JTC. The performance of 
the JTC is very dependent on the quality of 
the OASLM. The first OASLM based JTC 
tests were done using the Hughes liquid 
crystal light valve (LCLV) [34]. This device 
takes the intensity of the JPS and uses it to 
modulate a nematic liquid crystal. The form 
of the nonlinearity is similar to a CCD cam- 
era, with the results being displayed in grey 
scale. The quality of the correlation peaks 
in this system was broad and fuzzy, with low 
SNR, partly due to the quality of the optical 
system and partly due to the nonlinear 
LCLV. The main drawback with the Hughes 
LCLV based systems was that the overall 
correlation rate was slow due to the writing 
of the intensity pattern and the addressing 
of the nematic liquid crystal. 

Better JTC performance can now be 
achieved with the development of the FLC 
OASLM. This device offers an optically ad- 

A 

Figure 25. Optical layout of the OASLM based JTC. 
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dressed nonlinearity at speeds of 2 kHz or 
more, with high order nonlinearity. Because 
the FLC crystal modulation is binary, there 
must be a threshold in the OASLM. This is 
done automatically by the interaction be- 
tween the amorphous silicon photodetector 
layer and the FLC. Such a nonlinearity is 
highly desirable in a JTC as it produces 
much sharper peaks with better SNR and re- 
duces the power lost into the central DC 
term [35] .  

Figure 26 shows some experimental re- 
sults taken from an FLC OASLM based JTC 
[29]. The optical setup was the same as in 
Fig. 25, on an in-car correlator 600x200 
x 200 mm in size. The application was an in- 
car system capable of recognizing road 
signs. The left side image shows the input 
plane; the reference was designed to recog- 
nize the road sign over a range of different 

sizes. The input image to the JTC was sup- 
plied by a CCD camera mounted behind the 
rear view mirror. The car was driven past 
the road sign to collect the input data, and 
the output from the JTC was captured and 
recorded for later analysis. The JTC worked 
well with the car moving slowly (<20 k d h ) ,  
but failed at higher speeds due to the limit- 
ed resolution of the input SLM. 

2.3 Optical Interconnects 

Some of the most promising nondisplay 
applications for liquid crystals eligible for 
commercial exploitation are in the area of 
optical interconnects and switches. Poten- 
tial applications include optically transpar- 
ent fiber-to-fiber switches for use in the 
telecommunications transmission network, 

Figure 26. Experimental results from 
an FLC OASLM JTC (adapted from 
P91. 



786 2 Nondisplay Applications of Liquid Crystals 

highly parallel computers, local area net- 
work, cable TV, etc. There are major eco- 
nomic advantages to retaining very high 
data rate optical signals in the optical do- 
main while they are transported across cit- 
ies, continents, and oceans. Expensive elec- 
tronics can be avoided and the systems can 
be upgraded by only changing the terminal 
equipment. In telecomms transmissions, the 
erbium-doped fiber amplifier has made long 
distance ‘light pulses’ possible, and this has 
created the need for all optical switches. In 
computing, supercomputers are increasing- 
ly seen as arrays of RISC (Reduced In- 
struction Set Computer) processing con- 
nected optically, and high bandwidth fully 
connected operation may necessitate opti- 
cal space switching. 

Optical interconnections are also starting 
to be important for solving connectivity 
problems in large electronic systems [36]. 
Such interconnections may use free space 
optics rather than guided wave, and the 
interconnection patterns may be reconfigur- 
able [37, 381. Liquid crystal devices may 
have a role here 1391. 

Optical interconnects have progressed in 
both SLM technology and optical system 
design and fabrication to the point where 
semi-commercial systems are being de- 
signed and constructed. Ground breaking 
collaborations, as in the case of optically 
connected parallel machines (OCPMs) have 
not only furthered the theoretical concept of 
the system, but also the opto-mechanics 
which allow such systems to be more than 

just a bench-based demonstrator [40]. Re- 
configurable optical interconnects and 
switches can be separated into two main ar- 
eas: holographic switches, where the light 
is directed to the desired ports by recon- 
figurable holograms, and matrix or shutter 
based switches, where the routing mecha- 
nism is based on the blocking of light to un- 
wanted ports. 

2.3.1 Computer-Generated 
Holograms 

An integral part of any optical switch or 
interconnect is the ability to direct the light 
throughout the system during the transition 
from input to output ports. For this reason, 
the computer-generated hologram (CGH) is 
a vital element in the optical system. As with 
this optical correlator, the CGH involves 
Fourier transforms and hence uses lenses 
to perform these transforms, as shown in 
Fig. 27. A CGH is essentially a computer- 
generated pattern or hologram which relates 
to a desired pattern or replay field via a 
Fourier transform. 

The CGH can be either a fixed element as 
would be used for fan out in a shutter-based 
switch or a dynamic pattern displayed on a 
liquid crystal SLM. A simple example of a 
hologram is the 2-D grating or square wave 
shown in Fig. 28. 

To find the replay field of this pattern we 
need to take its Fourier transform. The 
square grating can be represented by a sin- 

Light 
____t 



2.3 Optical Interconnects 7 87 

Figure 28. A two- 
dimensional grating. 

gle square element (or pulse) convolved 
with an infinite train of delta functions. The 
result of the Fourier transform will be a sinc 

function sinc(x) = ___ sin(x)] multiplied by a 

different period train of delta functions. 
Hence, a train of delta functions has a sinc 
envelope and every second delta function is 
suppressed by the zeros of the sinc function. 
The 2-D far field region of the 2-D grating 
shown in Fig. 28 will be superimposed on- 
to the y axis (at x=O) of the 2-D far field 
plane as in Fig. 29. 

The next step is to look at a chequerboard 
pattern of pixels on an equally spaced grid 
(the pixel intensity has been restricted to 0 

i X 

Figure29. Two-dimensional FT of the grating in 
Fig. 28. 

or 1 i n  the example of Fig. 30). The chequer- 
board can be generated by the XOR of the 
above 2-D grating with itself rotated by 
180". Hence the FT will be made from the 
convolution of the two gratings. This is the 
convolution of a sinc enveloped delta train 
in the x direction with the same in the y di- 
rection. 

When an arbitrary pattern is generated by 
the FT of a hologram, it is contained within 
a sinc envelope based on the dimensions of 
the smaller or 'fundamental' pixel. For each 
lobe in the sinc there is an associated repli- 
cation of the pattern. There is also a replica- 
tion of the pattern at each zero in the sinc, 
even though the central value of the pattern 
is suppressed by the zero. With holograms, 
we are only interested in the central lobe of 
the sinc function. The other orders or lobes 
merely repeat the desired pattern in the re- 
play field and waste the available intensity 
which can be placed into that desired pattern. 
The area of interest in the replay field must 
be limited to half of the area of the central 
lobe to prevent overlap of orders. As the pix- 
el pitch decreases, the central lobe of the sinc 
envelope broadens, easing the restrictions 
that are placed on the replay field pattern. 

There is a limitation if the intensity of the 
pixels is restricted to T E [0,1], which means 
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that the central point at the origin (defined 
as the zero order) of the replay field can on- 
ly be zero if all the pixel intensity values are 
zero. This is because the point at the origin 
of the replay field is proportional to the 
average of the pixels in the hologram. A 
better modulation scheme would be to have 
binary phase modulation i. e., T E [+1,-11. 
If there are the same number of pixels set to 
+1 as are set to -1, then the average will be 
zero and there will be no zero order. This 
can be demonstrated with the 1-D grating in 
Fig. 3 1 .  

With binary phase modulation (T E [+1, -l]), 
the pixel in the center of the replay field can 
be defined by the structure of the hologram. 
A drawback of both these binary modula- 
tion schemes is that the hologram will al- 
ways be a real function, which means that 
the FT of the hologram is the same as the 
FT of the hologram rotated about the origin 

Figure 30. Hologram and replay field 
for a chequerboard. 

by 180". This symmetry restricts the useful 
area of the replay field to the upper half 
plane, as any pattern generated by the holo- 
gram will automatically appear as desired 
as well as rotated about the origin by 180". 
Hence there will be a restriction on the max- 
imum efficiency of the binary phase CGH, 
as half the power is wasted in the symme- 
try. If the desired pattern is asymmetric, then 
the total power which can be routed to that 
pattern will suffer at least a 3 dB penalty due 
to symmetry. There are advantages in going 
to more levels of phase than binary in order 
to increase the efficiency of the hologram 
and to break the symmetry [41]. This is theo- 
retically possible, but the modulation tech- 
nology is very limited. Nematic phase based 
devices are capable of up to 256 phase lev- 
els, but the optical quality is poor and the 
phase quantization is noisy, making them in- 
effective for CGH display. There is also a 
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penalty on modulation speed. FLC devices, 
as explained earlier, are capable of binary 
phase modulation, with the optimum perfor- 
mance being at a switching angle of 8 = 90". 
There are FLC mixtures that may deliver 
this switching angle, but they have yet to be 
demonstrated outside of the laboratory [42]. 
It is possible to perform four phase level 
modulation, but simulations have shown 
that to achieve this a switching angle of 
8=270" must be achieved over all four 
states [43]. 

There is no simple way of generating a 
CGH except in simple cases such as grat- 
ings and chequerboards. In order to create a 
hologram that generates an arbitrary replay 
field, we need a more sophisticated algo- 
rithm. To achieve this we must use optimi- 
zation techniques such as simulated anneal- 
ing [44] or the genetic algorithm [45]. Say 
we want an array of 4 x 4  delta function in a 
square grid spaced as shown in Fig. 32, then 
the logical approach would be to take the FT 
of this replay field, take the phase and 
threshold it about d 2 .  The 'hologram' and 
replay field generated are not what we de- 
sire, as the correct threshold will vary over 
the FT of the replay field. Hence we need a 
better way of finding the optimum combi- 
nation of pixels to give us the target replay 
field we desire. The simplest method of do- 
ing this is a direct binary search (DBS). In 
this technique we take a hologram of ran- r-l @ @ @ @  

Figure 32. CGH desired replay field. 

dom pixel values and then calculate its re- 
play field: 

1. Define an ideal target replay field, T (de- 

2. Start with a random array of binary 

3 .  Calculate its replay field (FT), H, .  
4. Take the difference between T and H ,  

and then sum up to make the first cost, 

5. Flip a pixel state in a random position. 
6. Calculate the new replay field, H , .  
7. Take the difference between T and H ,  

and sum up to make the second cost, C,. 
8. If C,<C, then reject the pixel flip and 

flip it back (bad change). 
9. If C,>C, then accept the pixel flip and 

update C, with the new cost C1 (good 
change). 

10. Repeat steps 4-9 until ICo-CII 
reaches a minimum value. 

This is not a fully optimum means of gen- 
erating a hologram, but it gives a very good 
approximation, as shown in Fig. 33. More 
sophisticated techniques are required to 
fully exploit the possible combinations of 
pixel values in the hologram, as shown in 
Fig. 34. One such algorithm is simulated an- 
nealing, which uses DBS, but also includes 
a probabilistic evaluation of the cost func- 
tion, which changes as the number of itera- 
tions increases. The idea is to allow the ho- 
logram to 'float' during the initial iteration, 
with good and bad pixel flips being accept- 
ed. This lets the optimization float into more 
global minima rather than getting stuck in 
local minima, as is the case with DBS. 

The exact pattern of the replay field can 
be any arbitrary pattern of points that make 
up the target function. A good example of 
this is shown in Fig. 35, with the replay field 
of a hologram designed to generate the let- 
ters 'CRL' . The hologram was designed on 
a 64 x 64 grid and then replicated to fit the 

sired pattern). 

phase pixels. 

CO. 
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Figure 35. Replay field of the 'CRL' hologram. 

128 x 128 pixel resolution of the FLC SLM 
[25]. The replay field was transformed with 
a 250 mm focal length lens and imaged on- 
to a CCD camera. The remains of the zero 
order can be seen in the center of the plane, 
mostly due to the electronic addressing of 
the SLM. The noise is mostly due to the lim- 
ited resolution of the SLM. 

Figure 33. Hologram and replay field 
generated by DBS. 

Figure 34. Hologram and replay field 
generated by simulated annealing. 

2.3.2 Polarization Insensitive 
Holographic Replay 

In the optical system of Fig. 27, we have not 
stated any information about the polariza- 
tion of the illumination source or the orien- 
tation of the SLM used to display the CGH. 
As stated earlier, the modulation of the CGH 
must be perfect binary phase to remove the 
zero order from the center of the plane. If 
the SLM were ideal, then there would be no 
need for polarizers at the input or output, 
making it truly polarization-insensitive. In 
the application of all-optical fiber to fiber 
switches, we cannot predict or easily detect 
the polarization state from the input fiber, 
making a polarization-insensitive switch 
essential. A recent discovery has led to the 
implementation of a polarization-insensi- 
tive switch based on an FLC SLM with no 
polarizers [46]. The penalty of this opera- 
ion is that there will be a zero order due to 
the nonideal modulation of the SLM. How- 
ever, the orders of the hologram remain po- 
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larization independent. In order to under- 
stand this mechanism, we must look at the 
Jones matrix model of the modulation char- 
acteristics of the SLM. Given that the in- 
stantaneous input light has an arbitrary state 
of polarization, as stated earlier, 

We can look at the propagation as before in 
Eq. (10) to find the modulated light through 
the SLM, as if it were a switchable wave pla- 
te with retardance through the FLC 
switching angle 8. Hence we can rearrange 
Eq. (10) to a more convenient form for the 
two states 

For pixel state 1 

For pixel state 2 

.=( el + c2 ejr ) 
c3 + c4 

(39) 

Where 

q = h e j r c o s e  c2=%,eJ@sine 
c3 = -v, sine q = V, eJ@ cos e (41) 

From this we can see that each field compo- 
nent consists of a term (c2 or c3) that is mod- 
ulated through a phase angle and a constant 
offset term (c, or c4) that remains fixed as 
the pixels switch. This implies that the 
Fourier transform will contain some form of 
undiffracted DC term 

FT [ adc Hca (x, y )] 

= ad, 6(u ,v)  + aac r (u ,v)  (42) 

where 6(u, v) is a Dirac delta function cen- 
tered in the middle of the plane, H c G ( x , y )  is 
the binary phase hologram, r ( u , v )  is the 

Fourier transform replay field of the CGH 
and aac and adc are the optical ratios diffract- 
ed into the replay field and the unwanted ze- 
ro order, respectively, such that aiC + a $C= 1. 
To calculate the useful replay power effi- 
ciency given by a:C, the polarization com- 
ponents of Eqs. (39) and (40) must be re- 
written in terms of their mean DC value, 
superimposed onto a zero-mean AC (alter- 
nating current) phase modulation 

where 

xd, = c l + C " ( l + e j r )  xa, = Q ( l + e j r )  

Yd, = c4 + 3 (1 + ejr ) Y,, = 3 (1 + ejr)  

2 2 

2 2 
(44) 

From Fourier theory we have that the 
power undiffracted into the zero order is the 
intensity of the mean complex field am- 
plitude transmitted by the SLM. Hence a 
true binary phase hologram (with polariz- 
ers) will not form a zero order. These holo- 
grams have a mean field intensity of zero 
U ~ ~ = C H ~ ~ ( X , ~ ) = O ,  but suffer a transmis- 
sion loss a i C = T I  1. In the absence of po- 
larizers, the undiffracted zero order is de- 
rived from a mean of the pixel fields 

Since V ,  and V2 have been normalized, we 
can assume that 

and as V, and V, are orthogonal and there- 
fore independent, the proportion of power 
77, that is replayed in the desired replay field 
r (u ,  v) can be expressed as 
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which simplifies into an expression that is 
completely independent of the original po- 
larization variables, V,, V,, and @ 

qx = sin 8si (48) 2 21-  "z 
This result tells us that the amount of pow- 
er diffracted into the replay field Y ( U , V )  is 
constant and independent of the input state 
of polarization. Hence the light that is nor- 
mally blocked by the input polarizer and 
analyzer is just directed to the central zero 
order. The benefit of this is twofold: with 
the absence of polarizers, there will be no 
fluctuations due to changes in the input po- 
larization and there is an added bonus of 
6 dB of extra power due to the 3 dB from 
each polarizer removed, due to the physical 
construction of each polarizer. 

The results of this analysis have been ver- 
ified by simulating the variation of input po- 
larization states entering the FLC SLM and 
looking for a change in the intensity of the 
replay field, with no change observed. This 
result was also verified by an experimental 
test, the results of which can be seen in 
Fig. 36. A 128 x 128 pixel FLC SLM [25] 

was illuminated by a polarized coherent col- 
limated light beam. The CGH displayed on 
the SLM was a replication of the pattern in 
Fig. 34, which was designed to give a replay 
field of 4x4  equally spaced dots. The CGH 
was Fourier transformed by a 250 mm focal 
length lens and imaged on to a CCD came- 
ra. The replay field in Fig. 36a shows the 
FLC SLM in binary phase mode with polar- 
izers; there is no zero order visible, as ex- 
pected. The replay field in Fig. 36 b is the 
same CGH with the polarizers removed. The 
replay field is much brighter as expected due 
to the removal of the loss-producing polariz- 
ers, and there is a zero order as predicted. 
The important feature is that the diffracted 
replay field remained present and there was 
no variation in the peak intensities when the 
polarization state was varied. 

2.3.3 Holographic 
Interconnects 

The ability of holograms to route light to 
different positions in the replay field makes 
them ideal candidates for holographic 
switching [48]. Figure 37 demonstrates a 
one to sixteen switch; if the light illuminat- 
ing the hologram comes from an input fiber 
and we place a four by four array of fibers 
in the replay field, then switching is 

Figure 36. Replay 
field of a binary 
phase CGH: (a) with 
polarizers, (b) with- 
out polarizers (re- 
produced from [47]). 
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achieved. The ability to dynamically display 
the CGH in an optical system through the 
use of liquid crystal technology, such as 
FLC SLMs, means that we can reconfigure 
the switch at a rate set by the SLM. Such 
freedom allows us to perform optical inter- 
connects through free space from fiber to fi- 
ber. Although SLM reconfiguration times 
are of the order of 100 ps there are signifi- 
cant advantages in making an optically 
transparent interconnect. 

2.3.3.1 
Switch 

The One to n Holographic 

If we use the CGH in Fig. 34 as a binary 
phase image displayed on an FLC SLM, 
then it is possible to route light to several fi- 
bers in the replay field. We are limited how- 
ever, by the binary phase modulation of the 
FLC SLM, which means that a symmetric 
copy of the desired replay field always ap- 

pears rotated by 180". Such a property is 
useful if the desired replay field is 180" ro- 
tationally symmetric, but this is not the case 
with a one to n interconnect, as this leads to 
asymmetric replay patterns. For this reason, 
we have to accept a 3 dB penalty in the pow- 
er which can be routed from the input fiber 
to the output. In the analysis of this switch, 
we will assume that the replay field is lim- 
ited to the upper half plane and that the sym- 
metric order is repeated in the lower half 
plane. If polarization-insensitive modula- 
tion from the FLC SLM is to be used, then 
we must be careful to steer clear of the ze- 
ro order, which will be fairly strong for a 
nonoptimized low switching angle FLC 
SLM. It is also important to note that the 
zero order appears with a sinc envelope and 
so will have side lobes extending out in all 
directions. 

The operation of the 1 to n holographic 
switch (outlined in Fig. 37) is such that the 

A 
A Output Fibre 

Array 

Figure 37. Schematic 
diagram of a 1 to n holo- 
graphic switch. 
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CGH displayed on the SLM routes the light 
from the input fiber to a fiber in the output 
array of n fibers in the output plane. The de- 
sired replay pattern for one spot is asymmet- 
ric, hence the fiber array is played in the 
upper half plane and the 3 dB loss is toler- 
ated. If we assume an ideal situation of loss- 
less optics and perfect SLM and that the 
CGH has zero pixel pitch and an infinite 
number of pixels, then we can perform a 
simple analysis to gain an upper limit on the 
performance of the interconnect. 

The total input power appears in the out- 
put plane as Pi,. The total power that is rout- 
ed into a spot by the CGH is Psp, and the re- 
maining power is dissipated into the whole 
plane as the background noise power Pbk 

p,, = 2 Psp + Pbk (49) 

The factor of two is due to the symmetry of 
the pattern due to the binary phase. We can 
define the CGH efficiency 17 as the ratio 
between the power in the spot, Psp, and the 
input power, Pi, 

A typical value for this efficiency would be 
around 38% for a CGH generated by simu- 
lated annealing (the ideal maximum would 
be 50% due to the symmetry in the replay 
field). Higher efficiencies (up to 41%) are 
possible, depending on the position of the 
spot, the number of CGH pixels, and the 
method of generation. One of the most fun- 
damental characteristics of an optical inter- 
connect is the crosstalk. If the switch is con- 
figured to route light to the kth fiber in an 
array of n, then the crosstalk is the percent- 
age of light launched down one of the 
other fibers to which we are not routed, com- 
pared with the power launched into the fi- 
ber to which we are routed. For n fibers in 
the output array of a 1 to n switch, the pow- 

er into a single fiber will be 17 Pi,. If the CGH 
has N x  N pixels, then the replay field can al- 
so be assumed to contain N x N  ‘spatial fre- 
quency pixels’, and if we assume that the 
background power is uniformly distributed 
over the N 2  spatial frequency pixels in 
the replay field, then the crosstalk C will be 
given by 

C = -  N 2  
1-217 

The actual crosstalk is more complex than 
this as there are several factors that have 
been overlooked. Some of the more signif- 
icant effects are: 

1. Due to the binary phase modulation, the 
distribution of the background power is 
not uniform and there tend to be small 
peaks of intensity which may occur at fi- 
ber positions. This becomes less of a 
problem with large numbers of CGH pix- 
els and careful CGH design. 

2. The number of CGH pixels is finite and 
forms an overall aperture which leads to 
sinc or Bessel side lobes on the individ- 
ual spots. There is also Gaussian illumi- 
nation. These effects lose power into the 
side lobes and cause the spot to be broad- 
er than the original source fiber, leading 
to poor fiber launch efficiency. 

3 .  The pixel pitch is finite, which leads to 
an overall sinc envelope that reduces the 
power into spots that occur further away 
from the center of the replay field. The 
sinc envelope also leads to power being 
lost in the outer orders, due to replication 
of the replay field. 

4. The SLM used to display the CGH inev- 
itably has dead space (optically inactive 
areas) between the pixels. This space lim- 
its the performance of the CGH as it al- 
ters the envelope of the replay field and 
increases the power replicated into the 
unwanted higher orders [43]. The effects 
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of dead space can be modeled as if the 
sinc envelope were due to the active 
area of the pixel, but the spacing in the 
replay field is related to the pitch of these 
active areas. This can be thought of, in 
the l-D case, as a pulse train with zeros 
between the pulses. This means that the 
square shape of the pulse gives a sinc 
function, but the spacing of the orders no 
longer matches the zeros of the sinc func- 
tion and gives rise to other orders that 
would normally be suppressed. 

5. The physical alignment of the fibers in 
the output array is not perfect, so there 
are position errors in the spot locations 
which lead to poor interconnections. This 
can be corrected if N is large by slightly 
shifting the positions of the spots to 
match the fiber array. 

6. So far we have assumed perfect optics 
with no limitations or distortions. In re- 
ality, it is optically more difficult to route 
light into the outer corners, leading to 
fan-in loss. This loss is usually modeled 
as a lln. We can overcome this by plac- 
ing the outputs close to the zero order and 
limiting n. 

It is assumed that the light can be efficiently 
launched into a fiber without significant 
loss. For a 100% efficient launch, it is as- 
sumed that the distribution of the light fo- 
cused into the fiber is exactly the same as 
when it was radiated from the input fiber. In 
the case of a single mode fiber, the distribu- 
tion is very nearly Gaussian, which means 
that the FT will be Gaussian, aiding the 
launch efficiency. It is difficult to match this 
distribution when there are several distor- 
tions due to apertures, SLM imperfections, 
polarizers (if used), and optical aberrations. 
All these effects lead to distortions in the 
spot produced by the FT and greatly affect 
the loss of the interconnect due to launch 
down the fiber. This can be relieved by 

launching into multi-mode fiber, but a sin- 
gle mode to single mode fiber switch is far 
more desirable. 

The biggest drawback with the holo- 
graphic optical switch is the overall loss, 
which is a critical parameter along with 
crosstalk for long distance optical telecom- 
munications. There is a growing need to im- 
prove on binary phase SLMs, even at the 
cost of overall switching speed. An added 
advantage of holographic switches is that 
they can be used to broadcast as well as 
route. Rather than address a single fiber, a 
simple change in the hologram pattern 
would allow us to send the information to 
any combination of the output fibers. 

The Polarization Insensitive 
1 to 16 Holographic Switch Experiment 

A recent experimental system was set up to 
demonstrate a 1 to 16 polarization-insensi- 
tive holographic switch [49]. The optical 
system was identical to the one shown in 
Fig. 37, with a single mode input fiber be- 
ing routed to a 4 by 4 array of single mode 
output fibers. The layout of the fiber array 
was slightly different to that in Fig. 37, to 
assist in the alignment of the optics. The out- 
put fiber array was placed slightly offset in 
the output plane to allow the zero order to 
be launched down the loth fiber. This effec- 
tively makes a 1 to 15 fiber switch, but mon- 
itoring of the zero order helps the evalua- 
tion and alignment of the system. 

The fiber array was fabricated to oper- 
ate at a wavelength of 780 nm, so this was 
chosen as the routing wavelength. The 
SLM used to display the holograms was a 
320 x 320 pixel FLC transmissive device. 
The results measured for the switch can be 
seen in Fig. 38. The plot shows the power 
measured in each fiber (including the zero 
order) and also the expected power from 
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Figure 38. Experimental results for the 1 to 15 holographic switch (adapted from [47]). 

simulations. One of the problems with this 2.3.3.2 The n to n Holographic Switch 
experiment was the irregular spacing of the 
fibers in the array, which led to miss-launch 
at the output. This was avoided by chang- 
ing each hologram to scan around the area 
of the fiber to find the correct position for 
maximum launch. The experimental loss 
expected due to the nonideal switching an- 
gle of the FLC in the SLM was -1 1 dB, then 
there is the loss associated with the diffrac- 
tion efficiency of the binary phase holo- 
gram. Finally, there were the losses due to 
the aberrations in the optical system. All of 
these effects are shown in Fig. 38. With an 
ideal phase modulation FLC and better op- 
tics and opto-mechanics, a theoretical loss 
closer to -6 dB could be expected. The 
crosstalk of the system was also measured, 
within the limits of the equipment, at over 
30 dB isolation. 

A further extension of the one to n holo- 
graphic switch is to have multiple holo- 
grams and multiple input fibers in an array. 
This is in effect n one to n switches with 
overlapping outputs, as shown in Fig. 39. 

In this case, each fiber in the input array 
is collimated by a lenslet (part of a lenslet 
array) and illuminates a portion of the SLM 
which contains the routing hologram for that 
input to a particular output fiber. The loss 
factors are similar to those of the one to n 
switch, but fan-in loss becomes more dom- 
inant. We can apply the same idealistic ap- 
proach to the analysis as for the one to n 
switch, assuming uniform distribution of the 
nonrouted light in the background of the re- 
play field. We also assume that the efficien- 
cy 77 of each CGH will be the same. The 
analysis for the crosstalk is the same except 
that we now have the background noise from 
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each of the other (n  - 1) input fibers appear- 
ing at the each output fiber along with the 
q Pi, from the routed input. Hence the cross- 
talk will be 

The optical design of the n to n holograph- 
ic switch is more difficult as the alignment 
through the system is far more critical. Any 
errors in the alignment of the input will carry 
through to the output and affect the fiber 
launch efficiency. 

One of the big problems with an n by n 
holographic switch is the loss due to fan-in 
of the light to the input fibers. This loss oc- 
curs because the outer corners of the n by n 
array have to be routed through large angles 
to reach the opposite corners of the output 
array. This angular restriction leads to dis- 
tortions in the field as it reaches the desired 

Figure 39. The n to n holo- 
graphic switch. 

output fiber, causing poor fiber launch effi- 
ciency due to mode mismatch. For crossbars 
operating between single mode fibers, at 
worst the optical power will suffer division 
by n, since (despite the beam steering fan- 
out) the structure is effectively attempting 
to fan-in n single mode fibers into one sin- 
gle mode fiber of the same numerical aper- 
ture. One of the most popular methods pro- 
posed to eliminate this loss is to correct for 
this angle with a second hologram at the out- 
put. This is an elegant solution to a difficult 
problem, but in itself creates further prob- 
lems. The 3 dB loss due to symmetry from 
the binary phase CGH is now doubled to 
6 dB, and the opto-mechanical complexity 
for laying out such a system has increased 
dramatically. 

Optical interconnects have many applica- 
tions, from telecommunications to aero- 
space, and there is a strong need for robust, 
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compact, low loss and crosstalk all-optical 
switches. The holographic optical intercon- 
nect offers a promising solution to impor- 
tant applications in long haul telecommuni- 
cations. Its crucial advantage being its po- 
tential to provide crossbar switches that op- 
erate between single mode fibers with an in- 
trinsic loss that scales with n (the number of 
input and output fibers). Small VLSI back- 
plane SLMs that contain either high speed 
and high switching angle liquid crystals or 
low speed multiphase modulation schemes 
could make compact low cost switches pos- 
sible. 

2.3.4 Shadow Routed Crossbars 

Instead of providing each input channel with 
its own reconfigurable routing hologram, 
each input can be distributed to all the out- 
put ports via a fixed CGH and suitable op- 
tics, as shown in Fig. 40. This can be done 
by the illumination of an n x n  spot CGH or 

Damman grating to replicate the source in- 
puts. The use of the CGH to replicate the in- 
puts comes from the CGH property that the 
spots in the replay field are the Fourier trans- 
form of input illumination. Since only one 
channel is likely to be required at each out- 
put, those not required can be blocked us- 
ing liquid crystal shutters. Such switches are 
based on the Stanford vector matrix multi- 
plier (SVMM) [50] related switching de- 
vices [5  ll. When implemented using a CGH 
to fan out, and with a 2 D  array of inputs 
(rather than the 1 D arrays of the SVMM) to 
simplify the free space optics, these are 
called matrix-matrix switches [52]. This 
kind of structure is found in a range of op- 
tical processing architectures (see Sec. 2.4). 
For a symmetrical switch with n inputs and 
n outputs, an array of n x n  shutters is re- 
quired. 

The fanned-out inputs are replicated as an 
n2 array of the n inputs, all of which are in- 
cident on the shadow logic SLM or shutter. 
This device operates as an intensity shutter 

Fan in optics 
lenslet array ....... n output 

......... channels .... ......... . . . . . . .  ...... 
.... ._..+ 

........ 
.... ...... ....... __.. 

......... 
...... 

..... 

Fan out optics ...... 
passive n-way ........ 

replication ........ 
..... Inteconnect 

.... ,_.. (n of n2 shown) 

.... plane shutters 

._..’ ..... .... ..... _..’ ....... .... ....... .... .... ._.- ..... ........ ._..’ .... ..-. ,__..‘ ........ channels ...... ..... ....... .... ..... ........ 
.............. Figure 40. The basic format of 

an n by n shutter-based switch. 
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array to block or pass the desired light from 
the inputs. For each replicated input, there 
will be one open shutter which selects the 
input source to be routed to a particular out- 
put, hence there will be n x n  shutters on 
the SLM. The position of the shutter selects 
the input source and the replication posi- 
tion selects the output for routing. The final 
stage is the most difficult as it fans in each 
replicated input array to a particular out- 
put position. The output plane is formed by 
the overlaying of all the replicated input 
sources. 

2.3.4.1 The 1 to n Shadow Logic Switch 

A simple example of a shadow logic switch 
is the 1 to y1 interconnect. As an example, a 
1 to 16 (in a 4x4  array) switch is shown in 
Fig. 41. 

The operation is such that the input fiber 
illuminates a 4x4  CGH or Damman grat- 
ing. This is Fourier transformed by a lens to 
give a 4 x 4 replication of the input fiber. The 
replications then pass through a 4 x 4 shut- 
ter array (amplitude pixels on an SLM). The 

4 x 4  
CGH 

1- 

shutter array selects the input to be routed 
by opening a single pixel, the other 15 pix- 
els remain closed to block the unwanted light. 
The selected input fiber is then fanned-in to 
the desired output fiber in the output array. 

The problems with this type of switch 
arise when the characteristics of the inter- 
connect are evaluated. It is obvious that the 
switch is loss-producing as it is based on the 
idea of blocking light. For the 1 to n switch 
(assuming ideal operation conditions), the 
output power Pout will be 

p 1- P," 
out n (53)  

The loss becomes intolerably high for a 
large value of n. The second parameter to 
consider is the crosstalk through the switch. 
If the SLM operates as an ideal shutter, there 
will be no crosstalk between the outputs. 
However, such SLMs do not exist, so we 
must consider the effects of a finite contrast 
ratio, B, on the possible crosstalk. If the out- 
put power Po,, is as given above (the shut- 
ter has a transmission of one when open), 

,.." ..." 4 x 4 shutter array 
Input ...._...... . ii/ 
fibre 

Figure 41. A 1 to 16 shutter- 
based switch. 
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then the closed shutters will each have a 
transmission of 1/B. Hence the crosstalk 
will be 

C = B  (54) 
If we have an SLM with a contrast ratio of 
B=n or less, then we cannot distinguish 
between a switched channel and all the oth- 
ers. A contrast of at least 2 n  would be re- 
quired for reasonable operation. A typical 
SLM (the 128 x 128 FLC device) has a con- 
trast ratio of 150, but some devices have 
contrast ratios as low as 10, which limits the 
maximum value of n. 

2.3.4.2 

The 1 to n switch can be expanded for n in- 
puts (in an array) to make an n by n optical 
crossbar. The requirements of the shutter 
SLM are now more critical. The input array 
of n fibers has been fanned out to an n2 
array of the n inputs. The shutter SLM re- 
quires a pixel for each element in the repli- 
cated input, so it must have a resolution of 
n x n, as in Fig. 42. 

The power appearing at the output will be 
the same for a given input fiber power (as- 
suming all the inputs have the same power) 

The n by n Crossbar Switch 

p -pi, 
out - n (55) 

More importantly, the crosstalk at each out- 
put will increase as the crosstalk from each 
shuttered input not selected will add when 
the replicated images are fanned into the 
output 

B C=-- 
n-1 

The expression of the crosstalk shows how 
the shadow routed crossbar can only oper- 
ate for small values of n. If n is too large for 
a given B, then the crosstalk signal down the 
other channels will be larger than the actu- 
al routed signal, leading to incorrect signals. 
The fan-in to the output also becomes very 
critical, as each of the shuttered replications 
has to be overlapped onto a single output 
plane. This becomes an extremely difficult 
optical task when n is large. 

2.3.4.3 The OCPM 
(Optically Connected Parallel Machine) 
Optical Switch 

One of the best shadow logic crossbar 
switches was the one demonstrated on the 

Figure 42. The n by n 
shadow routed crossbar. 
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optically connected parallel machine 
(OCPM) project [40]. This was a 1 to 16 
(4 x 4  array) switch, with shutters provided 
by an FLC VLSI backplane SLM. One of 
the difficulties with this project was the de- 
sign of the fan-in and fan-out optics, as the 
tolerances were extremely tight. The project 
routed single mode fibers to multimode in 
order to avoid the problem of fan-in loss. 
The switch was designed around an optical 
baseplate system based on a nickel-coated 
steel block with accurately machined mount- 
ing slots. The slots contain a small power- 
ful magnet in the bottom. The optical com- 
ponents are centered in steel rings which rest 
on the edge of the slots and are held in place 
by the magnets. The system removes the 
need for x, y adjustment of the components, 
as they are all centered on the axis. The 
16x 16 switch is shown in Fig. 43. 

Considerable effort was placed on the 
fabrication of custom multi-element lenses 
and diffractive optics to achieve the fan-out 
and fan-in. The SLM was a custom made 
16 x 16 pixel FLC silicon VLSI backplane 
SLM with a typical contrast of 50: 1, filled 
with a liquid crystal capable of a 15 ps 
address time. Considerable effort was also 

put into the accurate fabrication of the input 
and output fiber arrays. The 16x 16 switch 
was run at a switching rate of 150 ps, with 
1.5 MHz channels. The measured optical 
crosstalk was -17 dB and the total loss 
through the switch was 28dB. A second 
64x64 switch was also built and demon- 
strated at several conferences as a video sig- 
nal switch [53]. 

A practical all-optical switch for long 
haul telecommunications must route single 
mode to single mode fibers. Matrix - matrix 
switches are not suitable for this as their loss 
in this case would scale with n2. Locations 
where scaleable matrix - matrix switches 
might find applications operating between 
single and multimode fibers might include 
connection arrays in electronic computers 
(the original OCPM application) and other 
applications where optical switching is re- 
quired between circuit boards, equipment 
racks, or computers. When switch structures 
fan-in into photodetectors (e. g., in chip-to- 
chip optical interconnections), then there is 
not intrinsic fan-in loss [as the effective NA 
(Numerical Aperture) of photodetectors is 
high] and therefore matrix - matrix switch- 
es are ideal. 

/ 
Reflective 

SLM 

Fan in 

Input 
S-M Tuning 
fibre prisms 

array 

I I element 

Baseplate 

fibre array Figure 43. Baseplane layout of the OCPM 
16x 16 switch (adapted from [40]). 
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2.3.4.4 The ATM (Asynchronous 
Transfer Mode) Switch 

A final extension of the n to n switch is to 
use the shadow logic to route packets of in- 
formation 1391. A particular application is 
the asynchronous transfer mode (ATM) data, 
which is transmitted in finite size packets. 
For ATM chip-to-chip interconnects, it is 
desirable to switch packets or blocks of in- 
formation rather than individual fibers, 
which can be done by shadow logic. In this 

Figure 44. A single ATM cell on the opto-RAM chip. 

case, the data are presented on an optically 
accessed RAM chip (opto-RAM) as a se- 
quence of ATM packets in an n2 array. The 
system layout is similar to the n by n cross- 
bar in Fig. 42, except that each fiber is re- 
placed with an ATM cell displayed on the 
opto-RAM SLM. The opto-RAM is an ad- 
aptation of an SRAM based silicon VLSI 
SLM capable of very high speed data mod- 
ulation, with the pixel array broken up into 
ATM cells. The SLM consists of a 4x6 ar- 
ray of spatially separated ATM cells of 
24 x 16 pixels each, on a silicon chip die with 
shift register electronics for pixel address- 
ing, An ATM cell is shown in Fig. 44. The 
opto-RAM appears electronically to have 
the same functionality of a normal RAM. 

The system for an ATM packed switch is 
shown in Fig. 45. The concept is the same 
as for the n by n crossbar, with the ATM cells 
being fanned out onto a shutter SLM before 
switching and then fanned-in to a similar 
structured chip containing photodetectors. 

The opto-RAM pixels are illuminated 
with structured laser light generated by a 
photoresist CGH that matches the pixel pat- 
tern of the opto-RAM to avoid excessive 
loss due to the low fill factor of the SLM. 
The fan-out is performed by a second CGH 

I Shutter fan in 
elements SLM 

/ fanout 
illumination ’., !, : hologram 
opto-RAM “5; 

’:, I 

:: ; 
.. i : i  

: ;  . .  hologram 

I 
Figure 45. Optical layout of the ATM switch demonstrator. 
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and a custom designed four-element lens. 
The shutter SLM is a 128 x 128 FLC trans- 
missive device with 220 pmpitch pixels and 
a contrast of over 130: 1. At this stage, it is 
intended to implement the fan-in with dif- 
fractive Fresnel lens elements. 

2.4 Wavelength Tuneable 
Filters and Lasers 

A useful effect that can be exploited by liq- 
uid crystal modulators is wavelength depen- 
dence or filtering. This can be achieved by 
a variety of mechanisms, including dynam- 
ic grating display with spatial light modula- 
tors, multiple liquid crystal effects, and Fa- 
bry Perot based modulators. All of these de- 
vices and techniques are capable of control- 
ling the wavelength; a very desirable prop- 
erty in both the displays field and the field 
of telecommunications. The exact mecha- 
nism used will dictate the wavelength oper- 
ation: for displays, a broad RGB (Red 
Green Blue) wavelength control is required 
for color multiplexing, whereas for telecom- 
munications applications, a narrow band re- 
sponse is desirable for wavelength division 
multiplexing (WDM). 

2.4.1 The Digitally Tuneable 
Wavelength Filter 

A simple grating can be used as a wave- 
length filter, as different wavelengths are 
diffracted at different angles as the light 
passes through the grating. In devices such 
as monochromators a rotating grating is 
used to pick out the desired wavelength for 
observation. The angle at which the light is 
diffracted through a grating is dependent on 
the grating pitch, so changing the pitch pro- 
vides another mechanism for tuning the 
wavelength. 

For the system shown in Fig. 46, illumi- 
nated with a wavelength of A, we have 

(57) 
sina-sinp=-- mil 

where d is the grating pitch, a and p are the 
angles shown in Fig. 46, and m is the inte- 
ger order of the diffracted light. In general, 
we are only interested in the first diffracted 
order (m = + 1 ) .  By changing the grating 
pitch d, we can vary the angle of the diffract- 
ed light p for the wavelength A. This forms 
the basic tuning mechanism for the digital 
wavelength filter, as we use an SLM to ef- 
fectively alter the grating pitch [54]. If we 
monitor a single position in the far field of 
the grating, then the position of the spot gen- 
erated by the grating will sweep along with 

d 

................. 

.................... I P  

Figure 46. Illumination of 
a simple grating 
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the change in pitch. If we have a multiple 
wavelength input source illuminating the 
grating and we monitor a fixed point in the 
replay field, then the wavelength will scan 
across that point with the changing pitch, 
making a wavelength tuneable filter. 

If the grating pitch d was increased as an 
integer, we would have only a small num- 
ber of fixed wavelengths that could be 
tuned. However, by using one-dimensional 
holograms, we can select any point in the 
output plane along the single axis, which 
means that we can select a range of angles 
and hence a range of wavelengths. The use 
of an FLC SLM is ideal for the high speed 
display of 1 -D holograms to select the wave- 
length. Moreover, by using the phase mod- 
ulation capabilities of the FLC, we can re- 
duce the loss of the filter and prevent excess 
light being lost in the zero order of the ho- 
logram. As with other FLC phase applica- 
tions, a switching angle of 90" would pro- 
duce optimum results. 

The most logical application of such a fil- 
ter is in telecommunications WDM systems 
which require channels separated by 0.8 nm 
centered at a wavelength of 1550 nm. Such 
a filter would require a 1 -D SLM with a pix- 
el pitch of about 5 pm [55], which is unlike- 
ly to be built in the near future and may nev- 
er work properly due to the properties of the 
FLC domains. 

Figure 47 illustrates the system used to 
alter the tuning range of the large pitch grat- 
ing by the addition of a finer pitch grating. 
From this system, we can define the two an- 
gles of diffraction such that 

(58) s ine=-  and s in$=-  
D d 

where D and d are the respective grating 
pitches. Hence, for an SLM with pixel pitch 
D, we can choose the second grating pitch 
d based on the desired center wavelength 
and tuning range. 

a a 

Figure 47. Two grating solutions to optimize tuning. 

Figure 48 shows a practically laid out lin- 
ear system for implementing a digitally 
tuneable filter based on an FLC SLM [55]. 
The SLM has N pixels at a pixel pitch D and 
the fixed grating has a pitch d. We also have 
a lens of focal lengthfto form the far field 
pattern of the filter and we are using a sin- 
gle mode fiber at a spatial position x to col- 
lect the tuned wavelength. From these pa- 
rameters, we can estimate the wavelength 
tuned 

X A- /.("+') 
ND d 

(59) 

where n is an integer lying between 0 and 
N/2. In the practical example of Fig. 48, the 
parameters were set atf=96.1 mm, N=128, 
D=165 pm,d=18 pm,andx=8.3 mm,which 
gives a tuning range of 1,,,=1592.1 nm to 
1,,,,=1509.7 nm in 64 steps of resolution 
1.29 nm. 

The filter was tested in an experimental 
bench setup and used to filter the amplified 
spontaneous emission of an erbium-doped 
fiber amplifier (EDFA). The SLM was a 
128 x 128 2-D device with a cell thickness 
optimized for use at a wavelength of 
1550 nm and was used with constant row 
data and columns set with the hologram 
data. The SLM was used as a binary phase 
modulator without polarizers to reduce the 
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loss through the system. The holograms 
were each calculated by simulated anneal- 
ing and were designed to route light to one 
of 64 positions along the horizontal axis of 
the system, coinciding with the desired 
wavelength to be tuned. The fixed grating 
was fabricated as a binary photoresist relief 
pattern created by photolithography onto a 
u 1 0  optical flat. The phase relief was de- 
signed for a 180" phase shift at 1550 nm, but 
the photoresist was too thin, leading to a 
phase step of only 168". 

Figure 49 shows the results of the experi- 
ment. The input source was the amplified 
spontaneous emission of an EDFA (Fig. 
49a) and the output was measured with a 
spectrum analyser. Figure 49 b shows the 

superimposed results for the filter with 11 
different holograms. The measured loss 
through the filter was 22.8 dB (Table I) ,  
which was high but could be accounted for 
in the power budget of the filter. 

These losses could be reduced by further 
development of the SLM to give a switch- 
ing angle of 90" and by using a blazed grat- 
ing to replace the one in the photoresist. The 
diffraction efficiency of the hologram can- 
not be avoided as we are using binary phase 
modulation; perhaps a nematic based mul- 
tilevel phase modulation could be used to 
reduce the loss, at the cost of overall tuning 
speed. Assuming an ideal FLC SLM and a 
high quality optical system, the loss could 
be reduced to as low as 6.5 dB. 

1 . W + m  1.552+m 1.5624pn 

Resolution = 0.1 nm WaVdOngth Pmn/div 
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Figure 49. Experimental results of the wavelength filter: (a) EDFA spectrum, (b) filtered EDFA spectrum by 11 
different holograms (reproduced from [%I). 
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Table 1. Filter losses. 

SLM losses dB 

FLC switching angle 8 = 28 6.57 
(transmission = sin22e) 
Diffraction efficiency (77 = 36.5%) 4.38 
Aperture of SLM 0.79 

Fixed grating losses dB 

Diffraction efficiency (77 = 36.5%) 
Phase depth error (1 68 ") 

4.38 
0.05 

Other losses dB 

10 reflecting surfaces, 4% loss each 1.77 
FClPC patch cord losses 1.14 
Fibre-to-lens coupling efficiency (= 42%) 3.72 

Total 22.8 

2.4.2 Digitally Tuneable Fiber 
Laser 

The next step from the wavelength tuneable 
filter is to use this filter as a tuning element 

to create a digitally tuneable laser [56].  The 
relatively long cavity length of fiber lasers 
(from meters to a few centimeters) result in 
very narrow linewidths and closely spaced 
longitudinal modes, enabling almost con- 
tinuous tuning. Such attributes are very de- 
sirable in telecommunications WDM sys- 
tems. 

The wavelength filter of Fig. 48 remains 
unchanged when included in the tuneable la- 
ser. Figure 50 shows the layout of the tune- 
able laser. The output fiber is fed back to the 
input of the filter to tune the lasing of the fi- 
ber ring. Such a system could not lase as 
there is no net gain around the fiber ring and 
in fact there is a 22.8 dB loss. To counter 
this, an EDFA is included within the ring to 
counter the loss of the filter, with a gain of 
25 dB across a typical bandwidth of 40 nm. 
An isolator was also included to cut any re- 
flections propagating in the opposite direc- 
tion of the fiber ring. Finally, a 3 dB coupler 
was added to allow the laser output to be 
monitored and coupled out of the laser. 

Figure 51 shows the results measured 
from the digitally tuneable fiber laser. 
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Resolution = O.lnm Wavelength 

Eleven holograms were used to tune the de- 
sired modes from the laser. Each mode had 
a power of -13 dBm with a side-mode sup- 
pression of over 30 dB; they were spaced 
1.3 nm apart, as predicted by the perfor- 
mance of the tuneable filter calculations. 
The linewidth of the laser proved more dif- 
ficult to measure, due to the fact that it was 
extremely narrow. A heterodyne self-beat- 
ing technique was used with a delay line and 
a 100.6 MHz frequency shift. The use of a 
14.6 km delay line yielded a linewidth of 1.7 
kHz assuming a system resolution of 
6.7 kHz. From this measurement we can 
conclude that the linewidth lies between 
1.7 kHz and 6.7 kHz. 

From these results, the digitally tuneable 
laser will prove a very useful tool in tele- 
communications WDM systems. With fur- 
ther reductions in the loss of the wavelength 
filter, the performance of the laser will im- 
prove and become more stable and reliable. 
A further development is the ability to 
equalize the output of the laser (i. e., give it 
constant output power over the tuning 
range) by altering the height of the peak gen- 
erated by the hologram and therefore alter 
the loop gain of the ring laser and the out- 
put power [57] .  

Figure 51. Eleven successive- 
ly tuned wavelengths from the 1.5624W 

Inmldiv laser (reproduced from [ 5 5 ] ) .  

2.4.3 Liquid Crystal 
Birefringent Wavelength Filters 

The effects of birefringence have been ex- 
ploited for phase and intensity modulation 
in FLC SLMs, but they can equally well be 
used to control the wavelength [ 5 8 ] .  The bi- 
refringence An of a liquid crystal material 
of thickness d affects the retardance, r, such 
that 

h 

The effect of this modulation on the white 
polarized input light is to rotate the state of 
polarization according to the wavelength 1. 
These rotated polarization states vary from 
linear to elliptical, so an achromatic quarter 
wave plate is added to convert all the ellip- 
tically polarized light to linear states. The 
linearly polarized wavelength of the light 
can then be rotated further by a liquid crys- 
tal birefringent effect, and the resultant 
modulated wavelengths blocked by polar- 
izers. The net effect of the wavelength fil- 
ter is to convert the band of wavelengths to 
a polarization state that can be removed by 
a polarizer. By altering the magnitude of the 
liquid crystal modulation, it is possible to 
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tune the band of wavelengths that is 
blocked. A system for implementing this fil- 
ter is shown in Fig. 52. 

The LC (liquid crystal) cell was filled 
with BDH764E electroclinic material and 
kept at 29 "C, 1 "C above the transition to 
the SmA* phase. The filter was tested by il- 
lumination with white light from a tungsten 
lamp and the output was monitored by a 
monochromator. The tuning range of the fil- 
ter was limited by the switching angle of the 
liquid crystal and measured at 115 nm, cen- 
tered on a wavelength of 540 nm with a 
maximum addressing voltage of m V. The 
FWHM (full with at half maximum) of the 
filter characteristic was measured at 10 nm, 
which makes this sort of mechanism ideal 
for RGB color filters. 

A better adaptation of this technique is to 
use FLC cells in the cascaded fashion shown 
in Fig. 53 [59]. Each cell has an associat- 
ed birefringence and switching angle, by 
switching different combinations of cells it 
is possible to select five different filter 
states. The selection of the states is shown 
in Table 2. 

The birefringence of the cells is governed 
by their thickness; for the system in Fig. 53, 

Polariser 

smA* LC 
half wave er@ Achromatic quarter 

Figure 52. Smectic A* phase wavelength filter 
(adapted from [58] ) .  

Polariser 

-=i Polariser 

Figure 53. Cascaded FLC cell wavelength filter 
(adapted from [59 ] ) .  

Table 2. FLC cell states for the RGB color filter. 

output a1 a2 a3 a4 a5 

White n14 0 0 0 0 
Blue n14 n/4 0 0 0 
Green 0 n14 n14 n14 n14 
Red n14 n14 0 x14 n/4 
Black 0 0 

the cells FLC 1-5 have thicknesses 1.8,5.2, 
2.6, 1.7, and 6.1 pm, respectively. In the 
blue state, the filter peak was centered at 465 
nm and filtered out the red and green; the 
green state was centered at 530 nm, and the 
red state was centered at 653 nm. Each peak 
had an FWHM of around 70 nm. This char- 
acteristic is ideal for an RGB filter, and is 
suitable for applications such as camera fil- 
ters and display systems. The RGB filter has 
since been commercialized by its inventor 
within the company Colorlink. It is a good 
example of liquid crystal technology mak- 
ing it into the market place in a nondisplay 
application. 



2.4 Wavelength Tuneable Filters and Lasers 809 

2.4.4 Fabry Perot Based 
Wavelength Filters 

The wavelength properties of a Fabry Perot 
cavity have been known for a long time. A 
cavity can be made from two parallel, in- 
ward facing mirrors a small distance apart. 
Light incident on the cavity will be trapped 
within by multiple reflections. Those reflec- 
tions that complete a whole round trip in a 
wavelength will not decay, whereas those 
that do not will be lost, leading to a resonant 
characteristic with peaks at integral multi- 
ples of whole wavelengths. The phase of this 
round trip 6 can be expressed such that 

where L is the cavity thickness, n is the re- 
fractive index of the cavity, A is the wave- 
length, and $ is the phase change on reflec- 
tion from the mirror. A transmission peak 
will appear if the round trip phase 6=2n. 
The wavelength of the transmission peak 
can be varied by adding a substance to the 
cavity that has a variable refractive index. 
One such substance is an electroclinic liq- 
uid crystal with sufficient alignment [60]. 
The tuning of the cavity will now be 

a A A = - A n  
n 

where n is now the average refractive index 
across the cavity and An is the variation in 
the refractive index. 

The physical construction of a Fabry Pe- 
rot filter is shown in Fig. 54. The liquid crys- 
tal modulation needs to be parallel to the di- 
rection of the light in order for a refractive 
index change to be achieved. For this rea- 
son, the liquid crystal molecules must be 
tilted off the surface of the mirrors to allow 
the modulation to occur. The electrical field 
which moves the molecules must be applied 
from the side of the cell rather than the front 

Figure 54. Construction of a Fabry Perot wavelength 
tuning element (adapted from [60]). 

and back surfaces, which creates a difficult 
cell fabrication problem. The liquid crystal 
used in the cell of Fig. 54 was an electro- 
clinic material, BDH764E [61]. This mate- 
rial has a birefringence of 0.15 and with a 
pre-tilt of 30" can give a refractive index 
change of 0.03 -0.04. The alignment pre-tilt 
of 30" was achieved by evaporating a layer 
of SiOx at an angle of 10" and then adding 
a monolayer of homeotropic alignment 
agent, CTAB (cetyl trimethyl ammonium 
bromide). The pre-tilt greatly increases the 
refractive index modulation and hence the 
wavelength tuning. The filter was fabricat- 
ed using photolithography to lay down the 
electrodes and the cavity thickness was 
measured as 4.8 pm. The filter was illumi- 
nated with white light and the output was 
monitored with a spectrometer. The width 
of the continuous tuning rangc was mea- 
sured as 10.5 nm at the wavelength of 
600 nm for a voltage swing of -8 to +8  V. 
The switching speed was measured at 9 ps. 

A more compact version of the filter was 
then developed based on an optical fiber fer- 
rule system. The basic structure was the 
same as in Fig. 53, but on a much smaller 
scale. The final size of the filter was ab- 
out 40x5  mm and was built around two 
1550 nm single mode fibers. The filter was 
designed as a telecommunications element 
and was optimized for a wavelength of 1550 
nm. The tuning range for the device was 
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13 nm at about 1550 nm and the measured 
loss was 7 dB, but should be reducible to 
around 4 dB with good mirror finesse. 

Another refractive index modulation 
mechanism based on distorted helix liquid 
crystals has also been enhanced by placing 
the filter into a Fabry Perot cavity [62]. Tests 
so far have been with silver and dielectric 
stack-based Fabry Perot cavities and have 
been encouraging, with a tuning range of 
10 nm about a center wavelength of 630 nm 
being measured at a speed of 200 ps with 
the liquid crystal FLC6304. Several liquid 
crystals have been tested, including other 
distorted helix liquid crystals and several 
different electroclinics. 

2.5 Optical Neural 
Networks and Smart Pixels 

One of the first nondisplay applications 
which utilized liquid crystal devices was op- 
tical computing, especially where the prob- 
lems were intrinsically highly parallel and 
very high speeds were not essential, such as 
in image processing. Large scale optical 
computeres have proved slow and cumber- 
some, and the modern role of optics is to 
combine with electronics to reduce the over- 
all complexity of a system; rather than de- 
sign an all-optical computer, the rationale 
today is to include optical systems as pro- 
cessing or interconnection units within an 
overall system. One field where consider- 
able effort has been put into optics is neural 
networks, mainly because, as the complex- 
ity increases, the requirements on intercon- 
nects increase even more steeply, which 
creates an ideal candidate for the inherent 
parallelism for optical systems. In the field 
of neural networks, there are hundreds of 
different techniques, arrangements, and al- 

cations and benefits. It would not be pos- 
sible to cover every application where liq- 
uid crystal devices have been incorporated 
into optical and opto-electronic neural net- 
works. For this reason, the intention of this 
section is to outline some of the issues and 
solutions, which most of these techniques 
have in common and which can be imple- 
mented with liquid crystal devices. 

The basic format of a neural network is 
shown in Fig. 55. A neural network is a pro- 
cessor that maps a set of input conditions 
onto a set of output conditions to perform 
some function. Contained within the neural 
network are several layers of processing ele- 
ments and interconnections between the 
processors. It is the setting of the intercon- 
nection pattern and their associated weights 
that creates the neural network, and the pro- 
cess of setting those weights is known as 
training the neural network. 

The system in Fig. 55 contains all the vi- 
tal elements needed to set up a neural net- 
work. There are two main components, the 
neurons and the synapses (or weights), both 
of which are modeled on observations made 
on the human brain’s processing capabil- 
ities. The neuron acts as a unit which takes 
the sum of its inputs and then thresholds that 
sum before outputting to the next layer in 
the neural network. The synapses are the 

gorithms, each of which has specific appli- Figure 55. Basic format of a neural network. 
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weighted interconnections between the neu- 
rons which give each layer connectivity. In 
a neural network, the outputs from one layer 
are fanned out and weighted so as to con- 
nect to all of the inputs of the neurons in the 
next layer (as in Fig. 55) .  It is in the synap- 
ses that the potential limitations of optical 
neural networks lie. To fully implement a 
neural network and gain efficient training, 
bipolar grey scale weights are essential. Such 
weights are difficult to assign, especially the 
bipolar requirement. To get round this lim- 
itation of optics, several solutions have been 
suggested, including the use of polarization 
to represent the sign of the weight and the 
use of two light beams for each intercon- 
nect, one positive and one negative. 

The most significant development, which 
led to the use of liquid crystal devices in neu- 
ral networks, was the Stanford vector ma- 
trix multiplier (SVMM) by Goodman in 
1978 [50, 631. The basic structure of the 
system is shown in Fig. 56. 

The input array (shown here as a 6 x 1 vec- 
tor) is fanned out horizontally onto a weight- 
ing mask. The mask holds the weights for 
the layer of the neural network and the re- 
sultant multiplication is fanned-in vertical- 
ly to the output. This system directly relates 
to the neural network in Fig. 55 and shows 
a possible optical arrangement for such a 
network. If a grey scale nematic SLM is used 
as the weighting mask, it is possible to im- 

output 

Figure 56. The Stanford vector matrix multiplier. 

plement and dynamically train the neural 
network [64]. This combination of elements 
forms the integral part in a whole variety of 
neural network arrangements and training 
structures in combination with a scheme for 
bipolar weights. More interesting is the fact 
that if the weighting mask is replaced with 
an optical shutter, then the SVMM becomes 
an optical switch. 

2.5.1 The Optical Vector 
Processor 

The expansion of the SVMM into a useful 
neural network with bipolar weights and 
multiple layers of neurons has been the top- 
ic of research for many years and has yield- 
ed several possible arrangements like that 
shown in Fig. 57 [65]. 

In this system, two FLC SLMs are used 
as binary weight masks and the combination 
of the two masks allows bipolar binary 
weights to be implemented in a single layer. 
The purpose of the diffuser in the middle is 
to remove any angular information between 
the two stages. This arrangement can now 
be combined with the Hopfield model of 
training binary weights [66] to simulate a 
full neural network without any need for 
grey scale modulators. 

A practical demonstration of this system 
is shown in Fig. 58 (without polarizers to 
avoid confusion), which shows the optical 
construction of a 64 neuron network with 
five stored memories [67]. The FLC SLMs 
were early 64 x 64 pixel devices developed 
at STC [68]; two were used as the weight 
masks and the third was used to display the 
input data. The iteration time for the system 
was 50 ms and reconfiguration of the net- 
works memory could be done in one cycle. 
The system was trained using the Hopfield 
model and used twelve vector sets each con- 
taining 10 memory vectors and two input 
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Flashlamp , 
- -  -f 

Figure 57. Optical vector neural net- 
work (adapted from [65]).  

'm 
Electronic feedback 

and thresholding 

Figure 58. Practical neural network system based on FLC SLMs (adapted from [67]). 

vectors. The system was designed to look 
for errors in the input vectors created by 
randomly generated corruptions. The re- 
sults of the processing were compared with 
computer simulations and statistically ana- 
lyzed over 200 tests per set. The test results 
showed that the network detected 80% of 
the vector errors compared to the computer 
simulation. Such a success rate is very good 
considering the number of optical elements 
in the alignment system and the limited ca- 
pability of the FLC SLMs. 

2.5.2 Computer-Generated 
Holograms as Synapses 

The discovery of the CGH and its flexibil- 
ity in generation has allowed further devel- 
opment in the field of neural networks. By 

controlling the direction of the light, CGHs 
can be used for fan-out and fan-in, as well 
as the setting of weights [69]. The CGHs 
discussed in the previous section were de- 
signed to generate maximum intensity in the 
replay field; however, it is possible to con- 
trol this intensity within reason and form 
more versatile interconnects, as in Fig. 59. 

The only drawback with this system is 
that we have to calculate the CGH for a 
given weight pattern, making the training 
process very long. If the calculations can be 
done off-line to generate the weights before 
the CGH is generated, then such a system is 
feasible. The CGH could be a fixed element, 
allowing the use of a high pixel density for 
each CGH and therefore generating accu- 
rate weights. However, reconfiguration of 
the network would require physically 
changing the hologram. The holographic 
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Figure 59. The CGH as weight control in a neural net. 

weights can only be unipolar, so other tech- 
niques such as multiple beams or polariza- 
tion modulation must be used to create bi- 
polar weights. 

The use of CGHs as interconnections has 
been proposed in several arrangements, 
such as the one in Fig. 60 [70]. In this ex- 
ample, the CGH is displayed on a refractive 
SLM. The input is presented at the CCD 
camera, weighted, and replicated by the ap- 
propriate CGH pattern, forming the appro- 
priate synapses. The limitation on such a 
system is the optical quality and number of 
pixels available on the SLM, as this will af- 
fect the generation and quality of the CGH 
and therefore the quality of the weights. 
High resolution (> lOOOx 1000) planarized 
silicon backplane SLMs in the near future 
will greatly enhance the capabilities of such 
neural networks. 

2.5.3 Hybrid Opto-Electronic 
Neural Networks 

Once again, there are a whole variety of neu- 
ral network systems that come under this 
heading. Essentially, they are the neural net- 
works that combine electronic processing 
with optical weights to draw some compro- 
mise between the two spheres. Almost all of 
these systems involve a weight mask that is 
optically imaged onto a photodetector of 
some sort. The weights could be fixed opti- 
cal masks or intensity SLMs, and the pho- 
todetector is usually some form of CCD ar- 
ray. The summation of the weights and the 
thresholding of the neurons is performed by 
electronics. 

The system in Fig. 61 is typical of a hy- 
brid opto-electronic neural network [71]. It 
could equally well be implemented with op- 
tical fibers or other guided wave optics. A 
recent experimental neural network based 
on Fig. 61 was constructed with a custom 
FLC SLM. As the system uses one channel 
from each neuron, the number of pixels re- 
quired for the weights is often small. In this 
case the SLM was an 8 x 8  array of 5 mm 
pixels. The photodetector was made from an 
array of amorphous silicon photoresistors, 
but these proved too nonuniform and so 
were replaced with an array of commercial- 

CGH 
M 

Figure 60. CGH based synaptic neural network (adapted from [70]).  
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ly available photoresistors. The initial test 
of the system was as an exclusive-OR pro- 
cessor, made from three neurons in two 
layers (two in the first and one in the sec- 
ond). Such a processor only required 12 pix- 
els from the SLM and used feedback to con- 
nect between the first and second layer neu- 
rons. The overall success of the system was 
limited by the modulation of the FLC SLM. 
It was origially envisaged to use pulse mul- 
tiplexed data on the SLM pixels to obtain a 
limited grey scale. However, this attempted 
grey scale scheme proved unreliable and 
difficult to control, so pure binary weights 
had to be used. 

2.5.4 Smart Pixels and SLMs 

A logical advance in the design of an SLM 
is to combine the optical properties of the 
SLM with the processing ability of electron- 
ics [72]. This is especially important when 
VLSI silicon backplane SLMs are used, as the 
VLSI processes are identical to those used 
to create a standard silicon chip. For this rea- 
son, electronics are combined with the SLM 
to create smart pixels capable of processing 
information presented optically and then 
modulating light for further processing. 
Such pixels are very useful both for image 
processing and for optical neural networks. 

In a neural network there are two distinct 
functions that can be performed by the op- 
tical components. The weighted intercon- 

Figure 61. A hybrid opto- 
electronic neural network. 

nects can be obtained through a combina- 
tion of CGHs and smart pixels, whilst the 
neuron threshold can be obtained by a smart 
pixel. 

The smart pixel shown in Fig. 62 contains 
a photodiode connected via an electronical- 
ly thresholded transimpedance amplifier to 
an SLM pixel [73]. The weighted intercon- 
nects are all incident on the photodiode, so 
a sum is formed and then converted to an 
electronic signal. This signal is thresholded 
about an external signal provided to each 
smart pixel, which means it can be varied to 
tune the pixel’s performance or ‘smartness’. 
The threshold then controls the SLM pixel, 
which interfaces optically to the next layer 
in the neural network. 

A second variation on this theme was 
used in a processor based on the adaptive 
resonance theory [74]. This system was es- 
sentially an SVMM with a smart pixel array 
as the central weighting mask. The function- 
ality of the smart pixel was basically the 
same as that for the pixel in Fig. 62. The 
only difference was that a pre-determined 
weight mask was loaded and stored on the 
smart pixel array. The array was then turned 
on and the photodetectors were illuminated 
with the input light. If the light was present 
at the photodetector and the corresponding 
pixel mask was selected, then the pixel mod- 
ulator was turned off. This functionality 
provides a powerful technique for fast pro- 
cessing and learning in a neural network. 
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Figure 62. Basic structure of a smart pixel (SASLM 1). 

A more advanced smart pixel is shown in 
Fig. 63, as it contains two photodetectors 
which are separately addressed by different 
optical sources [73]. If light is incident on 
photodiode 1, then the modulation of the 
pixel (i. e., the amount of light reflected) in- 
creases. If light is incident on photodiode 2, 
then the modulation of the pixel decreases. 
The pixel is capable of a 4 bit (16 levels) 
grey scale modulation (weight) based on an 
electroclinic or distorted helix FLC. It is this 
functionality that performs the interconnect 
weights in the neural network and allows 

them to be trained by the control of the in- 
tensity of the two beams addressing each 
smart pixel. 

The two components (SASLM 1 and 
SASLM 2) can now be combined with 
CGHs to route (fan-out) the light through 
the optical neural network, as in Fig. 64. 
SASLM 1 is used as the neurons and 
SASLM 2 makes up the synaptic weights. 
The system is almost entirely optical and the 
advantages are inherent compared to elec- 
tronic neural nets, as the interconnections 
are total and performed in free space. The 
problem is that for n SASLM 1 neurons, n2 
SASLM 2 weighting smart pixels are re- 
quired, which limits the processing power 
of the neural net due to VLSI constraints 
[=I. 

A third type of smart pixel is shown in 
Fig. 65, which performs spatial image pro- 
cessing [76]. In this case, the pixel is fed by 
the four adjacent pixels to the left, right, 
above, and below. The photodiodes from the 
adjacent pixels are connected to the central 
pixel in the fashion shown. The functional- 
ity of the summation of these signals is set 
such that we have the left pixel subtracted 
from the right added to the top subtracted 
from the bottom. This performs the function 
of a Roberts Cross filter, which is a means 
of achieving edge enhancement. More com- 
plex processes such as Sobel filtering (a 
combination of all eight nearest neighbors) 
could also be implemented at the cost of 
VLSI facilities. Figure 66 shows the func- 
tionality of a smart pixel using the Roberts 
Cross filter to perform edge enhancement. 
Such a processor array would be very desir- 
able as an image pre-processor for correla- 
tion systems like the binary phase only 
matched filter [29]. 

Figure 63. A more advanced smart pixel (SASLM 2). 
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Figure 64. Smart pixel based neural network. 

Figure 65. A spatial processing smart pixel. 

Figure 66. Example of an 
image processed with the 
Roberts cross. 
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2.6 Other Applications 

2.6.1 Three-Dimensional Video 

This application of liquid crystal technolo- 
gy may not seem to fit into the category of 
nondisplay applications, but the actual use 
of the liquid crystal is not in the display of 
the images. Rather, it is used to perform the 
angular multiplexing which goes to make up 
the three-dimensional image [77] .  The dis- 
play itself is autostereoscopic, with no ex- 
ternal optics, such as 3-D glasses, required. 
The viewer can see the 3-D image over a 
viewing angle of 40" with the naked eye. 

The concept behind the operation of the 
3-D display is the fact that a change in an- 
gle in one plane leads to a change in posi- 
tion after a Fourier transform (from a lens). 
The original 3-D image is broken up into a 
series of angular views from different an- 
gles in the horizontal plane (usually between 
8 and 16 views). These views are then stored 
in angular sequence ready for display. The 
views are then displayed in sequence on a 
high speed and high brightness CRT (cath- 

ode ray tube), as shown in Fig. 67. Each sep- 
arate view illuminates a lens that performs 
a Fourier transform. The transform plane 
now contains the information of the view, 
shifted along the horizontal axis according 
the original angle of the view. Also, in the 
plane is an FLC shutter, which contains a 
single pixel for each of the horizontal posi- 
tions of the views. As the view is displayed, 
the corresponding shutter pixel is opened, 
allowing that view to pass through. The 
shuttered view then passes through another 
lens, where it is rotated in a spatial position 
according to the original angle of the view. 
The result is a sequence of images produced 
at discrete angular positions in the viewing 
plane. If the rate of display of the views is 
sufficiently fast, then the eye cannot detect 
the flicker as the views sequence through 
and it sees a continuous view. Moreover, as 
the eyes are spatially separated, they each 
see a separate view, which is then combined 
in the brain to form an autostereoscopic im- 
age. 

The first generation of 3-D displays was 
eight-view monochromatic TVs. Further 
development has led to a 16-view display 

Figure 67. Basic prin- 
ciple of the 3-D dis- 
play (adapted from 
"771). 
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and a full color display, based on the inclu- 
sion of an RGB color filter to separate the 
different color components of each view. 
The launch of this display has created inter- 
est from both the medical surgical imaging 
field and the home games console compa- 
nies. 

2.6.2 a-SilNovelty Filter 

An interesting development beyond the 
FLC OASLM is the a-Si novelty filter [78]. 
This device uses an OASLM like structure 
to perform a simple motion detection to 
measure the difference between image 
frames. Rather than use the FLC material as 
a direct modulation medium, it uses the sur- 
face-stabilized characteristics of the FLC as 
a form of optic memory. The optical mod- 
ulation of the FLC material is also convert- 
ed from a polarization effect to an amplitude 
effect by the inclusion of a pleochroic dye 
with the FLC material. 

The physical construction of the device is 
similar to that of an FLC OASLM, with the 
FLC sandwiched between an IT0  coated 
glass cover, and a layer of a-Si. The inclu- 
sion of the dye in the FLC causes a change 
in the modulation characteristic of the FLC. 
When the first image is incident on the a- 
Si layer, the image is transferred to the FLC 
molecules as per the OASLM modulation. 
The dye molecules are also modulated, 
creating a stored image in the device. 

When the second image is incident on the 
device, there is no addressing of the FLC, 
as the addressing pulse is removed. This 
means that the second image is filtered by 
the first and stored in the dye of the device. 
Any differences between the images will ap- 
pear as photo-current in the a-Si surface, 
which can be read off using a structured pat- 
tern in the ITO. An example of this opera- 
tion is shown in Fig. 68. 

Figure 68. Operation of the a-Si novelty filter (adapt- 
ed from [78]) .  

2.6.3 In-fiber 
Devices 

Liquid Crystal 

LC materials have been used in a variety of 
fiber-based applications, such as LC wave- 
guides and LC interactions with tapered fi- 
bers [79]. The inclusion of liquid crystals in 
hollow fiber tubes has created a new class 
of hybrid electro-optical devices with appli- 
cations in telecommunications and fiber- 
based sensor systems. Initial work was done 
with nematic liquid crystals in hollow glass 
tubes and also with SmA materials. The 
alignment of the material was assumed to be 
homeotropic, and a transition in the liquid 
crystal from radial to axial alignment was 
achieved with an applied voltage. The liq- 
uid crystal waveguides were also demon- 
strated as being able to produce TE,, (trans- 
verse electric) and TM,, (transverse mag- 
netic) modes in an optical fiber [80]. Since 
then a variety of waveguides has been pro- 
duced containing FLC materials to improve 
the modulation and decrease loss. Several 
different alignment directions have been 
achieved, including radial (homeotropic), 
escaped radial (homeotropic/planar), and 
planar, by using surfactants like CTAB. Re- 
sults so far have demonstrated in-fiber mod- 
ulation of light at speeds of up to 100 kHz, 
with good modulation depth [81]. 
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Another series of applications involve the 
interaction between liquid crystals and the 
modes of light propagating down the cen- 
tral core of the fiber. There are several ways 
of implementing this interaction, including 
the use of fiber tapers, D-section fibers, and 
fibers with partially etched cladding to ex- 
pose the central core. Effects that can be 
generated include polarization state filter- 
ing, wavelength filtering, and intensity 
modulation. A recent demonstration of 
those principles was performed with a sin- 
gle mode fiber, side-etched to expose the 
core [82]. The etched portion was used as 
one side (including IT0  contacts) of a ne- 
matic liquid crystal cell. The nematic liquid 
crystal was aligned to show a refractive in- 
dex change with applied voltage. In one 
state, the refractive index was higher than 
that of the fiber core, which leaves the light 
within the fiber. When the liquid crystal is 
switched to match the fiber core refractive 
index, the light escapes from the core, caus- 
ing an intensity modulation. Experiments so 
far have shown a modulator with an inser- 
tion loss of 0.5 dB and a modulation depth 
of 20 dB at a driving voltage of 5 V. The 
main limitation with the use of nematic liq- 
uid crystals is the relaxation time giving low 
speed modulation. The use of FLC and elec- 
troclinic materials should greatly increase 
the speed of modulation. 

2.6.4 Liquid Crystal Lenses 

The ability to control the refractive index of 
a liquid crystal allows the implementation 
of liquid crystal lenses. In these devices, a 
gradient of refractive indices is set up in the 
liquid crystal by addressing patterned IT0  
electrodes [83]. The refractive index profile 
acts as a curved surface of glass and hence 
acts as a lens. By tuning the structure of the 
refractive index profile, it is possible to 

alter dynamically the performance of the 
lens. Experiments so far have demonstrated 
lenses with swept focal lengths from 100 to 
500 mm. Shorter focal lengths have proven 
more difficult due to the limitations of the 
IT0  pattern. The lenses produced so far have 
not been close to diffraction limited and 
have contained several aberrations due to 
fabrication errors in the ITO. Until these 
problems are properly solved, the uses of 
these lenses are limited. 

A novel form of liquid crystal ‘lens’ is the 
switchable hologram [84]. The exact func- 
tionality of the device depends on the de- 
sign of the pattern, as it could be a CGH or 
a Fresnel lens. The device is designed to be 
blank in one state and to switch to a fixed 
IT0  pattern when addressed electronically, 
such a device is useful when a lens or CGH 
is needed to be added or removed from an 
optical system. The lens is fabricated as a 
normal FLC single pixel cell, with a com- 
plex pattern placed in the ITO. The pattern 
is designed with a simulated annealing al- 
gorithm based on chemical crystal growth. 
The purpose of this algorithm is to ensure 
that the desired replay is generated while 
maintaining connectivity between all the 
pixels, allowing them to be switched as a 
single pixel. Results so far have demonstrat- 
ed the principle with the fabrication of a 
switchable CGH of 128 x 128 pixels gener- 
ating a complicated replay field pattern. 

2.6.5 Optical Aberration 
Correction 

A useful feature of the CGH is its ability to 
correct for aberrations in an optical system. 
This ability is becoming increasingly desir- 
able for atmospheric correction in optical 
telescopes and laser-based long range weap- 
onry. If the aberration of an optical system 
can be characterized as some form of mod- 
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ulation transfer function (MTF), then the 
CGH can be designed to correct for it, with- 
in the limitations of the SLM technology 
used to display the CGH. The ideal SLM for 
this application would be a 256 phase level 
modulator such as a nematic-based device. 
However, the requirement for speed is strin- 
gent in some applications, as the aberration 
may be changing at a faster rate than the 
SLM. For this reason, experiments have 
been performed using binary phase FLC 
SLMs with some success. One such FLC 
SLM experiment was to correct for an opti- 
cal aberration inserted into a multilevel 
phase system [85]. The modulation was 
achieved with three FLC SLMs cascaded to- 
gether with wave plate optics to form an 
eight level phase modulator. A low quality 
glass slide was then added to the system to 
aberrate the modulator to the point where it 
was no longer acceptable. A correction al- 
gorithm was then run to counter the effects 
of the added glass slide. The corrected phase 
planes were displayed on the SLMs and the 
performance was measured as being better 
than the system without the glass slide. The 
improvement in performance was due to the 
fact that the algorithm had corrected for all 
the other imperfections in the system as 
well. Such results show that aberration cor- 
rection is possible, but ideally fast multilev- 
el phase SLMs are needed to realistically 
implement these systems. 

2.6.6 Switchable Phase Delays 
for Phase Array Antennae 

A new, promising application of SLMs is in 
the control of delay lines in phased array an- 
tennae [86]. In a phased-array antenna, a se- 
quence of antennae is addressed with a sig- 
nal that is out of phase with the previous an- 
tennae in the array. Electronic delay lines 
have been used in the past to implement 

these phase delays, but such systems are 
large and bulky at microwave frequencies 
and they are influenced by external electro- 
magnetic interference. Recent develop- 
ments have shown that phased-array anten- 
nae can be fed by an optical signal that is 
interference resistant and more compact, 
and that the delays needed to perform the 
phase steps can be made from bulk optical 
components. It is the efficient and all-opti- 
cal control of these phase steps that has been 
demonstrated with liquid crystal compo- 
nents. The phase delay is made by an ex- 
tended optical path or bypass from the main 
signal path. By switching in these delays, it 
is possible to alter the phase of these sig- 
nals. The delay path is made from a combi- 
nation of mirrors fed from a polarizing 
beamsplitter (PBS). When the polarization 
is horizontal, then the light passes through 
the PBS undelayed. If the light is vertically 
polarized, then the light is reflected by the 
PBS along the path of the delay line. The 
switching of the polarization of the light 
is done with an FLC halfwave thickness 
cell. By cascading delay lines of different 
lengths, it is possible to select any phase step 
desired. The requirements of the FLC cells 
are that they should have a contrast of above 
10 000: 1 and a switching speed approaching 
1 ms. Such cells can be made with current 
FLC technologies, making the stepped 
phase array antennae possible with optical 
signal addressing. 
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3 Thermography Using Liquid Crystals 

Helen E Gleeson 

3.1 Introduction 

The dramatic variation of liquid crystalline 
properties with respect to temperature has 
resulted in the widespread use of cholester- 
ic (chiral nematic) liquid crystals for ther- 
mography. The property that has been ex- 
ploited most in liquid crystal thermography 
is the critical temperature dependence of the 
selective reflection from cholesteric liquid 
crystals, though other temperature depen- 
dent properties of mesophases have been 
utilized (e.g. the birefringence of nematic 
systems and selective reflection from other 
chiral phases). The helicoidal structure of 
cholesteric materials results in the selective 
reflection of visible light within a band of 
wavelengths of width Ahcentered at a wave- 
length ho, such that: 

& = n p  
Ah = Anp 

Here, p is the pitch of the helical structure, 
An is the birefringence of the medium and 
ii is the average refractive index, (no + nJ2 .  
The temperature range over which the chol- 
esteric material selectively reflects visible 
light is known as the colorplay of the ma- 
terial. The temperature dependence of the 

selective reflection from a cholesteric ma- 
terial is a consequence of the temperature 
variation of the pitch of the system, defined 
by the twist elastic constants. A critical di- 
vergence of the selective reflection occurs 
if a cholesteric material cools when an 
underlying SmA phase is approached. This 
happens because the twist deformation is 
not allowed within a SmA phase, and the 
twist elastic constants (and therefore pitch) 
show pretransitional divergence. The pitch 
of the system increases rapidly as the tem- 
perature reduces towards the SmA phase 
transition temperature, typically resulting in 
the reflection of red light at lower tempera- 
tures. In cholesteric materials without a 
SmA phase, the critical divergence of the se- 
lective reflection is less pronounced. In- 
deed, in some materials the selective reflec- 
tion is at a constant wavelength over the en- 
tire temperature range. Thus materials that 
exhibit a low lying SmA phase possess the 
most useful thermal properties for most 
thermography applications, though temper- 
ature insensitive materials have found ap- 
plication as shear sensitive systems (see 
Sec. 3.3). At higher temperatures within the 
cholesteric phase (above any pretransition- 
a1 region) the pitch may either increase or 
decrease with increasing temperature, due 

0 



824 3 Thermography Using Liquid Crystals 

0.18 

0.16 

0.14 

0.12 

0.1 

0.08 

0.06 

to two competing mechanisms. Thermal ex- 
pansion tends to cause an increase in the 
cholesteric pitch, though this phenomenon 
is usually overcome by the tendency for the 
average angular separation of molecules 
along the helical axis to increase with in- 
creasing temperature, thus decreasing the 
pitch of the system, and causing blue wave- 
lengths to be selectively reflected at higher 
temperatures. 

Equation (1) describes the selective re- 
flection from a cholesteric material for nor- 
mal incidence only. As the illuminating ra- 
diation becomes off-axis, the optics of the 
system become highly complicated. How- 
ever, it has been shown that the angular de- 
pendence of the selectively reflected wave- 
lengths varies approximately as 

~ 

1 

~ 

- 

- 

h=-cos[+sin P n  (-F) sinei 
rn 

(2) 
+-sin 1 [T)] sine, 

2 

where Oi and 8, are the angles of incidence 
and reflection respectively, and m is an in- 
teger, usually equal to unity. Equation (2) 
first derived by Fergason [ 11, is accurate for 
small values of ei and 8,. 

It is clear that the optical properties of a 
cholesteric material used for thermography 

depend on the birefringence of the material 
(low birefringence materials have only a 
narrow selective reflection band and thus re- 
flect less of the visible spectrum). The bire- 
fringence of chiral nematic materials can be 
varied over quite a large range; Fig. 1 shows 
a series of materials with birefringence 
ranging from =0.02 to ~ 0 . 1 8  [2]. Although 
systems with higher birefringence will ap- 
pear brighter, the wavelength of reflection 
is less well defined, so the effective resolu- 
tion of the material is lower. The brightness 
of a particular material will be to some ex- 
tent temperature dependent since the bire- 
fringence is temperature dependent. The av- 
erage refractive index, Z, also has an influ- 
ence on the angular dependence of the se- 
lective reflection. It can be seen from Eq. (2) 
that the higher the refractive index, the more 
pronounced is the angular effect. Oron et al. 
[3] found that including certain nematic ma- 
terials in mixtures of cholesteryl esters sub- 
stantially reduced the angular dependence 
of the selective reflection. 

The use of cholesteric liquid crystals for 
thermography was reviewed some years ago 
by Elser and Ennulat [4], and more recent- 
ly in the commercial literature of Hallcrest 
[5]. Amongst the substances with the larg- 
est temperature coefficient are cholesteryl 
oleyl carbonate [6] and S-cholesteryl esters 

Figure 1. The temperature dependence of the 
birefringence of several commercial chiral ne- 
matic materials (redrawn from [2]). The symbols 
refer to mixtures of CB15 in different nematic 
hosts (all material names are as defined by 
Merck Ltd.): A is 37.7 wt% CB 15 + 62.3 wt% 
ZLIl695 (a cyclohexylcyclohexane material 
based mixture); B is 39 wt% CB15+60.3 wt% 
ZLIll32 (a phenylcyclohexane material based 
mixture); C is 49.2 wt% CB15 in E63 (a biphen- 0.04 xxx xmx 

0.02 ' " ' I  " " " " " " " ~ " " ~  ' " ' I  yl material based mixture); D is a mixture of 

Demus esters (see [2] for exact composition). 

* x x  

10 15 20 25 30 35 40 two short chain Osman esters and a chiral 
Temperature ("C) 
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[7], which are capable of showing tempera- 
ture variations of the order of a milliKelvin 
detectable to the human eye. Many hundreds 
of materials are now available for thermog- 
raphy applications, and mixture formulation 
for specific devices is common. The choles- 
teryl esters have been widely used in many 
devices, but are susceptible to impurities 
and degradation, and more stable chiral ne- 
matic materials were synthesized by Gray 
and McDonnell [8] following the discovery 
of the cyanobiphenyls (see Fig. 2). How- 
ever, whilst the biphenyl based systems are 
more stable materials, their increased cost 
has hindered their general usage. Terminol- 
ogy frequently used in thermography refers 
to the phases of cholesteryl derivatives as 
cholesteric liquid crystals, whilst newer ma- 
terials are known as chiral nematics. 

The application of liquid crystals to ther- 
mography is widespread, and covers areas 
as diverse as infant bath and feed tempera- 
ture indicators, medical screening and diag- 
nostics, nondestructive testing, thermome- 
ters for fish tanks and refrigerators, battery 
testing, jewellery, advertising, aerodynam- 
ics research and art. Some specific applica- 

(b) 

Figure 2. General structures of (a) cholesteric and (b) 
chiral nematic liquid crystals. 

tions areas are considered below, but it 
should be stressed that each section contains 
only representative examples, and by no 
means includes an exhaustive literature sur- 
vey of the area. 

3.2 Device Structures 

Liquid crystals are fluid systems, and whilst 
certain applications make use of their fluid- 
ity (e.g. shear flow measurements), by far 
the majority of applications require some 
form of encapsulation of the liquid crystal 
which serves to localize the material and to 
protect it from the environment. The irides- 
cent colors of a cholesteric material are best 
observed in reflection and it is common to 
include a dark (preferably black) substrate 
in the device. In the simplest device, the ma- 
terial is enclosed between glass plates, as for 
a standard electro-optic device. Variations 
on this include spreading the material 
between plastic films, one of which may be 
black [9-151. The production of plastic blis- 
ters filled with cholesteric material were 
particularly successful in the gimmick 
market. Textile fabrics coated with encap- 
sulated cholesterics are known [16, 171, as 
are filled fibers [18, 191 and yarns wound 
with microencapsulated films [20]. The 
most common method of containing a chol- 
esteric liquid crystal is microencapsulation 
followed by formulation into inks, sprays, 
pastes or slurries designed for a specific ap- 
plication. There are many procedures that 
may be followed to microencapsulate a liq- 
uid crystal [21-311; these are summarized 
by Sliwka [32] and Vandegaer [33]. A typ- 
ical encapsulation process includes the liq- 
uid crystal in gelatine-gum arabic capsules 
between 1 and 10 pm in diameter. The liq- 
uid crystal material is initially dispersed in 
an aqueous solution of gelatine and gum ar- 
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abic, and the size of the capsules is defined 
largely by the shear rate during the disper- 
sion process. Air is removed from the dis- 
persion during the stirring process, which 
must be sufficiently rapid to prevent the cap- 
sules from clumping. The capsule walls 
form through a mechanism known as com- 
plex coacervation which is shown schemat- 
ically in Fig. 3 .  The walls are solidified by 
adjustment of the pH of the dispersion (of- 
ten using acetic acid), and hardened using 
gluteraldehyde. Careful control of each 
stage of the microencapsulation process is 
necessary for the production of an even dis- 
persion of capsules in the optimum size 
range (4 pm diameter). 

Other techniques of encapsulating liquid 
crystalline materials exist, and find applica- 
tion in areas apart from thermography. In 
particular, the methods used in the fabrica- 
tion of polymer dispersed liquid crystal N 
and Sm display devices can be readily ap- 
plied to cholesteric materials. Polymer dis- 
persed displays are fabricated by dissolving 
the liquid crystal in the monomeric form of 
the continuous medium of the final device. 

On polymerizing the monomer, the liquid 
crystal comes out of solution, forming drop- 
lets dispersed in the polymeric matrix. The 
size of the droplets depends on polymeriza- 
tion rate, ratio of liquid crystal to monomer, 
and evaporation of solvent in solvated 
systems. This techique is considered in 
more detail in the chapter devoted to display 
devices in the discussion of polymer dis- 
persed liquid crystal displays (PDLCs). 

Microencapsulated cholesteric and chiral 
nematic liquid crystals can be incorporated 
into a variety of products suitable for a wide 
range of coating techniques. Materials are 
available [ 5 ]  that have been optimized for 
coating using striping, doctor blade and 
knife pulling techniques, spraying, brush- 
ing, screen printing and gravure printing. 
The incorporation of cholesteric materials 
in microcapsules largely removes the angu- 
lar dependence of the selective reflection. 
The capsules will invariably take up random 
orientations in the coating, though specific 
techniques have been suggested to retain di- 
rectionality (application of shear or magnet- 
ic fields). Thus, the selectively reflected 

(a) (b) 
Dispersed droplets of liquid crystal 

in polymer solution. 
Separation of microdroplets of 

coacervate from solution 

Figure 3. A schematic representation of 
complex coaccrvation and rnicroencapsula- (C) (d) 

Coating of liquid crystal droplets 
by microdroplets of coacervate form continuous droplet coating tion. 

Coalescence of coacervate to 
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light from a coating incorporating micro- 
capsules is in general spectrally broad. It is 
not, however, generally brighter than a non- 
encapsulated film of comparable thickness; 
apart from less of the area actually contain- 
ing liquid crystal, only a relatively small ar- 
ea of a droplet is in the optimum orientation 
to reflect light selectively. A top coating of 
a polymer of high refractive index can, how- 
ever, reduce the range of incident angles and 
may increase the brightness of the device 
[34]. Another consequence of microencap- 
sulating cholesteric materials can some- 
times be observed if the cholesteric range of 
the system is not sufficiently broad. If the 
device is heated above the isotropic phase 
transition, it may become cloudy on cool- 
ing. This is due to the supercooling of the 
blue phases which almost always occur in 
the materials, and the subsequent formation 
of a nonplanar cholesteric structure. The 
phenomenon is difficult to avoid, and the 
only definite method of doing so is to ar- 
range for the cholesteric phase range to ex- 
tend beyond the temperature range over 
which the device will be used. Despite the 
drawbacks alluded to above, it is possible to 
use thermochromic liquid crystals to make 
highly accurate surface temperature mea- 
surements that are independent of the illu- 
mination spectrum, background lighting, 
angle of incidence and path [35]. The cali- 
bration range and uncertainty in tempera- 
ture measurements that might be expected 
in typical careful use of a thermochromic 
system have also been detailed [36]. 

3.3 Engineering and 
Aerodynamic Research 

The use of liquid crystals to observe shear 
stresses in wind tunnel models was first 
demonstrated by Klein [37] in 1968, who 

applied an unprotected liquid crystal solu- 
tion to a test object in order to view the lo- 
cation of laminar and turbulent layers in 
aerodynamic models. The neat cholesteric 
material was applied to the surfaces and the 
boundaries between laminar and turbulent 
flow observed as differences in color. The 
regions of more turbulent flow conduct heat 
from the area more efficiently, resulting in 
a color difference between the regions. 
However, in this early work the materials 
used were not optimized for their shear 
properties, and were susceptible to contam- 
ination by their external environment, mak- 
ing quantitative measurements impossible. 
In later work, Klein and Margozzi [38, 391 
employed the sensitivity of certain mixtures 
of cholesteric liquid crystals to stress to de- 
velop the principle of making quantitative 
measurements of stress visually. Whilst they 
formulated several mixtures with good sen- 
sitivity to shear, the visual information 
gained was difficult to interpret due to flow 
of the unencapsulated material. Since this 
early work, many mixtures have been devel- 
oped commercially which have good shear 
response, whilst retaining low temperature, 
angle and pressure sensitivity. 

Microencapsulation avoids many of the 
problems associated with the use of neat liq- 
uid crystal. McElderry [40] used microen- 
capsulated material to study flat plates 
placed in a supersonic air stream, to produce 
a color display that had relatively low angu- 
lar dependence. The encapsulation of mate- 
rial is particularly important if liquid crys- 
tal thermography is to be used in water 
tunnels. Here, it is useful to apply microen- 
capsulated liquid crystal using an air brush, 
protect the capsules from contamination by 
solvents with an initial coating of acrylic 
polymer, and finally apply a waterproof 
polyurethane top coat, Fig. 4. Ogden and 
Hendricks [41] report the use of this tech- 
nique for the study of turbulent water flow 
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Figure 4. A schematic of the composition of liquid 
crystal films used in water tunnel studies. 

over bodies. The areas of turbulent flow 
around the body result in more rapid cool- 
ing rates due to higher heat transfer rates. 
Similar materials were used in water tunnels 
by Maughan and Incropera [42], though 
shear sensitive unsealed mixtures have been 
used successfully to visualize hydrodynam- 
ic flow on surfaces with both steady and un- 
steady boundary layer separation and tran- 
sition characteristics [43]. 

The use of thermochromic liquid crystals 
in qualitative studies of heat transfer is rel- 
atively common [44-481; hot and cold re- 
gions are discriminated, but precise temper- 
atures are not necessarily deduced from the 
results. Quantitative measurements were 
first made by Cooper et al. [49, 501, who 
evaluated the variation of the Nusselt num- 
ber around a heated cylinder in cross-flow 
(the Nusselt number of a body, Nu=hZ/K8, 
where h is heat loss per unit area, 1 is a typ- 
ical dimension, 8 the temperature difference 
between the body and surroundings and K 
is the thermal conductivity). Local heat 
transfer coefficients for plates in air jets 
have also been measured [51] and the tem- 
perature shift of the colour band due to the 
shearing action of the air flow determined 
[52]; this is particularly important in mak- 
ing quantitative measurements from ex- 

posed liquid crystals in wind tunnels. The 
use of thermochromic liquid crystals for 
flow visualization and heat flow is now rel- 
atively common. Local heat transfer coeffi- 
cients of fins in wind tunnels are readily 
evaluated as described in [53]. Here, the air 
in the tunnel is held at a constant tempera- 
ture, TL, and the wind tunnel has two iden- 
tical adjacent chambers, one of which is the 
test section. This test chamber is held at a 
temperature To. When steady flow condi- 
tions are established, the model, coated with 
a thin film of liquid crystal, is introduced to 
the test chamber. The subsequent transient 
heating of the test model changes the appar- 
ent colour of the liquid crystal, and a green 
line corresponding to a specific temperature 
TG is readily observed and may be record- 
ed as it moves across the fin. The local heat 
transfer coefficient a is computed by divid- 
ing the fin into elements of area AA. A tran- 
sient energy balance relating the change in 
internal energy of an element to the net heat 
transfer from the air gives: 

(3) 

where p, 6, cp and Tare the density, thick- 
ness, heat capacity and temperature, respec- 
tively while TL is the air temperature and t 
is time. Equation (3) assumes that the head 
conduction along the fin is negligible and 
the fin temperature is uniform across its 
thickness. Integration of this equation with 
the initial condition T= To at t=  0 gives, 

(4) 

where tG is the time necessary for the fin ele- 
ment in consideration to reach the tempera- 
ture TG. 

There are many reports in the literature of 
similar work, in which either qualitative or 
quantitative evaluation of flow visualisation 
or heat transfer has been made using chol- 
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esteric liquid crystals (see for example ref- 
erences 154-771. The vortex structures of 
triangular and rectangular longitudinal vor- 
tex generators were observed by Fiebig 
et al. [78], using liquid crystal thermogra- 
phy and the drag (a measure of flow losses), 
and local heat transfer coefficients were de- 
termined. The heat transfer enhancement 
per unit vortex generator area was found to 
be highest for delta wings followed by del- 
ta winglets and rectangular winglets. Fur- 
ther experiments have also employed liquid 
crystal thermography in studying the local 
heat transfer for various configurations of 
delta winglets in heat exchangers 179-821. 
Steady state and transient studies of heat 
flow using liquid crystals, incorporating 
specially packaged heaters, have allowed 
the mapping and measurement of heat trans- 
fer coefficients as described by several au- 
thors (e.g. [83-861). Such methods have rel- 
atively wide application, for example in the 
study of gas turbine components and recent- 
ly the thermohydraulic behavior in a marine 
nuclear reactor [87]. Transient techniques 
using microencapsulated liquid crystals 
have been developed by Jones et al. [88-901 
whereby heat transfer coefficients have 
been determined for specific geometries of 
gas turbine blades. In order to make quanti- 
tative measurements of transfer coeffi- 
cients, Jones et al. evaluated the dynamic re- 
sponse of a rapidly heated microencapsulat- 
ed liquid crystal film supported on a heated 
surface. The response times of the films 
were shown to be of the order of millisec- 
onds. The influence of heat conduction on the 
determination of heat transfer coefficents as 
measured by liquid crystal thermography is 
considered by Valencia et al. [91] who show 
that neglect of tangential conduction can in- 
troduce significant errors, depending on the 
thermography experiment conducted. 

Thermochromic liquid crystals have 
found extensive use in flow visualization 

measurements, both as coatings on models 
within water tunnels as discussed above, 
and as tracer particles in fluid flow. For ex- 
ample, capsules of thermochromic material 
have been doped at low concentration to vis- 
ualize flow [92], and neat material dispersed 
into fluids to measure simultaneously the 
temperature and velocity distributions in the 
system [93]. Remote sensing of the temper- 
atures of liquid drops in immiscible trans- 
parent liquids has been demonstrated by dis- 
persing microcapsules of thermochromic 
liquid crystal in each drop [94]. Illuminat- 
ing the system with a light sheet that cuts 
the drop at a meridian allows the spatial and 
time variation of temperature within drops 
in convective motion to be studied. Shear 
sensitive liquid crystal mixtures have been 
employed in the visualization of surface 
flow, and now play an important part in the 
study of laminar to turbulent flow transi- 
tions in wind tunnels and testing of aircraft 
wing and body surfaces. This follows the 
pioneering work of Klein et al. and NASA 
have developed several techniques for the 
study of such transitions using shear sen- 
sitive mixtures [95-981. Nonencapsulated 
materials were used and applied to the test 
surface (often on aircraft wings) such that 
the shear stress induced a color change at 
the boundaries between high shear turbulent 
and low shear laminar flow. The work of 
Holmes et al. is considered to be pioneering 
in the use of shear sensitive liquid crystal 
mixtures for flow visualization. The major 
advantage over the transitionally employed 
oil flow or chemical sublimation techniques 
is the ability to use the materials over the 
entire subsonic range of aircraft flight. The 
use of liquid crystals for supersonic mea- 
surements has been considered by Reda 
[99], and Jones et al. [ 1001 have suggested 
employing a shear induced texture change 
(from focal conic to planar) for flow visu- 
alization measurements. 
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3.4 Medical Thermography 

Thermochromic liquid crystals have found 
extensive use in medical applications. In the 
simplest example, liquid crystals have been 
used for many years as forehead thermom- 
eters (also known as 'fever strips'). Usual- 
ly, such devices are based on an indicator 
strip printed with several different thermo- 
chromic materials, each with a slightly dif- 
ferent narrow color play around normal 
body temperature. The segment that appears 
bright green is that which displays the cor- 
rect temperature. A different device struc- 
ture is produced by Sharn Inc. [ lol l ,  in 
which the liquid crystal is incorporated into 
the device in a single strip and treated such 
that the temperature is displayed as a nar- 
row colour band that may move continuous- 
ly across the device. The technology respon- 
sible for producing a continuous readout is 
not certain as the company have declined to 
patent it, but the resulting device offers a 
clear and unambiguous temperature read 
out. 

Thermal mapping of various areas of the 
body has been used as a diagostic technique 
for a wide ranging group of medical condi- 
tions in which a temperature differential 
near the skin surface may be related to the 
disorder. Medical applications of liquid 
crystals are widespread; material seems to 
have been applied to almost every possible 
area of the body and the examples quoted 
here are considered to be representative 
rather than exhaustive. Device structures 
range from the application of neat material 
onto the skin [102], to including the liquid 
crystal in its microencapsulated form as a 
paint, or embedded in rigid or flexible sub- 
strates. The first example of the use of liq- 
uid crystals to indicate skin temperature was 
in 1964 [103], and many patents now exist 
in this area. 

The use of liquid crystals in evaluating 
deep vein thrombosis is described by sever- 
al authors [104-1101. Sandler and Martin, 
for example [ 1 1 11, consider liquid crystal 
thermography as a screening test for deep- 
vein thrombosis. The accuracy of liquid 
crystals compared with X-ray venography 
is considered for 80 patients, and out of 35 
patients with confirmed deep vein thrombo- 
sis, 34 showed positive thermograms, giv- 
ing a sensitivity measure of liquid crystal 
thermography of 97%: 17 false-positive 
thermograms gave a specificity of 62%, and 
the predictive value of a negative thermo- 
gram was 96.5%. Liquid crystal thermogra- 
phy is considered by Sandler and Martin to 
be a rapid and inexpensive screening test for 
patients suspected of having lower limb 
deep vein thrombosis. Other authors have, 
however, found the large numbers of false- 
positive results a problem in using liquid 
crystals as a screening technique. The loca- 
tion of veins [ 112-1 151 and the study of ar- 
terial disease [116, 1171 using liquid crys- 
tal thermography is also common. The pre- 
diction of foot ulceration in diabetic patients 
through thermal mapping using liquid crys- 
tal technology is described by Benbow et al. 
[ 1 181. Fifty patients were studied and liquid 
crystal thermography was found to be a 
cheap, simple and noninvasive method of 
identifying patients with increased risk of 
ulceration. 

Liquid crystal thermography has been ex- 
tensively evaluated in the area of oncology, 
especially breast cancer [119-1281. Subcu- 
taneous and intracutaneous malignant tu- 
mours are typically 0.9-3.3 "C warmer than 
the surrounding tissue [ 1291, making ther- 
mography an interesting candidate for can- 
cer screening. Again, there is much discus- 
sion about its value as a screening technique, 
due to the relatively high number of reports 
of false-negative results [130], and the con- 
clusions of most authors is that it is more 
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useful as a screening tool than for diagnos- 
tics. Thermography has proved useful in the 
study of temporal variations in breast tem- 
peratures [ 13 1,1321. The use of liquid crys- 
tal thermography has also been reported for 
the determination of the extent of basal cell 
carcinomas [133] and cancers in other 
areas of the body [134-1381. 

Other medical applications include the 
use of liquid crystal thermography in diag- 
nosing acute paraproctitis [ 1391. A study of 
the use of liquid crystals in complex diag- 
nostics in over one hundred patients with 
different forms of acute paraproctitis shows 
that the diagnostic value of the method in- 
creases with deepening and spreading of the 
inflammation focus and development of the 
scarry process in the pararectal fat. In 37.4% 
of the cases with deep forms of the disease 
liquid crystal thermography has a definite 
diagnostic value. Liquid crystal thermogra- 
phy has also proved of use in the localiza- 
tion of undescended testicles [ 1401. The po- 
sition of the retained testicle is determined 
via a hot spot, though the intensity of the hot 
spot reflects only the amount of heat pro- 
duced locally, and not the size of the unde- 
scended testicle. Thermography of the tes- 
ticles has also been used in the diagnosis of 
infertility [ 1411, and varicocele, the most 
common form of male infertility, proved to 
be easily detectable by this technique. One 
of the major advantages of liquid crystal 
thermography in this particular area is that 
it is one of the few available noninvasive di- 
agnostic techniques: X-rays are unaccept- 
able because of the radiosensitivity of the 
testicles. The diagnosis of scaphoid frac- 
tures using liquid crystal thermography has 
been suggested [ 1421. Flexible liquid crys- 
tal sheets have been used as a noninvasive 
investigative technique for the study of the 
nasal cycle [143]. Here, the air flow in 
healthy and diseased nasal cycles may be re- 
lated to the area of colour change on a liq- 

uid crystal film which was found to be 
almost linear between flow rates of 1 and 
3 lmin-'cm-* (normal nasal air flow is 
-2.5 1 min-' cm-2). Indeed liquid crystal 
thermography has found use in areas as di- 
verse as core body temperature measure- 
ments in anesthetic recovery [144], head- 
ache clinic setting [ 1451, investigation of 
spinal root syndromes [146-1501, lower 
backsyndrome [151],chronic [I521 andlow 
[ 1531 back pain, scrota1 temperature in cas- 
es of spinal cord injury [154], knee joint 
stress [ I S ] ,  evaluation of the diabetic foot 
[ 1561, the thyroid [ 1571, lacrimal tract in- 
flammation [158], as a diagnostic test in 
acute [ 1591 and destructive [ 1601 lactation 
mastitis, acute appendicitis [ 1611, chronic 
liver disease [ 1621, placental localization 
[163, 1641, skin allergy [165-1671 and car- 
pal tunnel syndrome [168, 1691. Liquid 
crystal thermography in ophthalmologic 
practise is discussed by several authors 

It seems clear that while medical applica- 
tions of liquid crystal thermography are ex- 
tensive and imaginative, the technique is 
most useful for screening procedures, and 
there are only a few cases where it has prov- 
en diagnostic capability. 

[ 170-1 721. 

3.5 Thermal Mapping 
and Nondestructive Testing 

The ease with which a film of cholesteric 
liquid crystal may be applied to large, un- 
even areas, makes it an ideal tool for ther- 
mal mapping and nondestructive testing. In- 
deed, the fact that specific mixtures can be 
formulated with cholesteric ranges extend- 
ing over a wide range of temperatures (from 
well below zero to well above 100 "C) ,  and 
with a great deal of flexibility in the color 
play range (from less than a degree to tens 
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of degrees) allows for a great diversity in 
potential applications ranging from food 
processing [ 1731 to the electronics and 
space applications described below. 

In studying test objects, the surface tem- 
perature of the object may be varied by di- 
rect heating (e.g. electrically), or indirectly 
(e.g. by radiation). A flaw close to the sur- 
face is detectable through the temperature 
difference that might be caused by a de- 
creased temperature conductivity in the 
structure. Tests may be made that are both 
static and dynamic; static approaches are 
somewhat limited due to lateral heat con- 
duction which eventually obscures a discon- 
tinuity in temperature due to a small lesion. 
However, small defects are enhanced by 
transient measurements, because heat with 
short wavelengths propagates faster than 
heat with longer wavelengths, thus allow- 
ing fine detail to appear before the develop- 
ment of a steady state pattern. For example, 
liquid crystal thermography has been used 
to observe time dependent temperature pat- 
terns on an electrically heated surface dur- 
ing boiling [174]. Here, real time images 
were produced which revealed both spatial 
and temporal differences in the process by 
which boiling was initiated and developed 
in two different convection fields. Time 
dependent aspects of nucleate boiling have 
also been studied by Bergez [175] which 
showed that existing heat transfer models 
are inadequate for water under conditions of 
saturation, atmospheric pressure and low 
heat flux. 

Most applications rely on the steady state 
method as it is cheaper and less complex 
than transient measurements. A bibliogra- 
phy of nondestructive testing using thermo- 
chromic liquid crystals was published in 
1972 [176], and more recently by Hallcrest 
[ 5 ] ,  so only a few examples are described 
here. Indeed, in most cases the approach is 
the same, and only the test object differs. 

In composite materials, flaws, bonding 
faults and internal defects have all been ex- 
amined using liquid crystal thermography, 
[ 177-1841. Surface and subsurface flaws 
have been detected, including regions of un- 
stable plastic flow in aluminum alloys 
(Lueder lines) [185], faults in welded met- 
als [186], and cracks, voids and leaks in 
pressure vessels [ 187-1 881. Potential frac- 
ture sites have been determined in metals 
[189], together with defects in springs 
[ 1901. Other applications examine shrink- 
age cavities in metal castings [ 19 11, thermal 
isolation of aluminum rivets [ 1921, and ther- 
mal gradients on the surface of heating coils 
[193]. 

Much attention has been paid to the use 
of thermochromic liquid crystals in the qual- 
ity control of electronic components, and 
thermochromic ‘paints’ to examine over- 
heating components on printed circuit 
boards are readily available. There are many 
examples of the use of cholesteric liquid 
crystals for thermal mapping of both ordi- 
nary [194-1961 and multilayer [197] print- 
ed circuits boards. Shorts have been detect- 
ed in field effect transistors [198] and tor- 
oidal transformers, and temperatures of 
other electrical components visualized 
[ 199-2011. Other applications include the 
study of deposits on thin film resistors 
[202], inhomogeneities in the sapphire win- 
dows of infrared detectors [203], switching 
phenomena in deposited metal films and 
junctions [204-2061, and the effects of an- 
nealing and laser radiation on amorphous 
films of As, Te and Ge [207]. Liquid 
crystal thermography has found use in the 
verification of three dimensional thermal 
simulations of semiconductor chips, and in 
particular to AlGaAs/GaAs heterojunctions 
[208]. Breaks in electrical conductors em- 
bedded in windscreens [209], heat leaks in 
refrigerator doors [210], and heat patterns 
generated by piezoelectric and ultra high 
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frequency devices [211, 2121 have all also 
been studied via liquid crystal thermogra- 
phy. Finally, there are several examples of 
the use of cholesteric liquid crystals in the 
space programme aboard Apollo 14 [213, 
2141 and Apollo 17 [215], as temperature 
indicators in low gravity, and to estimate 
heat flow through textiles [216]. The areas 
in which liquid crystal thermography is of 
use in nondestructive testing continue to 
grow, particularly in the area of engineering 
research where the new chiral nematic ma- 
terials offer improved performance over the 
cholesteryl esters used in early applications. 

3.6 Radiation Detection 

Films containing cholesteric liquid crystals 
are inexpensive and versatile tools for vis- 
ualizing invisible radiation. Almost any ab- 
sorbing medium that will convert incident 
radiation to heat may be backed by a liquid 
crystal, enabling almost any type of radia- 
tion to be visualized. In many cases (e.g., 
infrared radiation), the liquid crystal can it- 
self act as the absorber, leading to a partic- 
ularly simple device. Viscoelastic materials 
may be used to absorb ultrasound, carbon 
black, gold black and other materials for 
electromagnetic radiation and space 
matched metal films for microwave radia- 
tion. Technical details of the construction 
and operation of the detectors are readily 
available in the patent literature 1217-2211. 
Membrane devices, including a thin layer of 
carbon black, are often used for infrared ra- 
diation detection and visualization [222, 
2231, and such detectors are particularly 
useful in the observation of the modes and 
emission parameters of infrared lasers 
[224-2291. A thermal imaging device that 
offers the possibility of night vision has al- 
so been described [230]. Other device con- 

structions offer the possibility of thermally 
addressing and electrically erasing informa- 
tion on thermochromic liquid crystals using 
infrared laser beams, thus producing infor- 
mation storage devices, or even producing 
real time holograms using cholesteric mate- 
rials [23 11. Microwave detectors generally 
consist of thermochromic liquid crystal cou- 
pled onto a thin metal film [232]; the inci- 
dent radiation induces currents in the metal 
film which in turn heat the thermochromic 
material. There are several examples of mi- 
crowave detectors, and as with infrared ra- 
diation, thermochromic films have also 
been used to visualize microwave holo- 
grams [233, 2341 and to allow internal ex- 
amination of microwave transparent objects 
by interferometry [235,236]. For the detec- 
tion or visualization of ultrasound, thermo- 
chromic material is coated onto a viscoelas- 
tic substrate that becomes warmer in the 
areas of absorption. Acoustic images, and 
again, holograms, have been visualized 
[237-2441. Cholesteric liquid crystals are 
well known to have sensitivity to ultravio- 
let radiation, and the degradation of the ma- 
terials that occurs on exposure changes the 
region of the color play band [245,246] and 
this may be used as an indicator. The change 
in the materials’ color play can be enhanced 
by the addition of radiation sensitive com- 
pounds (e.g., iodine containing materials). 
Information regarding the radiation stabil- 
ity of thermochromic materials is readily 
available in the literature. Indeed it has been 
shown that the shift in the selective reflec- 
tion band is linear with respect to y-ray dos- 
age, and that the temperature response re- 
mained stable after exposure [247-2501. Fi- 
nally, there have been suggestions that ther- 
mochromic liquid crystals may be used for 
the detection of elementary particles [25 11, 
heavy moving ions [252] and for monitor- 
ing the frequency of UHF electromagnetic 
fields [253]. 
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4 Liquid Crystals as Solvents for Spectroscopic, 
Chemical Reaction, and Gas Chromatographic 
Applications 

William J.  Leigh and Mark S.  Workentin 

4.1 Introduction 

The special combination of orientational or- 
der and mobility possessed by liquid crys- 
tals, the wide variation in these properties 
in different liquid crystalline types, and the 
fact that bulk orientation can be easily con- 
trolled by a number of different methods 
have led to numerous applications in which 
liquid crystals are employed as anisotropic 
solvents for the study of various physico- 
chemical properties of molecules. This 
chapter deals with the use of liquid crystals 
as solvents or supports in spectroscopic ap- 
plications, in gas chromatography, and for 
chemical reaction. In each case, the empha- 
sis is on studies in which the solute is of pri- 
mary interest, and in which calamitic liquid 
crystals are employed as solvents to control 
orientation or mobility. Spectroscopic stud- 
ies in which some property of the mesophase 
is of primary interest, whether they involve 
a study of probe molecules or the liquid 
crystal itself, are treated in earlier chapters 
and will not be dealt with here. In many 
cases, studies of this type are intimately re- 

lated, or provide information which is use- 
ful or essential to the complete interpreta- 
tion of solute spectroscopic data. 

All of the topics to be discussed in the fol- 
lowing have been dealt with in detail in re- 
cent reviews; indeed, some are of such enor- 
mity that entire books have been written on 
the fundamental principles and recent appli- 
cations in the area. We see little point in at- 
tempting to duplicate any of this material 
here. Thus, our coverage of each area will 
contain only an extremely cursory introduc- 
tion, whose intent is simply to identify the 
particular physicochemical properties of 
molecules which are amenable to study or 
exploitation using liquid crystalline sol- 
vents, followed by a bibliography which di- 
rects the reader to the major resource mate- 
rials in the area for details on theoretical 
background, experimental methods, data 
analysis techniques, etc. and the recent 
( 1  980-95) literature. 

0 



840 4 Liquid Crystals as Solvents 

4.2 Liquid Crystals 
as Solvents in Spectroscopy 

In principle, any molecular property which 
varies depending on the time-averaged or- 
ientation of the molecule with respect to the 
direction of applied electromagnetic radia- 
tion can be studied using liquid crystalline 
solvents. Liquid crystalline media - partic- 
ularly nematics - provide the bulk molecu- 
lar orientation necessary for observation of 
spectroscopic details analogous to those ob- 
tained in solid state experiments, yet allow 
sufficient mobility that linewidths similar to 
those obtained in fluid solution (due to av- 
eraging of intermolecular interactions) can 
be observed. Thus, in many respects, liquid 
crystalline solvents provide the spectrosco- 
pist with the means of carrying out ‘single 
crystal’ experiments in solution, and these 
media have received widespread attention 
as solvents in magnetic resonance (NMR 
and EPR) and optical spectroscopic studies 
of oriented molecules. The fundamental 
principles involved in the use of thermotrop- 
ic liquid crystals for such applications, and 
the literature in these areas to 1977, were 
covered in detail in the 1st Edition of The 
Handbook [ 11; a few general reviews have 
appeared in recent years [2, 31. 

4.2.1 Nuclear Magnetic 
Resonance Spectroscopy 

Following Khetrapal and Kunwar [4], the 
nuclear spin Hamiltonian ( X )  for an orient- 
ed molecule is given by Eq. (l), where i and 
j are the interacting nuclei, o, and .Iij are the 

chemical shift and indirect spin - spin 
coupling constant as observed in the iso- 
tropic NMR spectrum, oyiso is the aniso- 
tropic component of the chemical shift, 
Dij is the experimentally derived dipole - 
dipole coupling constant, Bi is the quadru- 
polar interaction (applicable for Z > 112 
spin systems), and Lzi, Z:, Z;, etc. are spin 
operators. In general, the dipole - dipole 
coupling Dij is the sum of the direct dipo- 
lar coupling and the anisotropic compo- 
nent of the indirect spin - spin coupling 
(Dij = Diir + 1/2Jris0). The latter is usually 
negligible for a pair of protons, but becomes 
significant for heavier nuclei. In isotropic 
solvents, oris0, Dij, and B, are averaged to 
zero, so that Eq. (1) transforms to the iso- 
tropic nuclear spin Hamiltonian. In the an- 
isotropic medium afforded by liquid crys- 
talline solvents, all three of these terms be- 
come non-zero and can be determined by 
analysis of the NMR spectrum. 

The familiar expression. for the dipolar 
coupling constant (Dij) between two nuclei 
i and j is 

where h is Planck’s constant, ‘/11 and r j  are 
the magnetogyric ratios, 8, is the angle 
between the internuclear axis and the mag- 
netic field direction, and the angular brack- 
ets denote the average over all possible dis- 
tances and orientations. Neglecting contri- 
butions from molecular vibrations, struc- 
tural deformations due to solute - solvent 
interactions, and correlations between inter- 
nuclear distances and ordering, this can be 
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rewritten as Eq. ( 3 )  

( 3 )  

where Sij is the order parameter of the inter- 
nuclear axis. Direct H-H dipolar couplings 
are typically of the order lo3 Hz, and can be 
measured with a precision of ca. 0.1 Hz. 

The NMR spectra of quadrupolar nuclei 
in liquid crystalline solvents are dominated 
by the quadrupolar interaction, which leads 
to splitting of magnitude 2 Bi (=lo4- lo5 Hz 
for 2H) as given by Eq. (4), 

where QCC, is the quadrupole coupling con- 
stant, q is the asymmetry parameter of the 
electric field gradient tensor, and S,,, etc. 
are the diagonal elements of the order ma- 
trix for the nuclear quadrupole moment in 
molecule-fixed Cartesian coordinates. 

The expressions given in Eqs. 1-4 are 
meant to illustrate, in a simple fashion, the 
rich information that can be gleaned from 
analysis of the NMR spectrum of a mole- 
cule oriented in a liquid crystalline solvent. 
The ‘LCNMR’ technique provides a direct 
method for the precise determination of (so- 
lute) bond lengths (rij) and bond angles in 
solution - in fact, the only one currently 
available. It also provides a useful method 
for the measurement of anisotropies in 
chemical shifts and in indirect spin- spin 
couplings, and for the determination of 
quadrupolar coupling constants. Since the 
magnitudes of dipole - dipole and quadru- 
polar splittings are dependent on the orien- 
tational ordering of the solute in the applied 
magnetic field, the two can be used for the 
measurement of order parameters and sol- 
vent diamagnetic anisotropies, or to moni- 
tor phase transitions. Finally, by analysis of 
dipolar or quadrupolar splittings due to ex- 

changeable nuclei, it is possible to deter- 
mine the dynamics of exchange processes 
which occur at rates too fast to be detected 
in isotropic solution at similar temperatures. 
This extends dramatically the timescale 
over which such processes (e.g. bond rota- 
tions, conformational changes, bond migra- 
tions, rearrangements, etc.) can be studied 
by NMR. In addition to these applications, 
relaxation time measurements afford infor- 
mation on the dynamics of translational and 
rotational motions of the solute; such ex- 
periments are of greater relevance to the 
properties of liquid crystals than to those 
of solutes, and thus will not be discussed 
here. The reader is directed elsewhere for 
reviews of this substantial branch of the 
field of NMR spectroscopy in liquid crys- 
tals [5-91. 

4.2.1.1 Solute Structure Determination 
[4,10-171 

The complete analysis of LCNMR spectra 
and extraction of the direct dipolar 
couplings is carried out by iterative compu- 
tational procedures [4, 141, and usually re- 
quires input of indirect J-couplings. These 
are commonly taken from the isotropic so- 
lution spectrum of the solute, but heteronu- 
clear couplings can be determined directly 
from the LCNMR spectrum when a mixture 
of liquid crystals of opposite diamagnetic 
anisotropies are used as solvent [ 18 - 201. 
Knowledge of the relative signs of the indi- 
rect and direct couplings is desirable in such 
analyses. These can be determined by sev- 
eral methods which are reviewed briefly in 
a recent article by Tolman and Prestegard 
[211. 

When the number of observable dipolar 
coupling constants exceeds the number of 
independent Sij-values necessary for the 
description of the orientation, the ratios of 
internuclear distances between various nu- 
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clei in the molecule can be calculated from 
the observed dipolar splittings. With the 
choice of a suitable base internuclear dis- 
tance, often taken from microwave, X-ray 
diffraction, or electron diffraction data, in- 
dividual rij-values and bond angles can then 
be calculated. The 'HNMR spectrum on its 
own affords information only on the proton 
internuclear distances and angles; more 
complete structural information can be ob- 
tained when '3C-satellites can simultane- 
ously be observed. 

Two factors need to be accounted for in 
the calculation of the so-called ‘ r,-struc- 
ture' of a molecule from LCNMR data. The 
first is the effect of molecular harmonic vi- 
brations on the observed dipolar splittings, 
which has been generally recognized since 
the late 1970s [22]; most LCNMR structures 
published since 1980 contain these correc- 
tions. The second factor is molecular defor- 
mations caused by interaction of the solute 
with the medium (due to correlations be- 
tween molecular vibrations and solute re- 
orientations), which as might be expected, 
are more important for some liquid crystals 
than others. These effects have been wide- 
ly recognized since the early 1980s, and 
have been studied in detail (see for example 
[ 15, 23 -261). Procedures to correct for 
these effects have been published [27], and 
solvent systems which produce minimal 
structural distortions have been identified 
[12, 28, 291. The problem and its solution 
have recently been re-emphasized by Diehl 
and coworkers [30]. 

Over 500 different molecular structures 
have been determined by LCNMR methods 
since the introduction of the technique in the 
1960s [31]. Most have been derived from 
'HNMR spectra (and to a lesser extent, 2H, 
I9F or 31PNMR), although numerous studies 
involving less abundant or less sensitive 

Sn, 
199Hg) have been published as well. Most 
nuclei ("X= 13C, "N, "'Cd, '13Cd, 

structures published since the late 1970s are 
derived from 'H-"X satellite spectra, which 
are generally more easily obtained than the 
heteronuclear spectrum, and contain much 
more complete structural detail than the sim- 
ple proton spectrum can afford [14]. Most 
structures published since the early 1980s are 
corrected for harmonic vibrations, but only a 
dozen or so contain solvent-deformation cor- 
rections; the latter are true, solvent-indepen- 
dent structures which are in excellent agree- 
ment with those obtained by other methods 
[17]. Table 1 (see page 861) contains a list of 
compounds whose structures have been in- 
vestigated using LCNMR techniques since 
the last compilation in 1978 [lo]. 

A number of techniques have been devel- 
oped for the simplification of LCNMR spec- 
tra of complex spin systems, which augment 
the time-honoured procedures of deuteria- 
tion (selective, partial, or random) and dou- 
ble resonance methods. The most powerful 
of these include variable angle sample spin- 
ning [32], multiple quantum spectroscopy 
[33-351 and various other 2D or multiple 
pulse [36-411 techniques, and zero field 
NMR [42,43]. 

4.2.1.2 Chemical Shift and Indirect 
Coupling Anisotropies [237] 

Chemical shift anisotropies are determined 
by monitoring solute chemical shifts as the 
molecular orientation is varied [237]. This 
can be accomplished through changes in 
temperature, concentration, or phase [237], 
by use of mixed liquid crystals of opposite 
diamagnetic susceptibility anisotropies [ 12, 
237, 2381, or by use of the variable angle 
sample spinning technique [32,239]. 'Hand 
I3C chemical shift anisotropies are known 
to be solvent-dependent [237, 239, 2401. 
The problem is particularly significant for 
protons, where the changes in chemical 
shifts with orientation changes are small; 
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Burnell and de Lange have demonstrated 
that chemical shift anisotropies measured 
using mixtures of liquid crystals of opposite 
diamagnetic susceptibility anisotropies are 
prone to uncertainties as large as those for 
other methods [241], negating the widely- 
held view that such solvents afford ‘solvent- 
independent’ chemical shift anisotropies. 
The problem has recently been discussed in 
more detail, and the possible precisions in 
chemical shift anisotropy measurements for 
different nuclei are assessed [242]. 

Subsequent to the 1982 compilation of 
Lounila and Jokisaari [237], a large number 
of studies report chemical shift anisotropies 
for various nuclei in liquid crystalline 
solvents. Representative examples include 
AoH in dichloromethylphosphine [243], 
methylisothiocyanide [244], and norborna- 
diene [141]; Aoc in chloro- and bromoform 
[245], bis(trimethylsily1)diacetylene [246], 
and pyridine, pyrazine, pyridazine, and 
pyrimidine [247]; AoH and Aoc in butyne 
[248], fluoro- [245,249], bromo- [245], and 
iodomethane [244, 245, 2501, ethylene 
[25 11, methylisocyanide [252], dimethyl- 
mercury [253], benzene [250, 254, 2551, 
1,3,5-trichloro- [99, 2561, 1,3,5-tribromo- 
[244], and 1,3,5-trinitrobenzene [244]; AoD 
in iodomethane-d, [47]; A o F  in fluoranil 
[257], hexafluorobenzene [91], and fluoro- 
methane [249]; AoHg in dimethylmercury 
[253]; Aose in carbon diselenide [258]; AoTe 
in tellurophene [259]; and Aoxe [260]. 

In the case of J-anisotropies, the general 
coupling tensor (see Eq. 1) consists of con- 
tributions from both direct and indirect con- 
tributions, and it is the sum of the two types 
that are obtained from analysis of the 
LCNMR spectrum. As mentioned earlier, 
extraction of the direct couplings from the 
experimental data is normally accomplished 
by subtraction of the relevant J-couplings, 
which are either obtained directly or (more 
commonly) derived from isotropic solution 

spectra. There is no simple method for the 
additional correction that is required to ac- 
count for J-anisotropy. It is well established 
that the J-anisotropy for non-directly bond- 
ed protons is very close to zero and can be 
safely ignored, those for C-H and N-H 
couplings are <0.1%, and those for coup- 
lings between heavier nuclei are significant 
[14, 2371. For this reason, it has been rec- 
ommended that direct couplings between 
heavy (C-C, etc.) nuclei should not be used 
for structure determination, unless the J-an- 
isotropy can be specifically evaluated [ 141. 
Unfortunately, this is a complex and time- 
consuming task [237], but has continued to 
be of interest. The review by Lounila and 
Jokisaari contains a critical compilation of 
indirect coupling anisotropies from the lit- 
erature to 1981 [237]. Numerous additional 
LCNMR studies have since been reported; 
for example, C-N [252], C-F [91, 110- 
112, 2491, C-Hg [253], andF-F [112]. 

4.2.1.3 Quadrupolar Coupling 
Constants [lo, 11,261,2621 

Quadrupole coupling constants can be cal- 
culated from the splittings observed in the 
NMR spectra of quadrupolar nuclei, if the 
order parameter can be determined and the 
asymmetry parameter of the particular nu- 
cleus of interest is known (Eq. 4). The or- 
der parameter is normally calculated from 
dipolar splittings in the ‘H LCNMR spec- 
trum of the protonated compound, or from 
those in the 13C-satellite spectrum of the 
quadrupolar nucleus (if applicable). In the 
case of 2H, the asymmetry parameter is usu- 
ally neglected as it is known to be small, al- 
though it has been rigorously included on 
occasion by carrying out experiments in two 
different liquid crystals [263 - 2661. The 
calculation of order parameters from dipo- 
lar splittings requires corrections for har- 
monic vibrations and knowledge of the 
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r,-structure. Corrections for solvent distor- 
tions are also required, as evidenced by the 
numerous reports of solvent dependent 
QCCs (see, for example [28, 46, 265, 
267 - 2691). 

4.2.1.4 Dynamics of Intramolecular 
Motions [S, 270 - 2721 

The measurement of the rates and energetics 
of fast exchange processes is a well-known 
and powerful application of NMR spectros- 
copy [273]. In isotropic liquids, dynamic pro- 
cesses can be monitored through the chemi- 
cal shifts or indirect spin-spin couplings of 
the exchanging nuclei, typically protons. The 
chemical shift is the most versatile since it 
has a larger range, but it still only varies 
between = 10 and = lo3 Hz, limiting the range 
over which dynamic processes can be stud- 
ied to 1 - 106 s-'. This necessitates the use of 
low temperatures for the study of many of 
the processes (e.g. conformational motions) 
which are of greatest interest. 

In a nematic liquid crystalline solvent, 
where dipolar couplings in the range 
lo2- lo3 Hz (for protons) and quadrupolar 
splittings in the range lo3- lo5 Hz (for deu- 
teria) can be observed, the dynamic range is 
extended to as high as lo9 s-'. This allows 
many processes, which require very low 
temperatures in isotropic solvents, to be 
studied at ambient temperatures with liquid 
crystalline solvents. Since the anisotropic 
forces responsible for the ordering in nemat- 
ic liquid crystals are too weak to exert a dis- 
tinct effect on the dynamics of fast confor- 
mational processes which involve only mi- 
nor changes in solute shape (see Sec. 4.3 of 
this chapter), the results are generally di- 
rectly comparable to those measured for iso- 
tropic solutions. 

Studies of ring inversion or bond shifts 
using 'HNMR have generally been restrict- 
ed to fairly simple or highly symmetric com- 

pounds because of the difficulties in inter- 
preting the more extensive dipolar coup- 
lings present in more complex systems. 
Examples include the ring inversion of s-tri- 
oxane [274, 2751 and bond shift in cyclo- 
octatetraene [275, 2761. For more complex 
systems, the use of 2HNMR simplifies the 
situation considerably (and extends the dy- 
namic range) because the dominant effect is 
the (much larger) quadrupolar interaction. 
Examples of systems which have been stud- 
ied by 2H NMR include the ring inversions 
of perdeuteriated cyclohexane [277 - 2801, 
cis-decalin [28 11, and 1,l- and 1,4-dime- 
thylcyclohexane [282], and the Cope rear- 
rangement of bullvalene [278,283]. Sever- 
al of these systems have recently been inves- 
tigated employing multiple quantum [284, 
2851 or other two-dimensional techniques 
[281,282,286], which are particularly use- 
ful for studies in the slow exchange range. 

There has been considerably greater 
interest in the dynamics of single bond ro- 
tations, particularly in compounds which 
serve as models for common mesogens (see 
refs. [8, 2721 and Chap. 4.3 of this volume 
for more complete discussions). These 
studies are most frequently carried out by 
'HNMR, since 'H- 'H dipolar couplings 
are more sensitive to bond rotational pro- 
cesses than *H quadrupole splittings [170], 
and frequently employ selective deuteration 
to reduce spectral complexity or to provide 
additional information from the 2H spec- 
trum. The dynamics of single bond rotations 
have been studied by 'HLCNMR for vari- 
ous substituted alkylbenzenes [ 147, 148, 
150, 155, 167, 168, 1751, anilines [129], an- 
isoles [136, 142, 153, 1541, thioanisoles 
[149], ethoxybenzenes [156- 159, 1701, bi- 
phenyls [163, 184, 1921 and related mole- 
cules [181, 182, 287, 2881, aromatic esters 
[ 152, 1691 and aromatic ketones [ 15 11, to 
name but a few. Natural abundance 13C NMR 
has also been employed successfully, for the 
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study of C-N bond rotations in 4-dimethyl- 
aminopyrimidine [289] and 6-dialkylamino- 
fulvenes [290]. 

4.2.1.5 Enantiomeric Purity 
of Optically Active Solutes 

A relatively new development in LCNMR 
is the use of cholesteric liquid crystals as 
chiral NMR solvents for the determination 
of the enantiomeric purities of optically ac- 
tive solutes [291-2931. The initial reports 
of the method employed a cholesteric mix- 
ture of cholesteryl propionate in a commer- 
cial nematic solvent of negative diamagnet- 
ic anisotropy (Merck ZLI 2806), which was 
shown to give rise to impressively well-re- 
solved 'HNMR spectra of the two enan- 
tiomers of racemic 1,2-epoxy-3,3,3-trichlo- 
ropropane [291]. The effect was shown to 
be due to differential ordering of the two 
enantiomers by the chiral solvent matrix, 
which results in the dipolar coupling taking 
on different values in the two enantiomers. 
Subsequent publications have employed 
*H NMR spectroscopy with selectively deu- 
teriated solutes, and poly-y-(benzyl-L-glu- 
tamate/dichloromethane mixtures as the 
(lyotropic) cholesteric solvents. The use of 
*H NMR, in spite of the fact that it requires 
deuteriation of the chiral solute, increases 
the power and general utility of the tech- 
nique considerably because the spectra are 
so much simpler than 'H spectra for more 
complex spin systems. Courtieu and his col- 
laborators have demonstrated the power of 
this method for determining enantiomeric 
purities of benzylic alcohols [292, 294, 
2951, cyclic ketones [292, 2961, carboxylic 
acids [292], and amino acids [297]. This is 
an important development in the field of or- 
ganic synthesis, where there is an immense 
need for routine, accurate, and general 
methods for the determination of optical 
purities [298]. 

4.2.2 Electron Paramagnetic 
Resonance Spectroscopy 
[2,3, 9, 2991 

The EPR or ENDOR (electron nuclear dou- 
ble resonance) spectrum of a free radical, 
radical ion, triplet, or other paramagnetic 
species in a liquid crystalline solvent affords 
analogous information to that obtained by 
LCNMR of diamagnetic compounds: that is, 
information on various anisotropic interac- 
tions, from which knowledge regarding the 
molecular and electronic structure of the so- 
lute can be gleaned. Perhaps moreso than 
NMR, EPR is widely used (usually in con- 
junction with nitroxide spin probes) to study 
molecular mobility in liquid crystals, which 
affords information regarding the structure 
and physical properties of various meso- 
phase types [9]. The principal advantage of 
EPR over NMR spectroscopy in such stud- 
ies is the shortened timescale over which so- 
lute motional processes can be investigated 

While the use of EPR spectroscopy for 
the study of liquid crystalline morphology 
continues to be an intensely active field [9], 
studies which deal specifically with the mo- 
lecular or electronic structures of solutes are 
much less common. Representative exam- 
ples include studies of semiquinone radical 
anions by EPR or ENDOR spectroscopy 
[300], Cr(V) [301] and Ag(I1) [302] com- 
plexes by EPR, and spin polarization in por- 
phyrin and chlorophyll triplet states by 
time-resolved EPR techniques 1299, 3031. 

1 0 - ~  s). 

4.2.3 Polarized Optical 
Absorption and Emission 
Spectroscopy [l, 2,304,3051 

The use of liquid crystals as orienting me- 
dia for polarized optical spectroscopic stud- 
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ies was reviewed in the first edition of the 
Handbook [l], and has since been treated 
more comprehensively in books 1304, 306, 
3071 and review articles 12, 308, 3091. Liq- 
uid crystals continue to provide an impor- 
tant technique for the partial alignment of 
solutes in polarized UV/VIS, IR, and fluo- 
rescence spectroscopic studies, comple- 
menting and extending that provided by the 
use of stretched polymer films (most com- 
monly, polyethylene or poly(viny1 alcohol)) 
or other anisotropic media. From such stud- 
ies, one can obtain information regarding 
the transition moments of various electron- 
ic and/or vibrational transitions of a solute, 
which in turn can be used to derive structu- 
ral information on the solute. As usual, these 
techniques can alternatively be employed to 
investigate the structure and ordering of the 
mesophase, either by direct experiments on 
the mesophase itself, or by investigation of 
a suitable solute molecule oriented in the 
mesophase. 

Liquid crystal linear dichroism (LCLD) 
examines the differential absorption of 
plane polarized (UV/VIS or IR) radiation by 
an uniaxially oriented solute in (usually) a 
nematic or compensated cholesteric liquid 
crystal. The observed dichroism (LD ( V ) )  is 
given as the difference between the spectra 
measured with light polarized parallel and 
perpendicular to the optical axis of the ab- 
sorbing species (OD,,(V) and OD,(F), re- 
spectively 

LD ( V )  = OD,, ( V )  - ODL(V) ( 5 )  
Liquid crystal induced circular dichroism 
(LCZCD) examines the differential absorp- 
tion of circularly polarized radiation by an 
achiral solute oriented in a cholesteric liq- 
uid crystal. The circular dichroism results 
from an induced Cotton effect in the achiral 
solute due to the macroscopic chirality of its 
ordering in the helical solvent matrix. The 
effect has been shown theoretically to arise 

from the sum of dichroic absorbances from 
the solute in the individual nematic layers 
of the cholesteric phase (taken over the hel- 
ical pitch length); it is thus related to the lin- 
ear dichroism of the solute by 

CD(V) = OD,(V) - OD,(V) 
= LD(V) [PF3An/2(V2-Vi)]  (6) 

where P is the helical pitch length (positive 
for a right-handed cholesteric), An is the 
linear birefringence of an individual nemat- 
ic layer, and V o  is the wavenumber of the 
cholesteric pitch band. 

For a given absorption band, the magni- 
tude of the observed dichroism depends on 
the polarization of the particular electronic 
or vibrational transition with respect to the 
solute molecular axes and the ordering ma- 
trix of the solute in the liquid crystal. Early 
work by Sackmann [310, 31 11 and Saeva 
[312,313] and their co-workers demonstrat- 
ed the utility of LCLD and LCICD in as- 
signing transition polarizations in highly 
symmetrical (C2" or DZh) molecules, and in 
characterizing the ordering of various liq- 
uid crystalline phases. These measurements 
were carried out using the simplest experi- 
mental procedure, in which the dichroism is 
obtained by subtraction of two separately 
measured spectra corresponding to the two 
desired polarizations of the monitoring beam. 
This procedure is still evidently common 
[304], but modulation recording techniques 
afford much higher sensitivity [308] and are 
the norm in modern commercial spectropho- 
tometers. For comprehensive discussions of 
the methods used for analysis of the data ob- 
tained in such experiments, the reader is di- 
rected to the books by Michl and Thulstrup 
[304] and Samori and Thulstrup 13071. 

The recent literature in this area has 
largely been concerned with the study of the 
orientational ordering of various pleochro- 
ic dyes (of potential use in display applica- 
tions) [314, 3151 or other aromatic mole- 
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cules [316-3191 in liquid crystalline hosts, 
rather than the specific study of solute spec- 
troscopic properties. 

The use of liquid crystals as orienting 
media in polarized infrared spectroscopy, 
though first demonstrated (as applied to so- 
lutes) in the late 1960s [310, 3201, has re- 
ceived considerably less attention due to the 
fact that solvent absorptions severely limit 
the spectral range accessible to investiga- 
tion, particularly with conventional disper- 
sion instruments [ 1, 3041. Infrared linear 
and circular dichroism (IR-LD and IR- 
CD, respectively) of liquid crystalline ma- 
terials themselves have, of course, been 
studied extensively [2]. With the advent of 
commercial FTIR spectrometers, whose en- 
hanced sensitivity and superior spectral sub- 
traction capabilities allow for far greater 
precision in IR spectral measurements than 
is possible with dispersion instruments, ac- 
tivity in this field has picked up consider- 
ably [314,321-3241 and has been reviewed 
recently [325]. 

Linearly polarized jluorescence (LPF) 
and circularly polarized fluorescence 
(CPF) provide complementary techniques 
to LCLD and LCICD for the assignment of 
solute electronic transition moments and for 
investigating solute orientational ordering 
and liquid crystalline properties [ 1, 2, 304, 
326- 3281. Additionally, these techniques 
can provide information on the electronic 
structure of excited state complexes (excim- 
ers and exciplexes) [329, 3301. Time-re- 
solved luminescence depolarization experi- 
ments have been used by various workers to 
study the ordering and mobility of mole- 
cules in liquid crystalline phases [3 17 - 3 19, 
33 1, 3321; the information obtainable from 
these studies in analogous to that obtained 
by NMR relaxation experiments. Since lu- 
minescence depolarization is the main re- 
sult of probe molecular motions and is con- 
sequently very rapid, it leads to complica- 

tions in the interpretation of steady state po- 
larized luminescence experiments; for ex- 
ample, order parameters derived from LPF 
experiments are frequently different from 
those measured by LCLD spectroscopy [3 171. 

For UV and fluorescence measurements, 
the most commonly used liquid crystals are 
mixtures of the nematic 4’-alkylbicyclo- 
hexyl-4-carbonitrile’s (CCH) (e.g., ZLI 
1 167 and 1695), which are transparent down 
to -200 nm and exhibit nematic ranges 
between -30 and 80°C (see, for example, 
[315, 331, 333, 334]), and various choles- 
teric or compensated nematic phases of 
cholesteryl chloridekholesteryl ester mix- 
tures, which are transparent to =240 nm 
[310, 313, 326, 3291. Some use has also 
been made of 4’-(4-alkylcyclohexyI)benzo- 
nitriles (PCH-n), which are transparent to 
-290 nm [330, 3351. Several other meso- 
phases, including thermotropic smectics, 
discotics, and lyotropic phases, have low ab- 
sorption in the UV region and have been 
used from time to time as well. The most 
commonly used liquid crystals in FTIR 
studies are the CCH-mixtures ZLI 1 167 and 
1695 [314, 321, 336, 3371. The orientation 
of the liquid crystalline solution is most 
commonly achieved either by cell surface 
treatment or the application of an electric or 
magnetic field. 

4.2.4 Enantiomeric Purity 
and Structure of Optically Active 
Solutes [338] 

A final application that should be mentioned 
is the use of pitch band measurements in chi- 
ral-solute-induced twisted nematic phases 
to determine the enantiomeric purity and 
structures of chiral (solute) molecules [339, 
3401. It has been shown that the ability of a 
chiral solute to twist a nematic phase (the 
so-called twisting power, p) can be defined 
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in terms of the pitch length ( p ,  in pm) and 
the concentration ( c )  and enantiomeric pur- 
ity ( r )  of the solute according to 

(7) 

Positive values of f i  correspond to right- 
handed cholesterics, while negative values 
correspond to left-handed cholesterics; the 
magnitude varies between 1 and about 100 
depending on solute structure and the ne- 
matic liquid crystal employed for the anal- 
ysis [341]. The values of p are highest when 
the stuctures of the solvent and solute are 
similar, and the central cores of the nemat- 
ic solvent molecules are conformationally 
mobile (see [341]) and references cited 
therein). 

Empirical evaluation of the twisting 
powers of hundreds of chiral molecules of 
various structural types have revealed reg- 
ular trends in the magnitude of /3 with so- 
lute structure within specific types; by inter- 
polation, it is then possible to derive infor- 
mation on the absolute configuration and 
structure of new chiral molecules (i.e., that 
aspect of the structure that is responsible for 
the solute's chirality). Examples of this in- 
clude calculations of the twist angle be- 
tween aryl groups in biphenyls [338] and 
1,l'-binaphthyls [340, 342, 3431. Alterna- 
tively, the technique can be used to deter- 
mine solute enantiomeric purities; it re- 
quires very small quantities of solute and is 
particularly useful for compounds with ex- 
tremely low optical rotations. 

4.3 Liquid Crystals 
as Solvents in Chemical 
Reactions [344-348,350,4401 

The number of studies of the use of thermo- 
tropic liquid crystals as solvents to alter 

the course or rates of uni- and bimolecular 
thermal and photochemical reactions has in- 
creased dramatically since the publication 
of the original Handbook. The impetus for 
these studies lies in the desire to be able to 
utilize the unique, anisotropic properties of 
liquid crystals to control the efficiency and 
specificity in microsyntheses, for funda- 
mental studies of the elucidation of reaction 
mechanisms, and as models for organized 
environments involved in biological sys- 
tems. To be useful for these purposes it is 
imperative to be able to predict accurately 
the specific effects that an anisotropic envi- 
ronment will have on a given reaction, and 
to be able to choose as a solvent a liquid 
crystal of the proper morphology to give the 
desired outcome. For these reasons the ma- 
jority of studies over the past two decades 
have been directed at elucidating the factors 
that are important in defining the ability of 
liquid crystals to control solute reactivity; 
several critical reviews summarizing the 
progress in this area up to 1991 have ap- 
peared [344-348, 3501. 

4.3.1 Potential Effects 
of Anisotropic Solvents 
on Solute Chemical Reactivity 

There are several ways in which liquid crys- 
tals may alter the chemical reactivity and 
dynamics of incorporated solutes compared 
to those in isotropic solvents. Most of these 
are based on the known ability of liquid 
crystals to control the orientation of solutes, 
impart constraints on their mobility, and re- 
move the randomness of molecular motions 
and orientations. Thus, reactions that re- 
quire a specific relative orientation of reac- 
tants in the transition state, undergo a 
change in conformation (or shape) along 
the reaction coordinate, or are sensitive to 
anisotropic diffusion are potentially alter- 
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able by liquid crystalline solvents. Depend- 
ing on the precise details of the reactive 
system, a liquid crystalline solvent can act 
either to impede or favour a particular reac- 
tion pathway. These effects are expected to 
manifest themselves as a change in the 
kinetics or efficiency of a reaction or by 
changes in the stereochemistry and/or dis- 
tribution of products, compared to that for 
the same reaction in typical isotropic sol- 
vents. 

The ability of a liquid crystalline solvent 
to affect the reactivity of a solute will be de- 
termined by the degree and type of solvent 
order, and how effectively this is transmit- 
ted to the free energies of the reactant(s), 
product(s) and reaction transition state(s). 
These factors will depend on the structure 
of the reactive solute and the phase type and 
classification of the liquid crystalline sol- 
vent. Smectic phases are, in principle, the 
best candidates in which to observe effects 
on reactivity, due to their higher degree of 
orientational and translational ordering 
compared to nematic or cholesteric phases. 
While this has indeed been shown to be true 
in a large number of examples, nematic and 
cholesteric phases have also been shown to 
be capable of significantly altering solute 
chemical reactivity in selected cases. 

For a particular phase type, the magnitude 
of the observed effects on reactivity corre- 
lates with the structural compatibility of the 
solute and solvent, to a first approximation. 
Since liquid crystals are expected to favour 
specific orientations or conformations of re- 
actants, reactions involving solutes, transi- 
tion states or products that are most closely 
related structurally to the liquid crystalline 
solvent often show the largest effect. How- 
ever, examples also exist where the reactiv- 
ity of small solutes that are not solvent-like, 
or of solutes whose reaction involves only 
minor changes in shape, is significantly al- 
tered in a liquid crystalline solvent. This is 

usually due to specific solvation effects. 
Likewise, solutes (or reaction pathways) 
that are seemingly well-suited based on the 
above ideas may not exhibit significant ef- 
fects as a result of low solubility in the mes- 
ophase. This may result in a local environ- 
ment which is considerably less ordered 
than the bulk phase; in the extreme, it can 
result in the formation of a biphasic mixture 
under the conditions of temperature and so- 
lute concentration employed. Results ob- 
tained under the latter conditions, though of- 
ten intriguing, can be very difficult to inter- 
pret. They are especially common in cases 
employing smectic liquid crystalline sol- 
vents, where solubility problems have led to 
misinterpretation of results and under- or 
over-estimations of the true ability of the 
mesophase to affect the reactions of inter- 
est. 

4.3.2 Solubility Factors 
and Phase Separation 

In general, the more ordered the liquid crys- 
tal, the lower is its propensity to solubilize 
guest molecules. Thus, nematic phases can 
usually incorporate significantly higher 
concentrations of solute - an order of mag- 
nitude is not unusual - than smectic phases. 
This is unfortunate, because smectic phas- 
es have the greater potential to alter solute 
reactivity in the ways outlined above. It is 
well established that when the bulk solute 
concentration is higher than the solubility 
limit, the excess exists in a second, solute- 
rich phase. This second phase may be of a 
variety of distinct morphologies, such as an 
isotropic solution, a less-ordered meso- 
phase (nematic or smectic), a binary crys- 
talline solid, or the crystalline phase of the 
pure solute [351-3581. The relative propor- 
tion of the solute in the two components of 
the biphasic system, as well as the com- 
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positions of the two phases, will vary as a 
function of temperature and bulk solute con- 
centration, as defined by the binary phase 
diagram for the solute/mesogen system. It 
is reasonable to assume that such phenom- 
ena are general, and not unique to the so- 
lute/liquid crystal systems that have been 
specifically examined in some detail. While 
such phenomena are generally considered to 
be a nuisance, the results of several studies 
prompt the intriguing suggestion that phase 
separation effects may ultimately prove to 
be useful [352-3591. 

Phase separation has important ramifica- 
tions on bulk solute reactivity. Overall, the 
observed effect on reactivity in a biphasic 
system is the weighted average of the 
solute’s reactivity in each of the two com- 
ponents. This often leads to complex varia- 
tions in reactivity as the bulk solute concen- 
tration or the temperature is varied, partic- 
ularly when the effects of liquid crystalline 
order on solute reactivity are pronounced. 
Generally, the presence of the less-ordered 
phase will result in a ‘dilution’ of the effect 
of the higher ordered phase. This has been 
illustrated succinctly in studies of the Nor- 
rish/Yang Type I1 reaction of aryl alkyl 
ketones in highly ordered smectic phases 
[352-355,3601, where the maximumeffect 
of liquid crystalline order on product distri- 
bution (this is always gauged in relation to 
results obtained for the isotropic phase of 
the same mesogen, or a reasonable model 
solvent) was shown to occur at concentra- 
tions at or below the solubility limit of the 
solute. The magnitude of the effect decreas- 
es as the bulk solute concentration increas- 
es beyond the solubility limit in the meso- 
phase; this is because an increasing fraction 
of solute resides (and reacts) in a coexist- 
ing, solute-rich isotropic or nematic phase. 
In the extreme, the results are indistinguish- 
able from those obtained in the lower or- 
dered phase. 

In some cases, it has been demonstrated 
that the presence of the less-ordered phase 
in a two component system can magnify the 
apparent reactivity of the solute. For exam- 
ple, the increased yield (relative to that from 
irradiation in a model isotropic solvent) of 
dimerization products from irradiation of 
ethyl 4-methoxycinnamate in a smectic liq- 
uid crystal was attributed to reaction occur- 
ring mainly in a solute-enriched isotropic 
component of a biphasic system, and not to 
anisotropic ordering of the reactants in the 
smectic phase as might have been predicted 
[356]. Samori and co-workers have pro- 
posed that the (bimolecular) quaternization 
rearrangement reaction of allyl-p-dimethyl- 
aminobenzenesulphonate in smectic phases 
is assisted by phase separation phenomena, 
in the sense that a solute-rich isotropic phase 
acts as a reservoir for the reactant, which 
must diffuse into the smectic phase in order 
to react [357]. This has a clear analogy in 
phase transfer catalysis. 

The variations in the composition of a bi- 
phasic mixture as a function of concentra- 
tion and temperature have also revealed 
themselves in complex kinetic and (appar- 
ent) Arrhenius parameters. Examples of 
these effects are found in time-resolved 
studies of the dynamics of triplet excited 
state ketones [354,355,361,362] and in ki- 
netic studies of the allyl-p-dimethylamino- 
benzenesulphonate quaternization dis- 
cussed above [357, 359, 3631. Prior to the 
development of a full understanding of the 
ramifications of phase separation phenom- 
ena, such complex behaviour was often mis- 
interpreted and ascribed to the reaction of a 
homogeneously solubilized solute in the 
smectic phase [359, 361 -3631. 

Examples of SmB - SmA biphasic reac- 
tions are also known [364]. To our knowl- 
edge, none involving smectic - solid bi- 
phases have yet been identified, although 
there is experimental evidence for the for- 
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mation of such systems in some solute- 
liquid crystal mixtures [351,352,365,366]. 

Phase separation is often difficult to de- 
tect by the more traditional thermal optical 
microscopy and differential scanning calo- 
rimetry techniques, especially when the 
bulk concentration of solute is less than a 
few times greater than the actual solubility 
limit. Deuterium NMR spectroscopy, using 
deuteriated solutes, is perhaps the most 
straightforward method of detecting phase 
separation phenomena and determining the 
solubility limits of solutes, provided that 
deuteriation is convenient. A number of 
studies outlining the detection of phase sep- 
aration phenomena, the determination of 
solubility limits and simple approaches to 
the construction of solute-liquid crystal 
phase diagrams have appeared [35 1-355, 
3571. Such experiments should be routine in 
any work related to evaluating the effective- 
ness of a smectic phase in controlling a re- 
action. 

Finally, it is important to realize that the 
solubility properties of products are not nec- 
essarily the same as the reactants, and there- 
fore, as a reaction proceeds, phase separa- 
tion may be induced by the formation of 
less soluble products, resulting in a loss of 
‘control’ as the reaction proceeds. This has 
not been studied in detail, but has well- 
known analogies in solid state chemistry 
[367]. 

4.3.3 Selection of a Liquid 
Crystal as a Solvent 

There are a number of factors that must be 
considered in the selection of a suitable liq- 
uid crystalline solvent for a specific appli- 
cation. For photochemical reactions, the liq- 
uid crystal must be transparent to irradiation 
in the desired wavelength region (for most 
organic solutes this is typically at wave- 

lengths above 250-270 nm), be an ineffi- 
cient quencher of the excited state of the so- 
lute, and should exhibit the desired liquid 
crystalline phase at or near room tempera- 
ture. For thermal reactions, the main re- 
quirements are that the solvent exhibits its 
liquid crystalline phases at the temperatures 
required for the reaction, and be thermally 
stable for extended periods of time under the 
required conditions. 

For studies of solutes which are designed 
to probe the influence of liquid crystalline 
order on chemical reactivity, it is desirable 
to have a series of chemically similar me- 
sogens with overlapping isotropic, nematic 
and smectic phases, so that meaningful con- 
clusions can be drawn about the magnitude 
of the effect of solvent order on the reaction 
and about the generality of these effects. For 
the former, it is important to compare the re- 
activity of solutes in the liquid crystalline 
phases with the reactivity in an isotropic 
phase having similar electronic properties. 
Often the isotropic phase of the liquid crys- 
tal is used. However, for comparisons of re- 
activity at the same temperature one must 
employ either more typical isotropic organ- 
ic solvents or, preferably, another member 
of the same family of mesogen that exists as 
an isotropic liquid over the same tempera- 
ture range where the mesogen of interest is 
liquid crystalline. Clearly this latter choice 
provides the closest possible model phase in 
terms of structural, electronic and other 
physical properties. When a single com- 
pound cannot be found to serve as a model 
isotropic (or nematic) phase, a mixture of 
similar mesogens or a mixture of the liquid 
crystal and an organic solvent can be used. 

While the solvent chosen for a desired ap- 
plication will be related to the type of reac- 
tion control desired, several commercial or 
readily synthesized materials are available 
that satisfy the aforementioned require- 
ments. The structures of some of these liq- 
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uid crystals and their common abbreviations 
are given in Table 2 (see page 872). More 
extensive tables of liquid crystals that are 
potentially suitable as reaction solvents are 
available throughout this Handbook and 
from other sources. 

4.3.4 Selected Highlights: 
Reactions in Liquid Crystalline 
Solvents 

The ability of liquid crystals to affect chem- 
ical reactions through orientational, con- 
formational and diffusional control has 
been examined using a large variety of uni- 
molecular and bimolecular reactions, and a 
number of experimental approaches. Liquid 
crystalline solvents can potentially alter the 
overall rate of a reaction of an excited state 
or reactive intermediate (which can be stud- 
ied directly by time resolved spectroscopic 
methods), and ultimately, the product distri- 
bution. Most unimolecular reactions stud- 
ied involve photochemical activation, since 
they have been found to be the most effec- 
tive for probing the often weak effects of 
liquid crystals on conformational and other 
molecular motions. The outcome of a pho- 
tochemical reaction is often completely, or 
at least partially, determined by the confor- 
mational dynamics of well-defined excited 
states or reactive intermediates generated 
from reaction of an excited state. Unimolec- 
ular photochemical/photophysical process- 
es of this type that have been investigated 
include the Norrish/Yang type I1 reaction 
[352, 353, 360, 368-3761 and intramolec- 
ular p-phenyl triplet quenching [351, 354, 
355, 361, 3621 of ketones, E-Z and other 
skeletal isomerizations [358, 377-3821, 
and intramolecular fluorescence quenching 
or charge transfer reactions [383 -3901. 
Photochemical fragmentation reactions such 
as the Norrish type I (a-cleavage) [391] and 

the photo-Fries [346, 3921 reactions have 
been designed to probe mainly the effects of 
anisotropic diffusion. Fewer thermal uni- 
molecular reactions have been studied, but 
examples involving equilibrium processes 
[393 -3951, isomerization [396-4021, and 
sigmatropic rearrangements [403, 4041 
have been explored. Bimolecular reactions 
are most often designed to take advantage 
of the effects of orientational ordering of the 
solute on its reactivity. Examples investigat- 
ed include photochemical cycloadditions 
[346,349,356,399,400,405-4081, excim- 
er - exciplex chemistry [409 - 4 171, ther- 
mally activated hydrogen atom-abstraction 
(reduction) reactions [418 -4211, sulpho- 
nate ester rearrangements [357, 359, 363, 
422-4251, free radical reactions and dim- 
erizations [394, 395, 418, 421, 426-4311, 
and Diels -Alder and ene-addition reactions 
[364,432-4361. As might be expected, the 
largest effects are observed when a reactant 
is incorporated into the structure of the liq- 
uid crystal itself, or with mesogenic reac- 
tant(s) in a liquid crystal of similar molec- 
ular structure [349,358,374,375,386,392, 
407,408,435, 4361. 

The most studied reaction in liquid crys- 
talline solvents is the Norish/Yang type I1 
reaction of alkyl and aryl alkyl ketones 
(Scheme 1). This reaction has been used ex- 
tensively, mainly by Weiss and coworkers, 
to probe the properties of liquid crystals, 
since the distribution of fragmentation and 
cyclization products and the distribution of 
stereoisomeric trans- and cis-cyclobutanols 
are sensitive to the dynamics and conforma- 
tional equilibria of the l ,4-biradical inter- 
mediate produced in the primary photo- 
chemical decay process of the ketone [352, 
353, 360, 368-3761. Generally, in liquid 
crystals there is a preference for fragmenta- 
tion over cyclization of the biradical, due to 
a preference for the biradical conformer that 
can only react by fragmentation. When cy- 
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R = alkyl or aryl 
X = akyl 

R R 
H o d x  + H O ~ ~ . B x  + 

Cyclization 

clization does occur, the less bulky trans- 
isomer of the cyclobutanol is often favoured 
over the cis-isomer. 

For example, studies by Weiss and co- 
workers have shown that the liquid crystal- 
line phases of n-butyl stearate (BS) can 
strongly influence the reaction of a number 
of ketones capable of Norrish/Yang type I1 
reactivity [360, 368, 371, 3721, including 
sym-alkanones (1 b), 2-alkanones (1 a) and 
para-alkyl-alkanophenones (2a and 2 b) 
[372, 3731. Increased selectivity for frag- 
mentation products was found in the smec- 
tic phase over less ordered phases, and the 
selectivity was greatest for ketones whose 
length was nearly equal to that of fully ex- 
tended BS; selectivity decreased as the so- 
lute was lengthened or shortened from the 
optimal length. The effect of solvent control 
is maximized when the solute and solvent 
are similar in length, since the former can 
be incorporated with minimal disruption to 
the ordered environment. 

0 

&cH2lnH H(CH2&CH2),H 

l a  l b  

d C H 2 ) n H  H(CH2), d C H 2 ) n H  

2a 2b 
H,,C5 

The results illustrate, among other things, 
the importance of structural compatibility 
between solute and solvent and how this can 
influence solute order and resulting product 

R 

Fragmentation Scheme 1 

selectivity. However, results using ketones 
l b  and ketones 2 b  of constant (optimal) 
length and varying the length of either sub- 
stituent (by varying m and n, respectively) 
showed that the relative position of the 
benzoyl group also effects solvent control 
of product selectivity. They rationalized the 
results by proposing that selectivity also de- 
pends on the location and orientation of the 
hydroxyl group of the intermediate biradi- 
cal relative to the carbonyl groups of the sol- 
vent molecules as a result of their ability to 
interact by hydrogen bonding. Thus, factors 
beyond pure structural similarities are also 
involved in the solute - solvent interactions 
and the resulting reactivity. Complexities of 
the probe reaction and this particular system 
do not allow definitive conclusions as to 
what extent each of these factors, or others, 
contribute to the overall effect of the solvent 
on reactivity. However, it is clear that the 
ordered phases can influence reactivity by 
affecting the conformational mobility of a 
solute. 

Similar effects on the conformational mo- 
bility of a solute were examined by Leigh 
and co-workers who used transient spectro- 
scopic methods to probe the effect of liquid 
crystalline control on the rate of decay of 
excited state triplet ketones of the general 
structure 3 [354, 3551. In isotropic solution 
the rate of decay of the triplet excited state 
of these ketones is orders of magnitude 
greater than that of the analogous ketone 
without the p-phenyl ring, due to efficient 
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intramolecular charge transfer quenching 
by the P-aryl ring. This interaction requires 
that the molecule adopt a gauche conforma- 
tion, as illustrated below. In general, the de- 
cay rates of the probe solutes are decreased 
significantly in smectic phases compared 
to their values in nematic and isotropic 
phases. 

R‘ 

8’ 

Larger differences were found for the 
more highly ordered smectic phases, and for 
ketones bearing substituents which mimic 
the structure of the mesogen. From an anal- 
ysis of the results of a number of studies, it 
was concluded that the effects observed 
were the result of the solvent’s ability to 
alter the equilibrium constant for trans/ 
gauche interconversion in favour of the non- 
quenching trans-conformer. These studies 
included a careful determination of the sol- 
ubility limits of each solute in the various 
phases by deuterium NMR spectroscopy and 
thus also provide several clear examples of 
the effects and complexities of biphasic sol- 
ubilization on solute reactivity. 

The largest reported effects of liquid crys- 
talline solvents on thermal unimolecular re- 
activity involve cis-trans-olefin isomeriza- 
tions. Examples include the cis- to truns- 
isomerization of N,N’-diacylindigos (4) 
[397] and the isomerization of merocya- 
nines ( 5 )  to indolinospiropyrans (6) [378, 
3791. 

0 OyR‘ 

A 0  
R O  

A A  R 00 R‘ 

4 

These isomerizations, which involve large 
shape changes in the transition state or inter- 
mediate leading to products, are inhibited in 
smectic phases compared to isotropic solu- 
tion and exhibit substantial increases in ac- 
tivation enthalpy and entropy in the liquid 
crystalline phases. The influence on the 
reaction of compound 4 is largest when 
the two R-groups are long alkyl chains 
(R = C,,H,,), consistent with the solute be- 
ing anchored in adjacent layers of the smec- 
tic phase. In both reactions one isomer is 
bulkier than the other (the cis product in the 
case of 4 and the spiropyran in the case of 
5 ) ,  exhibits lower solubility in the meso- 
phase, and gives significant reductions in 
phase transition temperatures. Under appro- 
priate conditions of temperature and bulk 
concentration, the reaction can thus induce 
an isothermal phase transition as it pro- 
ceeds. This, and the fact that both isomer- 
izations are reversible photochemically, is 
of considerable potential value for device 
applications, as has been demonstrated in 
several more recent studies of these and 
analogous isomerization reactions in liquid 
crystalline solvents [358, 379, 398, 4371. 

There are a number of noteworthy exam- 
ples of thermal bimolecular reactions which 
exploit the ability of liquid crystals to con- 
trol solute orientations. One of the earliest 
and most studied examples is the quatern- 
ization reaction of alkyl p-dimethylamino- 
benzenesulphonate esters (7) in cholesteric 
and smectic liquid crystalline phases [357, 
359, 363,422,423,4251. 
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7 
R = CH3 or CH2CH=CH2 

This reaction requires a specific align- 
ment of the migrating substituent and the 
amino group of an adjacent molecule and 
does not proceed in isotropic or nematic sol- 
vents. It does however, proceed in the neat 
crystalline phase when I?= CH, (where the 
crystal structure of the lattice holds adjacent 
molecules in the proper orientation for re- 
action), and in the smectic phases of a large 
variety of liquid crystals. Initial studies of 
the kinetics of quaternization reported com- 
plex concentration and temperature depen- 
dence, including an inverse dependence of 
the rate constant on solute concentration and 
non-linear Arrhenius behaviour [359, 3631. 
Later studies have shown that these initial 
observations were the result of biphasic sol- 
ubilization phenomena, with the reactant 
partitioned between the smectic phase and 
a nematic or isotropic phase [357]. The 
coexisting lower order phase (isotropic or 
nematic) was shown to participate in the re- 
action by providing a pool of reactant mole- 
cules which enter the smectic phase, react, 
and diffuse out as the zwitterionic product 
(see above). 

Leigh and Mitchell have reported one of 
the largest liquid crystalline solvent effects 

AcO 
8 

+ 4N+ 
0 

9 

on a thermal bimolecular reaction, and illus- 
trated the effectiveness of these media 
in ‘microsynthetic’ applications [364,433]. 
They studied the thermal ene and Diels- 
Alder addition reactions of the steroidal 
diene, 7-dehydrocholesteryl acetate (S), and 
a series of N-arylmaleimides (9) in choles- 
teric and smectic phases. 

Of the four major products obtained in iso- 
tropic solvents, the relatively minor ene-ad- 
duct (12) is formed via a transition state in 
which the two reactants are required to as- 
sume a parallel relative orientation, the oth- 
ers require a perpendicular one. The net re- 
sult in liquid crystalline solvents is an en- 
hancement in the relative yield of the par- 
allel product 12 at the expense of the others. 
The magnitude of the effect correlates with 
the length of the dienophile, increasing as 
the length increases, consistent with the idea 
that the increase in length magnifies the 
shape differences between the perpendicular 
and parallel transition states and thus, the 
solvents’ ability to discriminate between 
them. The effect on reactivity was found to 
be greater in smectic phases than in choles- 
teric phases, although the difference was rel- 
atively small. This small difference was at- 
tributed partially to poor solubility of the re- 
actants in the smectic phases and a dilution 
of the effect due to biphasic solubilization of 
the reactants in the smectogen employed. 

Ar AI 
l0,ll 12 

AcO 

AcO AcO 

13 
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14 15 

In a more recent and more dramatic exam- 
ple, Kunieda and co-workers have studied 
the Diels-Alder cycloaddition reactions of 
2,6-dialkoxyanthracenes (14) with a series 
of mesogenic (or mesogenic-like) dialkyl 
fumarates (15) [435,436]. 

The cycloadditions proceed with a high 
degree of diastereoselectivity in liquid crys- 
talline solvents or in the liquid crystalline 
phases of reactant 15, with the ratio of the 
syn- to anti-products increasing dramatical- 
ly in both cholesteric and smectic phases 
compared to that obtained in isotropic solu- 
tion. While the actual differences in the ster- 
ic requirements in the transition state lead- 
ing to the two products are small (compared 
to the cycloaddition reactions reported by 
Leigh and Mitchell) the predominant forma- 
tion of syn-adducts was rationalized as be- 
ing due to preferential stabilization of the 
syn-transition state relative to that for for- 
mation of the anti-product. The syn-transi- 
tion states have the molecular long axes of 
the two reactants oriented parallel to each 
other and close to the preferred dipole or- 
ientation. Further noted in this study was a 
marked decrease in diastereoselectivity as 
the concentration of reactants was increased 
beyond =4 mol%; this dilution of the effect 
of the mesogen was attributed to phase sep- 
aration phenomena similar to that discussed 
previously. 

This field has matured dramatically since 
publication of the first edition of The Hand- 
book, and liquids crystals are now emerging 
as an important and valuable tool in synthet- 

anti 

ic and mechanistic chemistry. It is clear that 
so long as careful attention is paid to match- 
ing the structure of the reactant(s) to that of 
the mesogen (and hence optimizing solubil- 
ization in the liquid crystalline matrix), ex- 
cellent control of solute reactivity can be 
obtained with liquid crystalline solvents - 
even with nematic and cholesteric phases. 
This applies to both uni- and bimolecular re- 
actions, with either thermal or photochem- 
ical activation. The incorporation of reac- 
tive solutes in liquid crystals has been 
shown to be a viable tool in potential device 
applications which make use of chemically- 
induced isothermal phase transitions or op- 
tical pitch changes [438]. The field is ripe 
for further exploitation. 

4.3.5 Reactions in Liquid 
Crystals: 1981 - 1996 

Tables 3 and 4 (see pages 874 and 878) pro- 
vide a bibliography of the wide variety of re- 
actions that has been investigated using cal- 
amitic liquid crystals as solvents since pub- 
lication of the first edition of The Handbook. 
In most studies, the reactions of interest were 
also investigated in model isotropic solvents 
for comparison. A number of the entries re- 
late to reactions that exhibit little or no sol- 
vent control on the reactivity. In many cases, 
the lack of an effect may be attributed to the 
solvent’s inability to impart its anisotropy 
to the substrate(s) or due to phase separa- 
tion. In any case, these ‘failures’ are just as 
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important as the ‘successes’ in contributing 
to the development of the field, and have 
been included in the tables. Those studies 
that include a careful and complete exam- 
ination of the solubility properties of the so- 
lute/mesogen mixture are indicated by an 
asterisk (*) beside its reference in the tables. 
Absent from the table is the enormous 
amount of work directed towards the con- 
trol of polymerization of solutes in liquid 
crystalline solvents; interested readers are 
referred instead to recent reviews of this ar- 
ea [350,439]. 

4.4 Liquid Crystals 
in Gas Chromatographic 
Applications [444 - 4491 

4.4.1 Liquid Crystals 
as Anisotropic Stationary Phases 

Liquid crystals have found widespread use 
as stationary phases in gas chromatograph- 
ic applications due to the benefits of coup- 
ling the usual analytical strengths of gas 
chromatography with the unique structure 
and shape selective properties of the liquid 
crystalline phase. Interaction of solutes with 
the orientational order provided by the 
anisotropy of the liquid crystal stationary 
phase allows for the effective and selective 
separation of positional and geometric iso- 
mers. This remarkable solute structural dis- 
crimination is especially important for the 
separation of isomers that have similar 
physical properties and thus cannot be con- 
veniently separated on conventional capil- 
lary columns that mainly differentiate on the 
basis of boiling point/molecular weight or 
polarity differences. The mechanism of sep- 
aration in liquid crystalline stationary phas- 
es is based on specific intermolecular inter- 

actions between a solute and the liquid crys- 
tal that are primarily related to the similar- 
ities between the solute’s structure and the 
ordered geometry of the stationary phase (as 
opposed to polarity similarities); solutes 
most similar to the ordered environment will 
interact more strongly than those that are 
structurally incompatible. 

A number of models have been developed 
to describe more quantitatively the enhance- 
ment in selectivity that is obtained from the 
anisotropic, orientational ordering of liquid 
crystalline stationary phases; most notable 
in this regard is the work by the groups of 
Janini [450,45 11, Luffer [452], Martire [453 
-4561, and Wise [457,458]. An understand- 
ing of the properties that are responsible for 
the selectivity is important to allow the pre- 
diction of retention indices [459] and to al- 
low the choice of a proper liquid crystalline 
stationary phase for a particular analytical 
separation problem. However, given the 
complexities in accounting for all the fac- 
tors that are involved in solute - liquid crys- 
tal interactions, it is not surprising that the 
use of these models for structure-retention 
type correlations still remains, with few ex- 
ceptions [460], quite qualitative. Thus, a 
good deal of trial and error is still necessary 
in choosing a liquid crystalline phase for a 
particular application. 

Early studies on the use of liquid crystals 
as stationary phases focused on packed col- 
umns; however as with other gas chromat- 
ographic applications, the technology has 
now almost exclusively shifted to capillary 
columns. Several reviews outlining the fun- 
damentals and applications of liquid crystal 
stationary phases in both packed and capil- 
lary columns are available [444-4491. Sta- 
tionary phases can be prepared from either 
monomeric or side-chain polymeric liquid 
crystals. Particularly relevant to the latter is 
the increased use of polysiloxane and poly- 
arylate backbones for the attachment of 
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mesogenic units, since these stationary 
phases are often more efficient and are able 
to operate at higher temperatures than most 
columns containing monomeric materials. 
To date, reported applications have relied on 
stationary phases based almost exclusively 
on calamitic liquid crystals, although a few 
examples using discotic stationary phases 
have appeared [46 1 - 4631. Nematic phases 
have found the most applicability since they 
are less viscous than smectics and usually 
have the widest mesophase temperature 
ranges; smectic stationary phases are, how- 
ever, now also used extensively. Of the 
smectic phases that have been used, the less 
ordered phases are found to possess the bet- 
ter separation properties. This has been at- 
tributed to the fact that the more ordered 
smectic phases will be resistant to incorpo- 
ration of the solute. In some cases, solubil- 
ity properties may also play a role in the ob- 
served phase dependence; the more ordered 
smectic phases will have the lower solubil- 
ity limit and thus, any added solute may act 
to disrupt the solvent order, so minimizing 
its ability to effect separation. 

As with traditional stationary phases, 
liquid crystalline stationary phases must 
demonstrate high thermal stability and have 
low vapour pressures (to ensure column 
integrity and reproducibility). Furthermore, 
it is desirable that the liquid crystals ex- 
hibit their mesophases over as wide an 
operating temperature range as possible, so 
that the columns can be used for more ge- 
neric separations and to permit their use 
with common temperature programming 
techniques. 

In the preparation of any column, the two 
main considerations are efliciency and the 
selectivity. The efficiency of a liquid crys- 
talline stationary phase is generally found 
to be lower than for traditional isotropic sta- 
tionary phases due to their increased viscos- 
ity and decreased mass transfer properties. 

This is particularly true for monomeric sta- 
tionary phases; polymeric liquid crystalline 
stationary phases and phases containing a 
mixture of either a monomeric or polymer- 
ic liquid crystal blended with a traditional 
isotropic stationary phase are generally 
found to be more efficient [448, 464, 4651. 
The selectivity of a liquid crystalline sta- 
tionary phase is determined by its ability to 
discriminate between two or more isomeric 
compounds that differ in shape, but whose 
physical properties are virtually identical. 
Selectivity is often expressed in terms of the 
relative retention time, a, with higher val- 
ues indicating a better separation. The high- 
est values of a are obtained within the mes- 
ophase temperature range at temperatures 
2 - 5 "C above the onset of phase transition; 
a values are typically equal to 1 outside of 
the mesophase temperature region. The 
shape selectivity of high temperature sta- 
tionary phases is often tested using a mix- 
ture of polynuclear aromatic hydrocarbons 
(anthracenes, phenanthrenes) (see, for ex- 
ample, refs. [461, 466, 4671) and for low 
temperature stationary phases, xylene iso- 
mers are typically used (see, for example, 
refs. [468, 4691). Recently, Krupcnik and 
coworkers have suggested that saturated 
cyclic compounds (methylcyclohexanes or 
decalins), being less polar than xylenes, are 
superior for testing the shape selectivity of 
a column [470]. 

Among the factors that affect column ef- 
ficiency and selectivity are: the structure of 
the mesogen (in relation to the solutes of 
interest), the phase type(s) and degree of 
ordering, temperature, column loading and 
coverage, concentration (solubility) effects, 
and the surface structure and specialized 
treatment of the support. The column sur- 
face can dramatically affect the orientation 
of the liquid crystalline molecules (especial- 
ly for monomeric mesogens) and thus alter 
separation efficiency. For polymeric liquid 
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crystalline phases, additional factors such as 
the length and type of the polymer chain, 
length of the spacer between mesogenic unit 
and poylmer backbone, and the number and 
type of mesogenic units must also be con- 
sidered. For maximum selectivity and sep- 
aration efficiency, special attention should 
be paid to each of these factors. Numerous 
techniques, many of which are based on the 
technologies already used for the prepara- 
tion of more traditional capillary columns 
[471], have been developed for the prepar- 
ation of high resolution liquid crystal capil- 
lary columns for use over a wide variety of 
operating conditions; some of these tech- 
niques have been outlined in reviews [447, 
4481. 

The number of liquid crystals that fulfil 
the necessary criteria for use as chromato- 
graphic stationary phases is large. In gener- 
al, polymeric liquid crystals are now pre- 
ferred due to their increased capacity for 
operating at higher column temperatures; 
however monomeric phases still find con- 
siderable application in the separation of 
mixtures of low boiling solutes. The ability 
of a liquid crystalline phase to exhibit high 
selectivity for separations based on solute 
size and structure has allowed for the anal- 
ysis of many complex mixtures that are im- 
portant in industrial, environmental, bio- 
chemical and geophysical applications. In 
these cases, the separation of structural or 
geometric isomers is often difficult or im- 
possible using other techniques. The neces- 
sity for such separations is often tied to the 
fact that the physiochemical property of 
interest or the biological activity is initi- 
mately related to structure. 

Common examples include the separa- 
tion of positional isomers of substituted 
aryl- or naphthyl compounds, constitution- 
al isomers of alkanes, geometric isomers of 
alkenes or alkynes, or isomers of polynucle- 
ar aromatic hydrocarbons. Other studies in- 

clude the use of cholesteric and other chiral 
mesophases for the separation of enantiom- 
ers. Table 5 (see page 882) contains a sur- 
vey of the types of molecules that have been 
effectively separated using capillary col- 
umns modified with monomeric and poly- 
meric liquid crystalline stationary phases. 
The sheer number of liquid crystalline sta- 
tionary phases employed preclude their 
summary here, but many are based on sub- 
stituted biphenyl or terphenyl derivatives, 
isothiocyanates, Schiff bases, or azo- or 
azoxy-derivatives. A few liquid crystalline 
stationary phase columns are commercially 
available [472]. The readers are directed to 
the accompanying references in Table 5 and 
reviews [444-4491 for lists of the specific 
mesogens used in preparation of the mono- 
meric or polymeric stationary phase and for 
more specific details on column preparation 
and fundamental studies of column perfor- 
mance. As the number of anisotropic sta- 
tionary phases continues to grow, so will the 
number of applications to the separation of 
new series of compounds. Table 5 is not 
complete, and readers are directed towards 
the bibliographic section of the Journal of 
Chromatography (published regularly) to 
find an up-to-date and continuing list of 
references to studies of the use of liquid 
crystalline stationary phases in gas chroma- 
tography, including references to the many 
valuable contributions made in the Russian 
and Chinese literature that have not been 
summarized comprehensively here. 

4.4.2 Application of Liquid 
Crystal Stationary Phases 
for the Determination 
of Thermodynamic Data 
for Nonmesogenic Solutes 

Gas chromatography is often the method of 
choice for the determination of reliable ther- 
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modynamic data for volatile solutes, under 
conditions approximating infinite dilution, 
due to the ease of the experiments and the 
large variety of solutes that can be studied. 
This methodology has been extended to the 
study of the thermodynamic properties of 
solutes in liquid crystals using mesogenic 
stationary phases. The thermodynamic 
properties obtained can provide information 
on the factors that are important in so- 
lute-liquid crystal interactions and how 
they vary as a function of mesophase struc- 
ture and phase. This information is ultimate- 
ly useful for further development of models 
of retention and selectivity that will permit 
the logical design and application of a par- 
ticular liquid crystal stationary phase for a 
desired separation (see above). 

Experimentally determined solute specif- 
ic retention volumes, Vg", are used in the cal- 
culation of solute activity coefficients at 
infinite dilution, y r ,  corrected for the non- 
ideality (fugacity) of the vapour phase, us- 
ing Eq. (8). 

Here, R is the gas constant, M ,  is the 
solvent's molecular weight, and P: and B,, 
are the saturated vapour pressure and sec- 
ond virial coefficient of the pure solvent at 
temperature T, respectively. The required 
vapour pressures and virial coefficients can 
be calculated or estimated from known re- 
lationships [473 -4771. Other treatments for 
the determination of y;, which include a 
term to correct for the free volume contri- 
bution due to differences in the size of the 
solute and solvent, have also been used 
[478, 4791. The temperature dependence 
of the resulting solute activity coefficient 
is related to the infinite dilution partial 
molar excess Gibbs energy (AGF) through 
Eq. (9). 

- m - 

A G ~  AH:  AS: lnyf =- - 
RT RT R (9) 

The AE," can then be separated into the 
respective enthalpic (AH:) and entropic 
(AY,") contributions to the activity coeffi- 
cient, using the well known relationship that 
is also given in Eq. (9). The partial molar 
enthalpy (AHSo1) and entropy (A?) of so- 
lution, with the reference state of the solute 
at infinite dilution in an ideal gas, can be 
calculated using Eqs. (10) and (1 I) ,  respec- 
tively, where A P a p  is the solute's molar 
heat of vapourization. The A P a p  required 
can be determined from the Clausius -Cla- 
peyron equation. 

(1 1) Ass0' = A??: - ( A H  

The thermodynamic parameters, measured 
at various temperatures for the isotropic, ne- 
matic, or smectic phase of a liquid crystal- 
line stationary phase, are related to chang- 
es in the ability of a solute to interact with 
the solvent. Several theoretical treatments, 
including the refined infinite dilution solu- 
tion model [453, 480, 4811 and the lattice 
model [455,456], have been postulated for 
the general interpretation of the thermody- 
namic parameters in terms of the retention 
and selectivity parameters in gas chromato- 
graphic separations. However, attempts to 
correlate the thermodynamic quantities with 
specific solute - solvent interactions remain 
qualitative. Nevertheless, a few general ob- 
servations can be noted. Upon cooling from 
an isotropic phase into a liquid crystalline 
phase, the values of Vg" decrease and those 
of y r  increase. Plots of v," or y~ versus tem- 
perature show discontinuities at phase tran- 
sition temperatures. The activity coefficient 
of any solute in an anisotropic environment 
(y:) is found to be more positive (and typ- 
ically, y r >  1) than in its isotropic phase 
(yF).  This trend in y r  is a reflection of vari- 

- vap 
IT)  
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ations in Agr, which result from contribu- 
tions from both enthalpic and entropic fac- 
tors. Partial molar enthalpic excesses are 
found to be more positive (i.e., more endo- 
thermic) in the anisotropic environment; 
this is a reflection of the greater amount of 
energy that is required to dissolve a solute 
in a more ordered environment. This large 
enthalpic term is compensated somewhat by 
the entropic term, which is also generally 
found to be positive. While more difficult to 
rationalize, the entropy term probably re- 
sults from a combination of a decrease in the 
rotational and conformational entropies, 
due to the increase in solvent order, and an 
increase in the translational entropy as a re- 
sult of poorer solute-solvent interactions. 
This combination of enthalpic and entropic 
factors usually results in activity coeffi- 
cients which exhibit a positive deviation 
from Raoult's law ( y r l y ;  > l), indicating 
that liquid crystalline phases exhibit a re- 
duced affinity for a solute compared with 
the isotropic phase; the lower the ordering, 
the better the dissolution of the solute. For 
a given series of solutes one expects the 
enthalpy and entropy terms to decrease for 

solvents that interact more strongly with the 
anisotropic phase (i.e. the ratio yr ly ;  de- 
creases as solute - solvent interactions in- 
crease). Values for A F 1  and ASS0' are neg- 
ative in all phases and correlations between 
the two have been found for a homologous 
set of solutes in a number of liquid crystal- 
line phases. However, there exists no unify- 
ing model that relates a solute's character- 
istics (size, shape, polarity) to the solution 
process in liquid crystalline solvents. There- 
fore, specific variations in values of y?, 
AEF, A?:, A H S O '  and ASs0' that are ob- 
served for a homologous series of solutes in 
the smectic, nematic and isotropic phases of 
a solvent or series of solvents cannot yet be 
predicted quantitatively. 

Representative studies whose aims were 
to examine systematically the effects of so- 
lute and solvent structure on the solution 
process by determining the thermodynamic 
properties are summarized in Table 6 (see 
page 884). The reader is directed to the ref- 
erences for specific discussions of the ther- 
modynamic values obtained for the series of 
solutes in relation to a particular solution 
model. 

Table 1. Solute structuraUconformationa1 data by LCNMR. 

Formula Name Structure Techniquesa Notesb Refs. 

Organic compounds 

CH3N02 nitromethane 

CH,F fluoromethane 

CH3Br bromomethane 

CH,I iodomethane 

C2H2F2 1, I-difluoroethylene 

C2H3N acetonitrile 

C2H3N methyl isocyanide 

C2H4 ethylene 

C2H40 oxirane 

CHINO2 

CH,F 

CH,Br 

CHJ 

F,C=CH, 

CH,C=N 

C H I N S  

H,C=CH, 

B 

'H, C-sat, N-sat, *H 

'H, labl 

'H, C-sat, labl 

'H, labl 

'H, C-sat 

'H, N-sat, C-sat; 
*H, C-sat 

'H, C-sat 

'H, C-sat 

'H, C-sat 

1 

1 

1 

1 

1 

1 , 2  

GHAO, acetic acid cn,co,n 'H, I3C, 2H, lab1 1 a [531 



862 4 Liquid Crystals as Solvents 

Table 1. (continued) 

Formula Name Structure Techniquesa Notesb Refs. 

methyl formamide 

3-fluoroprop- 1-yne 

3-chloroprop-1 -yne 

oxazole 

propyne 

oxetane 

thietane 

thietane- 1-oxide 

thietane- 1,l-dioxide 

2-bromothiophene 

2-chlorothiophene 

pyridazine 

pyrazine 

pyrimidine 

pyrimidine-iodine complex 

furan 

thiophene 

pyrrole 

trans-crotonitrile 

but-2-yne 

meth ylenec yclopropane 

N-methy limidazole 

cyclobutane 

tetrahydrofuran 

cyclopentane 

2-fluoropyridine 

'H, ',C, lab1 

'H, I9F, C-sat 

'H, l3C 

'H, C-sat 

'H, C-sat 

'H, I3C 

'H, 13C 

'H 

'H 

'H, C-sat; I3C 

'H, C-sat; 13C 

'H, C-sat 

'H, C-sat, N-sat 

'H, C-sat, N-sat 

'H, I3C 

'H, C-sat 

'H, C-sat 

'H, C-sat 

'H 

'H, C-sat 

'H, I3C 

'H 

re-analy sis 

'H 

'H, lab1 

'H 

2 

1 

2 

1 

1 

I 

1 

2 

2 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

2 

1 

2 

3 

2 
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Table 1. (continued) 

Form u 1 a Name Structure Techniquesa Notes' Refs. 

4-pyrone 

1 ,6-dioxa-6aL4-trithiapentalene 

1,6,6ail"-trithiapentalene 

pyridine-iodine complex 

pyridine N-oxide 

vin y lidenec y lopropane 

N-me thylpyrrole 

spiro[2.2]pentane 

cyclopentene 

hexafluorobenzene 

nitrobenzene 

myo-inositol 

n-hexane 

1,2,3,S-tetrachlorobenzene 

1,2,3,4-tetrachlorobenzene 

1,3,5-trichlorobenzene 

1,2,3-trichlorobenzene 

1,2,4-trichlorobenzene 

'H, C-sat 

'H, C-sat, 13C 

'H, C-sat 

'H, N-sat 

'H 

'H 

'H 

'H 

'H 

I9F, C-sat 

'H, C-sat 

'H 

'H, 2D(MQ), lab1 

'H. C-sat 

'H, C-sat 

'H, C-sat 

'H, C-sat, 13C 

'H, C-sat 

'H, C-sat 

1 

1 

1 

1 

2 

la  

2 

1 

3 

1 

1 

2 , 4  

3 

1 

1 

1 

1 

1 

1 
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Table 1. (continued) 

Formula Name Structure Techniquesa Notesb Refs. 

4-bromofluorobenzene 

p-dichlorobenzene 

m-dichlorobenzene 

2,6-dichlorophenol 

3-chlorofluorobenzene 

4-chlorofluorobenzene 

3-chloroiodobenzene 

o-difluorobenzene 

m-difluorobenzene 

p-difluorobenzene 

m-fluoroiodobenzene 

p-fluoroiodobenzene 

p-fluoronitrobenzene 

thieno[2,3-b]thiophene 

bromobenzene 

4-bromophenol 

chlorobenzene 

p-chlorophenol 

p-chlorothiophenol 

fluorobenzene 

p-fluorophenol 

'H 

'H, C-sat, 13c 

re-anal ysis 

'H. C-sat 

'H 

'H 

'H, l9F, C-sat 

'H, I9F, C-sat 

'H, I9F, C-sat 

'H 

'H 

'H, I9F 

'H, C-sat 

'H. C-sat 

'H 

'H, C-sat 

'H 

'H 

'H, C-sat; I9F, C-sat 

'H 

2 , 4  

1 

1 

1 

l a  

2, 4 

2 

1 

1 

1 

2 

2 , 4  

2 , 4  

1 

2, 4 
1 

2, 4 

1 
2 , 4  

2 , 4  

2, 3 

1 

2, 4 
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Table 1. (continued) 

Formula Name Structure Techniques" Notesb Refs. 

iodobenzene 

1,2,4-triazanaphthalene 

4-nitrophenol 

benzene 

4-bromoaniline 

la, 2a, 3e, 4e, 5e, 6e- 
hexachloroc y clohexane 

le, 2e, 3e, 4e, 5e, 6e- 
hexachloroc yclohexane 

la, 2a, 3e, 4e, 5e, 6a- 
hexachloroc yclohexane 

p-fluoroaniline 

p-nitroaniline 

phenol 

thiophenol 

c y clopropy lidenec yclopropane 

dimethyluracil 

p-chlorohenzotrifluoride 

p-iodotrifluoromethoxybenzene 

p-fluorotrifluoromethoxybenzene 

benzonitrile 

anthranil 

phenyl isothiocyanate 

'H; 'H, C-sat 

'H 

'H 

'H, *H, labl, 3H 

'H 

'H 

'H 

'H 

'H 

'H 

'H, C-sat 

'H 

'H 

'H 

'H, I9F 

'H, I9F 

'H, "F 

'H, C-sat; 'H, labl 

'H 

'H, C-sat 

'H 

I ,  4 (114, 123, 1241 

2 

2 , 4  

1 

1 

1 

1 

1 

2,  4 

1 

1 

3 

1 

3 

2 

3 

3 

1 

2 

1 

2 
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Table 1. (continued) 

Formula Name Structure Techniquesa Notesb Refs. 

2,6-dichloroanisole 

3.5-dichloroanisole 

1,3-diazanaphthalene 
(quinazoline) 

benzaldehyde 

4-hydroxybenzaldehye 

1.3-benzodioxole 

tropylium tetrafluoroborate 

benzyl chloride 

4-chlorotoluene 

4-chlorothioanisole 

benzyl fluoride 

4-acetylpyridine 

methyl 4-pyridinecarboxylic acid 

methyl 3-pyridinecarboxylic acid 

4-nitrothioanisole 

4-nitroanisole 

anisole 

thioanisole 

ethylbenzene 

ethox ybenzene 

'H, 2H, labl 

'H, 'H, labl 

'H 

'H, C-sat 

'H 

'H 

'H 

'H 

'H, C-sat 

'H, *H, I3C, labl 

'H, I9F, labl 

'H, 2H 

'H 

'H 

'H, 13C, lab1 

'H, labl 

'H, echo, labl; I3C 

'H, "C, labl 

'H, echo; 2H, labl 

'H, 2H, labl 

1 

1 

2 

1 

2 , 4  

1 

2, 4 

3 

1 

3 

3 

1 

3 

3 

3 

3 

3 

3 

3 

3 
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Table 1. (continued) 

Formula Name Structure Techniquesa Notesb Refs. 

1,4-dimethoxybenzene 

phthalonitrile 

quinazoline-iodine complex 

2,2'-bifuryl 

phthalide 

2-coumaranone 

thialene 

2,2'-dithiophene 

4-bromostyrene 

styrene 

3,5-dibromostyrene 

phenyl acetate 

4-chloroethoxybenzene 

4-fluoroethoxybenzene 

1 -propylbenzene 

'H, 'D, 2D, echo, labl 

'H, C-sat, N-sat 

'H  

'H 

'H 

'H 

'H  

'H 

'H 

'H, 2H, lab1 

'H. labl 

'H, labl; l3C; 2H, labl 

'H, 2H, labl 

'H, >H, labl 

'H, echo; 'H, labl 

'H, 2H, labl 

3 

1 

2 

3 

2 

2 

2 

3 

2 

2 

3 

3 

3 

3 

3 

3 
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Table 1. (continued) 

Formula Name Structure Techniquesa Notesb Refs. 

C9H,BrCI2N, 

C 9 W 2  

C9H,0S 

C,H,NO 

C,H7N0 

C9H7NO 

C9HS 

C9HsO2 

C,oH,o 

1 

CIOHS 

1 

C10H804 

CIOHSS 

C10H9Br 

C I ,H,BrCIF, 

C12H6C12S2 

C12H6C14 

2-(4-bromophenyl)- 
4,6-dichloropyrimidine 

1.3-indandione 

thiocoumarin 

3-phenylisoxazole 

4-phen ylisoxazole 

5-phenylisoxazole 

1-phenylpropyne 

cubanecarboxylic acid 

azulene 

2,3-dicyanobicyclo[2.2.2]- 
octa-2,5,7-triene 

naphthalene 

2,2'-bipyridyl 

cubane- 1,4-dicarboxylic acid 

3-phenylthiophene 

1 -bromonaphthalene 

4'-bromo-4-chloro- 
2,6-difluorobiphenyl 

2,7-dichlorothianthrene 

3,3',5,5'-tetrachlorobiphenyl 

c1 

ci 

4 0 

H0,C doZH 

F 

CI wcl c1 

CI 

'H 

'H 

'H 

'H 

IH 

'H 

'H 

'H 

'H 

'H 

IH 

'H, 'H, lab1 

'H 

'H 

'H-2D, MQ 

'H 

'H 

'H 

2 

1 

2 

3 

3 

3 

2 

2 , 4  

1 

2 

1 

3 
1 

2 , 4  

3 

2 

3 

3 

3 
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Table 1. (continued) 

Formula Name Structure Techniques" Notesb Refs. 

C12H7Br2NS 

Cl2H7C12NS 

c l  2H8C12 

12H8N2 

I 2H80 

C'2H8S 

C12HR02 

CI2HSS2 

C 1 3 H Y N  

C29H5002 

C60 

3,7-dibromo- 10H- 

phenothiazene 

3,7-dichloro- 10H- 
phenothiazene 

4,4'-dichlorobiphenyl 

phenazine 

dibenzofuran 

dibenzothiophene 

dibenzo-p-dioxin 

thianthrene 

4-cy anobiphenyl 

'H 

'H 

'H 

'H  

'H 

'H 

'H 

'H 

'H, 2H, labl 

fullerene 

Inorganic and Organometallic Compounds 

P, Se, As, Sb 

C3H904P trimethyl phosphate 

HF2PS difluorophosphine sulfide 

C4F12P4 tetrakis(trifluoromethy1) 
c y clotetraphosphane 

CSHP phosphabenzene 

C,H,xN,P tris(dimethy1amino)phosphine 

C6H4C102P o-phen ylene 

C6H4C10,P o-phen ylene 

phosphorochloridi te 

phosphorochloridate 

C,H,C1202P phenyl dichlorophosphate 

c2 I 15°3p tribenzoyl phosphine 

I 'c 

'H, 3'P 

'H, I9F, "P, 2D 

3P, I9F 

'H, 31P 

I5N, 3'P 

'H, 3'P 

'H, 3'P 

'H, 31P 

I3C, 31P, labl 

3 

3 

3 

2 

l a  

l a  

3 

3 

3 

2 , 4  

2 

3 

1 

2 

1 

2 

2 

2 

2 

2 
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Table 1. (continued) 

Formula Name Structure Techniques" Notesb Refs. 

C8H20P4 

CSHSAS 

C6H7AS 

C,H,Sb 

Se, Te 

HF2PSe 

C,H,Se 

C3H,PSe 

C2H2N,Se 

C4H,Se 

C6H4Se4 

C,H,ClSe 

C,H4N2Se 

C,H5BrSe 

CsH,SeO 

C8H6Se2 

C7H7C1Se 

C2H6Te 

C4H4Te 

Si, Sn 

C2H,Sie 

C6H& 

C2H6SnCI2 

C ,H,C13Sn 

C3H,SnCl 

C,H,C13Sn 

tetraeth ylcyclotetraphosphane 

arsabenzene 

4-methylarsabenzene 

4-methylstibabenzene 

difluorophosphine selenide 

dimethylselenide 

trimethylphosphine selenide 

1,2,5-~elenadiazole 

selenophene 

tetraselenafulvalene 

phenyl selenyl chloride 

benzoselenadiazole 

phenyl selenyl bromide 

selenophene-2-carbaldehyde 

2,2'-biselenophene 

methyl(4-chloropheny1)- 
selenide 

dimethyl telluride 

tellurophene 

silyl acetylene 

phenylsilane 

dichlorodimethy lstannane 

trichlorometh ylstannane 

chlorotrimethylstannane 

trichloropheny lstannane 

'H 

'H, I9F 

'H, C-sat, Se-sat 
'3c, 3'P 

'H, C-sat, Se-sat 

'H, C-sat, Se-sat 

'H. Se-sat 

'H, C-sat 

'H, C-sat, Se-sat 
'H, 2D 

'H, Se-sat 

'H, Se-sat 

'H. Se-sat 

'H, Se-sat, 2D, echo; 
2H, lab1 

'H, C-sat, Te-sat 

'H, C-sat, Te-sat 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

3 

1 

1 

1 

HC=CSiH, 'H, I3C 1 P 171 

C12Sn(CH,h 'H, 13C, C-sat, Sn-sat 1 ~ 9 1  

Cl,SnCH, 'H, I3C, C-sat, Sn-sat 1 ~ 1 9 1  

C W C H A  'H, I3C, C-sat, Sn-sat 1 ~ 9 1  

O S i H ,  - 'H 3 12181 

e s n c 1 ,  - 'H, Sn-sat 1 [2201 
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Table 1. (continued) 

Formula Name Structure Techniques a Notes Refs. 

Transition Metals 

methylmercuric halide 

methylmercuric nitrate 

dimethylmercury 

methyl-trifluoromethyl- 
mercury 

phenylmercuric chloride 

cyclobutadieneiron 
tricarbonyl 

(q5-cyclopentadieny1) 
manganese tricarbonyl 

phosphacymantrene 

3-methyl- 
phosphacymantrene 

($-cyclopentadienyI)- 
rhenium tricarbonyl 

(p-butatriene)diiron 
hexacarbon yl 

dichloro(ethy1ene)- 
pyridine platinum(I1) 

(n-benzene)chromium 
tricarbon yl 

(q5-cyclopentadieny1)- 
hydrido-tungsten tricarbonyl 

C8H60,Mo (q5-cyclopentadienyI)-hy- 

X-HgCH, 'H, I3C 

O,NOHgCH, 'H, l3C 
Hg(CHA 'H, Hg-sat; l3C, Hg-sat 

drido molybdenum tricarbonyl QMo(COp 

CloH7O3CrBF, (Tt-tropy1ium)- 
chromium tricarbonyl 

tetrafluoroborate 

'H, l3C, 199Hg 

'H, Hg-sat 

'H, C-sat, 2H, labl 

'H 

'H 

'H 

'H 

'H 

'H, 'H 

'H, C-sat, lab1 

'H, C-sat, W-sat 

'H, C-sat 

"C, labl 

1 

1 

1 

1 

2 

1 

2 

2 

2 

2 

1 

2 

1 

1 

2 

a "X =NMR nucleus; X-sat = satellite spectra; 2D = 2-dimensional technique; MQ = multiple quantum NMR 
spectroscopy; echo = spin-echo techniques; labl = isotopic labelling. 

1 = r, structure; 1 a =partial ra structure; 2 =vibrational corrections not applied; 3 =emphasis on conforma- 
tional features, usually without vibrational corrections; 4 = lyotropic solvent employed. 
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Table 2 (a). Representative examples of thermotropic liquid crystals used as solvents for organic reactions. 

Liquid crystala Abbreviation Liquid crystala Abbreviation 

Saturated systems Substituted biphenyls 

S-1409' 
CCH-3 + CCH-5 + CCH-7 (eutectic) 
2 : 1 CCH-2 + CCH-4 

CCH-357 
CCH-24e 

Substituted benzenes 

nOCB 

nCB 

NC nCT 

5 CB + 7 CB + 8 OCB + 5 CT (eutectic) 

F ~ O H I O ~  

CACH-n ',' 
E7 

BS 
Other unsaturated systems 

M B B A n = l e  
EBBA n=2 

ZLI-1476 n=2  
ZLI-1477 n = 4  

H 3 C O e N = N e C 4 H 9  - -..."-\/ Phase IV 
PCH-n 0 

nHm 

BPCD 

CBPP 

a General structure only. Abbreviations are those recommended by supplier or generally accepted for use in pub- 
lications (in some cases, other abbreviations are known). 

Liquid crystals exhibit low temperature ( ~ 2 0 -  80 "C) smectic and nematic phases. 
Liquid crystals exhibit high temperature smectic and nematic phases. 
Clearing point -70 "C. 
Nematic phase only; no smectic phase. 
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Table 2 (b). Representative cholesteric liquid crystals used as solvents for organic chemical reactions. 

Liquid crystal a R =  Abbreviation 

Cholesteryl derivatives 

35 : 65 CCUCN 
59.5: 15.6:24.9:CO + CN + CBCI 
60/26/ 14: CO + CN + 5a-cholestanyl-3P-yl acetate 

Cholestanyl derivative 

Cholestadienyl derivatives 

R P 

CH3CO2- 
17c8c02- 

p-H,C-C,H,CO,- 
C6H5- 

CH,CH,- 
PhCH = CHCOZ- 

COCb 
CBCl 
CN 
CCld 
co 
CL 

CDCB 
CHC 

C C K N  
CM 
CE 

CHA 
CHN 
CnT 
CnB 
CnPC 

CHNN 

ACD 

a General structure only. Abbreviations are those recommended by supplier or generally accepted for use in pub- 
lications (in some cases, other abbreviations are known). 

Liquid crystals exhibit smectic and cholesteric phases. 
Liquid crystals exhibit cholesteric phases. 
Monotropic cholesteric 
Compensated nematic. 
Form cholesteric phases between 100-230 "C depending on substituent. 



874 4 Liquid Crystals as Solvents 

Table 3. Unimolecular chemical reactions of solutes in liquid crystalline solvents ’. 

Substrate Reaction Solvent Phases Methodd Refs. 

Photophysical 

singlet excited state 
dynamics, intramolecular 

exciplex quenching 

CM Ch, I fluorescence [383] 
“W 

n = 3,5,6,7,9-12, 13.22 

_ C S . G C N  

n = 4-9 H(CHzIn 

tetrapheny lporphyrin 
(HzTPP) 

porphoryin -cyclohexylene - 
q u i n o n e 

CH3O 

0 

R 
R O h  I 

R = CH3; CzHs; C3H7 
R = H; CH3; (CH3)zCH n-C,$III; c-C6HII 

Photochemical 

singlet excited state 
dynamics, intramolecular 

excimer quenching 

TICT fluorescence 

singlet excited 
state dynamics 

triplet excited 
state dynamics 

intramolecular 
electron transfer 

intramolecular 
P-phenyl triplet 

quenching 

intramolecular 
Pphenyl triplet 

quenching 

CM Ch, I fluorescence [383] 
CCH-4 CrSmB, N SPC [3841 
CNICCl Ch OM [3851 

CD [4401 

neat N, I fluorescence [386] 
(mixtures) SPC 

CCH-357 N fluorescence [387] 
CPF 

E7 
CCH-357 

E7 
CCH-357 

CCH-4 
CCH-3 
CCH-2 
CCH-24 
0s -35  
0s-53  

CCH-4 
CCH-24 
CCH-502 
C C H - 3 0 3 
CCH-501 

Cr, N, 1, 
Cr, Sm, N, I 

Cr, N, I, 
Cr, Sm, N, I 

CrSmB, N, I 
N, I 
N, I 
N, I 

SmB, N, I 
SmB, N, I 

CrSmB, N, I 
N, I 

SmB, N, I 
Sm, N, I 

I 

EPR W81 

EPR [3891 
W O I  

NLFP [354]* 
2~~~~ 

NLFP [361] 
’HNMR [362] 

[351]* 
[355]* 

Norrish/Yang type I1 BS Cr, SmB, I product study [368] 
NLFP 

n = 4, 10, 17, 19,21 

NorrishlYang type I1 CCH-4 Cr, CrSmB product study [369] 
d ( C H d G  N, 1 ’HNMR [370]* 

R 
R = E t ; n = l  
R =  H: n =  3 and 4 
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Table 3. (continued) 

Substrate Reaction Solvent Phases Methodd Refs. 

Norrish/Yang type I1 

n = 3  

0 Norrish/Yang type I1 
&HdnH 

n = l l - 3 1  

0 

H(CHdnA(CHdnH 

n = l l - 3 1  

Norrish/Yang type I1 
d ( C H z ) J  

n = 3.4.5 

Norrish/Yang type I1 
~ ( C H Z M  

W H z h  

n = O -  1 5 ; m = 6 -  21 

H(CHdn- Norrish/Yang type I1 

R 
n=5 ,7  R = C H .  33 C3Hl 

Norrish/Yang type I1 

Norrish I 
(a-cleavage) 

intramolecular 
phenolic quenching 

of triplet ketone 
R = C,H9 Norrish/Yang 

R = CH3 R' = H, CH3 
R = CqHg R' = H, CH3 

photo-Fries 

photo-Fries 

E-2-isomerization 

CCH-4 
CCH-24 

BS 
FlOHlO 

CCH-4 
EB; EC 

BS 

neat or 
mixtures 

FlOHlO 

CC1, CN 

BS 
CCH-4 

CCH-4 
CCH-2 
CCH-24 

nOm 
CCllCN 

neat/ 
mixtures 
CCI/CN 

BS 

CrSmB product study [352]* 
N, 1 2~~~~ 

DSC. OM 

Cr, SmB, I product study [371] 
Sm,, Sm,,,I 'HNMR [372] 

DSC, Om [360]* 

Cr, SmB, I product study [353]* 
N, 1 2~~~~ 

Cr, SmB, I product study [373] 
DSC 
FTIR 

Cr, SmB, N, I product study [374] 
2HNMR [375] 

DSC, OM 
X-ray 

Sm,, Sm,,, I product study [376]* 
2HNMR [360]* 

DSC 
OM 

Ch product study [391] 
Sm, N, I OM 

Sm, I 

CrSmB, N NLFP [441] 
Sm product study 
N, I OM 

Cr, Sm, N, I product study [346] 
Ch. I UV-vis 

Sm, N, Ch, I product study [392] 
UV-vis 

Sm, I UV-vis [377] 
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Table 3. (continued) 

Substrate Reaction Solvent Phases Method Refs. 

photochromic 
isomerization to 

indolinospiropyran wNo2 Nt R -0 x 
merocyanine 

photochromic 
isomerization 

%NO2 to merocyanine 
R X  

indolinospiropyran 

E-Z-isomerization 
R*R s '  

R = H, -C4H9. -C&l7, -C12&5 

BS Sm, I UV-vis [378] 
5 CB N, I W91 
nOm N, 1 

CN/CO/CP Ch, I 

BS Sm, I UV-vis [378] 
5 CB N, I [3791 
nOm N, I 

CNlCOlCP Ch, I 

BS Sm, I, mI UV-vis [380] 

E-Z-isomerization CCl/CN Ch, Sm, I UV-vis [381] 
BS Sm, I DSC 

OM 
5CB, 6CB N, I [3821 

E-Z-isomerization BS Sm, N, I product study [358] 

7CB, 3-60CB 

DSC 
OM 

Thermal 

1,7-~igmatropic 
rearrangement 
to Vitamin D HO 

pre-vitamin D 

NC % 
E-Z-isomerization 

0 O V R  E-Z-isomerization 

R = R = CH3 and C17H35 and Ph 
R = CH3; R = C17H35 

cholesteric Ch, I UV-vis [403] 
CO/CN/CCl 

CB I product study [396] 
CBCl Ch 

CB/CT/CBCl Ch, I 

BS Sm, I UV-vis [397] 
CE Ch, I 

7 CB/8 OCB/ Sm, N UV-vis [398] 
5 CT mixture N OM 
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Table 3. (continued) 

Substrate Reaction Solventb PhasesC Methodd Refs. 

NMe3'OH 0 

atropisomerization MBBA Cr, N, I product study [399] 
CCH-357 N, I UV-vis [400] 
phase IV 

7 CB/8 OCB/ 

CHN/CHA 

N, I CD [40 11 
E7 Cr, N, I ~4021 

Sm, N, I 
5 CT Ch, I 

rearrangement CACH-9 Cr, SmB, N, I product study [404] 
CACH-5 Cr, N, I XRD 
mixtures 

Hoffman elimination ACD Ch product study [426] 
asymmetric induction 

a Studies where the substrate is added as a solute to a liquid crystalline solvent. Included are a few studies where 
the substrate is also the mesogen or is mesogenic. 

Structures of solvents are listed in Tables 2 a and b. 
Cr=crystal; Sm=smectic; CrSmB =crystal smectic B; N=nematic; Ch=cholesteric; I=isotropic 
fluorescence = steady state fluorescence; SPC = time-resolved single photon counting; CPF = circularly polar- 

ized fluorescence; UV-vis = UV-visible absorption spectrophotometry; DSC = differential scanning calorimetry; 
OM =optical microscopy; XRD = X-ray diffraction; EPR = electron paramagnetic resonance; NMR = nuclear 
magnetic resonance. 

References with an asterisk. (*) indicate studies where phase separation has been noted and related to the re- 
activity. 
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Table 5. Examples of isomeric solutes separated using monomeric and polymeric liquid crystalline stationary 
phases. 

Class of compound and isomers separated Refs. 

Polycyclic aromatic hydrocarbons (PAHs) 

complex mixtures (general separations) 
(mixtures including: anthracenes, fluoranthenes, phenanthrenes, pyrenes, 
perylenes, chrysenes, benzopyrenes etc.) 

coal tar separation 
carbon black mixture 
methylphenanthrenes 
eth ylphenanthrenes 
trimethylphenanthrenes 
methylbenz(a)anthracenes 
meth ylbenzo(a)pyrenes 
methylchry senes 

Aromatic halogen derivatives 

miscellaneous mixtures 
polychlorinated benzenes 
polychlorinated biphenyls 
chlorophenols 
2,3,7,8-class congeners; polychlorodibenzodioxins 
2,3,7,8-class congeners; polychlorodibenzofurans 

Polycyclic aromatic heterocycles 

sulfur heterocycles, coal tar 
methylcarbazoles 
aminophenanthrenes 
methyldibenzothiophenes; alkyldibenzothiophenes: dialkyldibenzothiophenes 
hy droxy dibenzothiophenes 
methylnaphtho[ 1,2-b]thiophenes 
methylnaphtho[2,1 -b]thiophenes 
mono- and di-methoxyquinones: (naphthaquinones; anthraquinones; 

phenanthraquinones: benzanthraquinones; dibenz(a,h)anthraquinones; 
benz(a, j)anthraquinones) 

Naphthalenes 

miscellaneous mixtures 
mono- and di-methylnaphthalenes 
I -  and 2-naphthols 
1-  and 2-naphthyl alkanaotes and benzoates 
alkoxynaphthalenes 

Alkylbenzenes 

isomeric substituted benzenes; including mono- and di-substituted benzenes 
and xylenes 

trimethylbenzenes 
isomeric alkylbenzenes 
diastereomeric arylalkanes 
alky Icy clohex y lbenzenes 
C, alkylbenzenes 
C - C,, alkylbenzenes 
C,o-C13 phenylalkanes 

[461,465-467,482-4951 

1496,4971 
14981 
1487, 490,497, 499) 
[4991 
14991 
1465, 5001 
[4651 
1483, 485, 487,490, 5001 

[491,492, 5011 
[484, 4921 
[465,484, 502, 5031 
[482,484] 
1484,502 - 5041 
15041 

[46 1,464,468 -470,492, 
493, 51 11 
~5121 
[5 13 -5  151 
[5161 
[5171 
[5181 
15191 
[5191 



4.4 Liquid Crystals in Gas Chromatographic Applications 883 

Table 5. (continued) 

Class of compound and isomers separated Refs. 

Alkanes 

miscellaneous mixtures of alkanes 
C, linear and branched isomers 
diastereomeric Cs-Clo isomers 
C9-CLI n-alkanes 
cyclohexanes, decalins 
n-nonadecanes 

Alkenes 

C, linear and branched alkenes 
C,-C9 alkenes and alkadienes 
C,-C,, n-alkenes 
CI0- C, n-alkenes 
cis-, trans-tridecanes and tetradecanes 
cis-, trans-C ," - C ,4 n-alkenes 
C isomers 
cis-,trans-CI5 -Cl, n-alkenes 
C I -C I , n-alkenes 
n-nonadecenes 

Alkynes 

C,-CI3 branched alkynes 
C,-C,, n-alkynes 
n-decyne, n-undecyne, n-tridecyne, n-tetradecyne 

Acids and esters 

toluic acids 
alkyl benzoates (methyl-hexyl) 
alkyl hydroxy benzoates 
cis- and trans-C,,-C,, acetates (alkene and diene) (insect pheromones) 
9 , l l  -tetradecadienyl acetate isomers (insect pheromones) 
cis- and trans-fatty acid methyl esters 

[5311 
[4911 
[4651 
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Table 6 .  Examplcs of studies reporting the thermodynamic properties of non-mesogenic solutes in liquid crys- 
talline stationary phases. 

Solute (number of isomers) Liquid crystal stationary phase; (phase types) Refs. 

C5-C, n-alkanes (5) p-n-hexyloxyphenyl p-methoxybenzoate; (N, I) 15321 
C5-C, branched alkanes (5) 
c ycloalkanes 

p-n-pentyloxyphenyl p-ethoxyazoxybenzene; (N, I) 

n-alkanes ( 5 )  
hexanes (5) 
heptanes (9) 
nonanes (2) 
benzene, toluene 

4-cyano-4’-pentylbiphenyI; (N, I) 
4-cyano-4’-hexylbiphenyl; (N, I) 
4-cyano-4’-heptylbiphenyl; (N, I) 

4-cyano-4’-octylbiphenyl; (SmA, N, I) 

chloroalkanes (7) and alkenes (2) 

CH~TC.&, 
substituted benzenes (9) 

chloroalkanes (7) and alkenes (2) 

cholesteryl myristate; (SmA, Ch, I) 
C6H,2, CH3-C6Hll, C6H10 

4-4’-bis(heptyloxy)azoxybenzene; (Sm, N, I) 
C6H12, CH3-C6Hl,, C6H10 
CH, -C,H, 
substituted benzenes (9) 

Me,Sn, Et,Sn, nPr4Sn, nBu,Sn 
n-C8H,8-n-C,6H,, 
benzene, hexa-2,4-diyne 
biphenyl, terphenyl 

decane, Et,Sn, benzene 

Et4C 

phenanthrene, anthracene 

4-cyano-4’-octylbiphenyl; (SmA, N, I) 

[5331 

azoxy-4,4’-bis(undecyl-cx-methyl cinnamate); (SmC, SmA, I) [535] 
cholesteryl nononaote (Sm, Ch, I) 

N,N’-bis(p-methoxybenzylidene)-cx,~’-bi-p-toluidine; (N, I) [5361 
N,N’-bis(p-methoxybenzylidene)-4,4’-diamino diphenylmethane; (I) 

C5-C8 isomers (16) 
C,-C, alkenes (8) 
hexadienes (5); benzene 

n-C,-n-C, (5); C,-C, isomers (LO) 
C5-C, alkenes (6); hexadienes (6) 
benzene, toluene, xylenes (3) 

decane, benzene, CCI, 

xylenes (3) 
halotoluenes (9) 
substituted benzenes (4) 

Cycloalkanes (3) 

m-, p-xylenes 

C8H18 - C12H26 (4) 

4-cyano-4’-hexylbiphenyl; (N, I) 

4-cyano-4’-heptylbiphenyl; (N, I) 

4,4‘-bis(n-hexyloxy)azoxybenzene; (N, I) 
4,4’-bis(n-heptyloxy)azoxybenzene; (SmC, N, I) 

N-(p-methoxybenzy1idene)-p’-n-butylaniline; (N, I) 
4-cyano-4’-pentylbiphenyl; (N, I) 

p-azoxyanisole; (N, I) 
4,4’-bis(hexyloxy)azoxybenzene; (N, I) 

4,4’-bis(hepty1oxy)azoxybenzene; (SmC, N, I) 
n-amyl4-(4-dodecyloxybenzylidenamino)cinnamate; 

(SmB, SmC, SmA, N, I) 
5-n-octyl-2-(4-n-hexyloxyphenyl)pyrimidine; 

(SmC, SmA, N, I) 

azoxybenzene-p-cy ano-p’-alkylcarbonates 
(Sm, N, Ch, I, depending on alkyl group) 

methylbenz(a)anthracenes (12) N,N’-bis(p-alkoxyphenylbenzylidene)-cx,~’-bi-p-toluidine; (N, 1) [544] 
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Table 6. (continued) 

Solute (number of isomers) Liquid crystal stationary phase; (phase types) Refs. 

m-, p-xylene; m-, p-dichlorobenene 
substituted toluenes (4) 

C,-C,,, n-alkanes ( 5 )  

4,4’-bis(n-hexyloxy)azoxybenzene; (N, I) 

N-(p-methoxybenzy1idene)-p’-n-butylaniline; MBBA (N, I) 
C;-C;, branched alkanes (9) 
benzene, toluene, xylenes (3) 

C7-C9 alkanes (3); benzene, toluene, 
ethylbenzene, xylenes 
4-methylcyclohexyl alkanoates (10) 

xylenes (3) ,  halotoluenes (6), 
dihalobenzenes (3), substituted 
benzenes (4), C,-C,, (4) 

C7-C9 alkanes (3); benzene, toluene, 
ethylbenzene. xylenes 
4-methylcyclohexyl alkanoates (10) 

o-,m-,p-xylenes; n-C,-C,; C,H,, 

n-heptane 

octane(ene), nonane(ene), xylenes, 
chlorobenzene 

C, alkanes (12) 
C,-CII alkenes (11) 
haloakanes (6) 
xylenes, substituted benzenes (1 1) 

divinylbenzene, ethylvinylbenzene 

4-cyano-4’-pentylbiphenyl; (N, I) 

cholesteryl palmitate (Sm, Ch, 1) 

4-pentylacetophenone-( U-4-n-alkoxybenzyloximes) 

(4-ethoxypheny1azo)phenyl heptanoate (N, I) 

4,4’-bis(n-heptyloxy)azoxybenzene; (N, I) 
p-(p-(ethoxypheny1azo)phenyl undecylate; (N) 

4,4’-bis(n-hexyloxy)azoxybenzene; (N, I) 

cholesteryl myristate; (Sm, Ch, I) 
cholesteryl chloride; (Ch, I) 

y-azoxyanisole; (N, I) 
4,4’-bis(n-hexyloxy)azoxybenzene; (N, I) 

4,4’-bis(n-hexyloxy)azoxybenzene; (N, I) 
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- blue phase transitions 323 
- phase transitions 292 f 
cholestanyl derivatives 873 
cholesteric flexoelectric domains 504 
cholesteric helix, field untwisting 501 
cholesteric textures 438,442 
cholesteric-smectic A transitions, fluctuations 2 
cholesterics 323 
- bluephases 485 
- Brillouin scattering 722 
- EHD behavior 526 f 
- flow/viscosity 466 f 
- light scattering 708 

- solvents 873 
- thermography 823 
- ultrasonic field 557 
- Volterraprocess 418 
cholesteryl, ring systems 140 
cholesteryl derivatives, solvents 873 
cholesteryl nonanoate (CN) 
- blue phase transitions 323 
- lateral substituents 135 
cholestrogen 124 
chromane 140 
circular dichroism 229, 846 
Clark-Lagerwall effect 509 
classification, liquid crystals 17-23 
Clausius-Clapeyron equation 
- calamitic compounds 340 
- external fields 481,487 
- gas chromatography 860 
- high-pressure experiments 355 
clearing parameters 23 
clearing temperatures 
- diffusion 590 
- lateral substituents 15 1 
- phase transitions 358 
- terminal substituents 146 f 
clearing threshold, ultrasonic properties 552 
cleavage a, solvents 852 

- SLM 767 

- XRD 654 

- XRD 635 

- NMR 845 

cling film, X rays 632 
clusters, XRD 64 I ,  65 1 
CN groups, lateral substituents 135 
coherent scattering 681,687 
Cole-Cole plots, dielectric properties 233 
Cole-Davidson equation, dielectric properties 234 
color, thermochromic effect 123 
color, thermography 823, 827, 833 
columnar phases 
- physical properties 200,253 

competing fluctuations, re-entrants 402 
complex forming salts, discotics 174 
compound separation, solvents 882 
compounds list, high-pressure experiments 
computer simulations 
- elastic properties 278 
- molecular theories 40 
concurrence, singular points 449 
condis crystals, definitions 23 
conductivity 
- Can-Helferich mode 524 
- light scattering 704 
- phase transitions 3 14 

181 - tensor properties 192 
configuration labels, chirality 1 15 
conformation 
- mesogens 667 
- molecular modelling 79 

- optical properties 575 
- solvents 852 
conical interfaces, surface alignment 536 
conjugation, singular points 449 
constitutive hydrodynamic equations 454 f 
continous defects, cholesterics 423 
continuum theory 25-39,253 
contrast ratio, displays 745 
conversion rule 11 7 
cooling runs, scanning calorimetry 
Cope rearrangement, NMR 844 
copolymers, XRD 671 
copper, X ray spectrum 620 
core disjunctions, defects 427 
core units, synthesis 88 
correlation, Fourier transform 775 
correlation lengths 
- fluctuations 377 
- phase transitions 282 

correlation times, NMR 607 
Cotter approach, nematics 55 
Cotton effect 846 
Coulomb gauge, phase transitions 287 
Coulomb interaction, d i fh ion  585 
Coulomb potentials, molecular modelling 73 
coupling constants 
- external fields 479 

- XRD 668 

3 73 

- NMR 603 

3 13 

- XRD 641 

- NMR 843 
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cracks, thermography 832 
crenellated phases, XRD 657 
critical point, phase transitions 
critical point fluctuations 384 
cross polarization, NMR 599 
crossbar switch n by n* 
crossover behavior, phase transitions 
crystal phases, definitions 18 
crystalline packing, XRD 667 f 
cubane, ring systems 140 
cubic crystals, definitions 23 
cubic phases, XRD 641 
Curie law 206 
Curie-Weiss law 208,243 
curvature elasticity, 3-dim 263 f 
cyano, terminal substituents 147 
cyano compounds, re-entrants 391 
cyano mesogens, molecular modelling 78 
cyanobiphenyls 
- displays 747 
- enthalpycurves 321 
- external fields 480 
- photoacousticiphotopyroelectric data 329 f 
- re-entrants 396 
- surface alignment 540 
- texturesidefects 444 f 
- viscoelastic ratios 706 

- - optical properties 223 
- - phase shifts 572 

cybotactic groups 
- phase transitions 340 

cyclic dimersioligomers 166 
cycloadditions 100 
- solvents 852 
cyclobutane 142 
cycloheptane 140 
cyclohexadiene 137 
cyclohexanes 88, 100, 137 
- discotics 172 
cyclohexanone 137 
cyclohexylarenes, 4-E-substituted 96 
cyclopentane 142 
cyclopentanone 142 
cyclophanes, mesogenic properties 154 
cyclopropane 142 
cyobatic groups, fluctuations 378 

287, 309 

800 
3 11,325 

- 5CB 81,85,89 

see also: alkylcyanobiphenyls (nCBs) 

- XRD 651 

Damman grating, SLM 798 
dangling chains, anchoring 541 
database Liqcryst 98 f 
de Broglie relationship 68 1 
de Gennes theory 
- cholesteric phases 708 
- fluctuations 379 
- I-N transitions 321 

- light scattering 701 
- penetration depth 709 
- phase transitions 284 f 
de Vries equation, optical properties 
Debye equations 233 f, 247 
Debye temperature, Mossbauer studies 728 
Debye-Pellat equation, dielectric properties 234 
Debye-Scherrer camera 622 
Debye-Waller factor, XRD 642 
decaline 140 
defect crystals 450 
defects 406453 
- blue phasesiTGB 130 
- elastic properties 259 ff 
- ultrasonic properties 558 

deformations 
- Dupincyclides 433 
- elastic properties 253, 264 
- external fields 491 
- smectics 544 
- solute-solvent interactions 840 
- strong 413 
- thermography 823 
deformed helix ferroelectric effect 503, 510 
dehydration, synthesis 100 
delta winglets, heat exchangers 829 
density, phase transitions 332 f 
density functional approach 58 
density wave vector, smectics 32 
detectors, selection criteria 63 1 
deuterium, coherent scattering 681 
deuterium NMR 596 f, 610,842 
device structures, thermography 825 f 
dextrorotary orientation 124 
diacetylenes, synthesis 99 
diamagnetic susceptibilities, nematics 28 
diamagnetism 204 ff 
diaryletheneslbisheteroarylethenes 98 
diastereoisomers, chirality 115 
diazaazulene 140 
dibenzopyrene, discotic cores 173 
dichroic displays 745, 752 
dielectric anisotropy, ultrasonic properties 562 
dielectric losses, DTA measurements 358 
dielectric permittivities, nematics 28 
dielectric properties 23 1-252,373 
dielectric regime, Cam-Helferich mode 524 
Diels-Alder reactions, solvents 852, 880 
differential ordering effect (DOE), NMR 606 
differential scanning calorimetry (DSC) 
differential thermal analysis (DTA) 354 
diffraction, SLM 773, 806 
diffraction techniques 
diffuse scattering, XRD 649 
diffusion 582-83 
- anisotropic 848 

diffusion constants 84, 591 

227 

- XRD 641 

3 12, 354 

621 ff, 635 ff 

- IQENS 689 
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diffusion control, solvents 852 
diffusion tensor 582 
diffusivity, phase transitions 320 
digitally tuneable fiber laser 806 
digitally tuneable wavelength filter 803 
dihydrooxazine 137 
dihydrophenantrene 140 
dilatometers, density measurements 332 
dilution, solvent applications 850 
dimerization, solvents 852 
dimers 
- mesogens 81, 163 
- re-entrants 396 
- surface alignment 540 
diols, mesogenic properties 169 
dioxaborinanes 102, 137 
dioxalane-2-one 142 
dipolar couplings, NMR 596 
dipole moments 
- dielectric properties 231 f 
- molecular modelling 44, 80 
- tensor properties 189 
dipole-dipole interactions 

- phase transitions 339 
- surface alignment 540 
Dirac delta function 791 
direct binary search (DBS), CGH 
direct current Kerr effect 
directions, easy 414 
director defects 406 
director deformations, smectics 544 
director distribution 477 
- elastic properties 259 f 
director fields, surface alignment 535 
director fluctuations, light scattering 700 
director gradients, nematics 3 1 
director helix, chiral nematics 257 
director orientation, flow/viscosity 455,471 
director reorientation, optical properties 
director structures, NMR 612 
director-field interactions, distortions 488 
directors 
- large-scale simulation 82 
- molecular theories 43 
- nematics 26 
- torsional elasticity 258 
Dirichlet problem, defects 447 
disclination pairs, core disjunction 427 
disclination pointshes  444 
disclinations 
- defects 414,429 
- elastic properties 260 f 
- ultrasonic properties 558 
- Volterra process 4 19 
discontinous defects, cholesterics 423 
discotic compounds 134 f 
discotic cores, large 173 
discotic ferroelectrics, external fields 

- NMR 601,840 

789 
57 1 

57 I ,  574 

5 14 

discotic stationary phases, gas chromatography 
discotics 22, 88, 133 f 
- density measurements 341 
- external fields 505 f, 5 14 
- flowlviscosity 454,464 f 
- high-pressure experiments 36 1 
- mesogenic properties 
- re-entrants 400 

dislocations 
- looptheory 288,381 
- phase transitions 29 1 

- Volterra process 419 
- XRD 660 
dispersion, molecular theories 44 
displays 73 1-762 
dissipation, nematics 36 
dissymmetry 117 
distortion aligned phase (DAP) 741 
distortions 
- director-field interactions 488 
- discotic phases 657 
- elastic properties 262 
- ultrasonic properties 550, 557 
dithiane 137 
divergence, pretransitional 823 
DOBAMBC(III), external fields 508 
domain mode, smectics 5 12 
Doppler effect, Mossbauer studies 727 
double twist helical structures 129 
DPPC, diffusion 591 
DSC, phase transitions 312,358 
DTA, phase transitions 354 
Dupin cyclides, textures 430 
dyes, displays 745 
dynamic light scattering, nematics 702 
dynamic random acces memory (DRAM), SLM 
dynamic scattering displays 748 
dynamic scattering mode (DSM) 556 
dynamics 74 f 
- nematics 35 f 
- neutron scattering 687 

858 

17 1 f 

- XRD 635,657 

- TGB 131 

768 

easy directions, defects 414 
EBBA 
- anchoring 544 
- atomistic simulations 83 
- density measurements 340 
- metabolemeter 348 
- p V - T  data 371 
- solvents 872 
EDA complex formation, phase transitions 
edge dislocation, Volterra process 
effusity, phase transitions 320 
Eglington-Glaser reaction, synthesis 99 
eigenwaves, SLM 764 
Einstein diffusivity-viscosity law 585 

339 
41 9 
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Einstein relation, atomistic simulations 84 
Einstein summation convention 192 
elastic constants 
- external fields 510 
- Frederiks transitions 270 
- nematics 26 
- thermography 823 
~ twistisplayibend 274 

elastic incoherent structure factor (EISF) 
elastic properties 253-280, 373 
elastic torques 460, 572 
elastomers 20, 379 
electric field induced deformations 265 
electric field SHG (EFSHG) 577 
electric fields 477-534 
- ultrasonic properties 562 
electric permittivity 215 f 
electrically controlled birefringence (ECB) 
electroclinic effect 
- smectics 5 11 
- surface alignment 545 
electroclinic response, cholesteric helix 504 
electrohydroynamic instabilities 5 15 f 
electrokinetic coefficients, instabilities 520 
electrolytic mode, instabilities 5 19 
electromagnetic radiation, optical properties 
electron nuclear double resonance (ENDOR) 
electron paramagnetic resonance (EPR) 845 
~ solvents 874 
electron spin resonance (ESR) 586,595,613,682 
electron-electron double resonance (ELDOR) 61 5 
electron-nuclear double resonance (ENDOR) 6 I5 
electronic response, optical properties 576 
electronic structures 204 
electrooptic device, thermography 825 
electrooptical effect, smectics 766 
electrooptical properties 373,477 
electrostatic interaction, molecular theories 44 
elementary pinch, defects 448 
Elliott toroid camera 626 
emission spectroscopy 845 
emissions, X rays 619 
enantiomer mixtures, blue phase transitions 
enantiomeric purity, pitch band measurements 
enantiomers, chirality 105 f, 115 
energy profiles, molecular modelling 74,79 
engineering, thermography 827 
enthalpy, phase transitions 308, 321,332 
epitaxygens, mesogenic properties 168 
equilibrum equations 

~ nematics 26 f 
~ smectics 32 f 
erbium doped fiber amplifier (EDFA) 
Ericksen-Leslie viscous coefficients 38 1 
esterification, chirality 106 
esters, solvents 883 
ethenes, ethynyl bridges 97 
etherification 107 

see also: Frank eleastic constants 
69 1 

74 1 

569 f 
845 

323 
845 f 

804 

ethynyl bridges, linking blocks 97 
Euler angles 
- flowiviscosity 469 
- tensor properties 190 
3uler equations, instabilities 516 
3uler-Lagrange equations 
- elastic properties 273 
- nematics 30 
- smectics 35 
:utectic mixture, Tait parameters 37 1 
:utetic point formation, metabolemeter 35 1 
Ewald sphere, XRD 643 
zxcimer quenching, solvents 874 
zxcimer-exciplex chemistry, solvents 852 
expansion, thermography 824 
expansivity, thermal 333 
experimental techniques 
- diffusion 585 f 
~ elastic properties 279 
- phase transitions 308 ff 
extinction coefficients, optical properties 22 1 

Fabry-Perot based wavelength filters 809 
Fabry-Perot etalon, Brillouin scattering 719 
Fabry-Perot resonator 579 
fan textures 436 
fanned-out inputs, SLM 798 
Faraday balance 2 13 
faults, thermography 832 
ferrielectric phases (FIP) 120 
~ external fields 513 
ferroelectric compounds, phase transitions 359 
ferroelectric displays 754 
ferroelectric liquid crystals (FLC) 508 

ferroelectric smectics 120 
~ chiral 508 

ferroelectric TGB, external fields 487 
ferroelectric transitions 373, 480 
ferromagnetism 204,208,212 
fever strips, thermography 830 
fiber arrays, SLM 795 
Fick diffusion law 582 
field cycling, NMR 600 
field effect transistor, addressing 753 
field untwisting, cholesteric helix 501 
filled phases, shallow-tailed compounds 159 
filter layers, displays 732 
filter losses, SLM 806 
filters, wavelength tuneable 803 
fingerprint textures 428 
- ultrasonic fields 559 
first order transitions 
flat film camera 622 
flexible cyclic compounds 154 
flexoelectric effects 
- cholesteric helix 503 f 

~ SLM 766f 

~ XRD 635,655 

479 f, 309 
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- external fields 493 f 
- light scattering 704 
flexoelectric structure, elasticity 258 
flow alignment 
- nematics 458,470 
- SmCphase 473 
flow distribution, ultrasonic properties 549 
flows 454476 
- thermography 827 
fluctuations 
- elastic properties 259 ff 
- phase transitions 
fluid layers, textures 434 
fluid smectic phases, XRD 656 
fluid-fluid phase transition, metabolemeter 352 
fluidity, re-entrants 391 
fluoreneifluorenone 140 
fluorescence 
- polarized 847 
- solvents 852, 874 
fluorinated methyl 147 
focal curves, textureddefects 446 
focal surfaces, textures 430,435 f 
foggy phases 
- cholesteric helix 503 
- external fields 485 
force field, molecular modelling 72 
forced Rayleigh scattering 708 
form optical activity I22 
Fourier series, surface alignment 536 
Fourier spectroscopy 600 
Fourier transform 
- SLM 773 
- XRD 642 
fractional voJume changes, phase transitions 
fragmentation reactions, solvents 852 
frame rate, FCOASLM 773 
Frank elastic constants 
- cholesteric helix 503 
- light scattering 701 
- molecular theories 60 

282, 308, 377 

333 

- NMR 612 
see also: eleastic constants 

Frank energy, field interactions 489,495 
Frank-Oseen approach, optical properties 227 
Frank-Oseen energy 
- anchoring 543 
- nematics 26, 36 
- phase transitions 285 
Franklin relations, diffusion 584 
Franks camera 625 
Frederiks transitions 
- displays 733 ff 
- elastic properties 266 ff 
- external fields 488,497 
- light scattering 701 
- smectics 505 f 
- ultrasonic properties 562 
freedom degree, optical properties 2 18 

freeze etching technique, textures 41 3 
frequencies 
- Brillouin scattering 7 19, 724 
- electric permitivities 245 
- ultrasonic properties 550 
FriedelLCrafts acylation 91, 98 
frustrated phases 129 
frustrated smectics 
- phase transitions 296 

frustration re-entrants RI 392 
fugacy, gas chromatography 860 
functional groups 1 I7 
hrans, synthesis 104 
fused twins, mesogenic properties 163 

- XRD 635,656 

Y rays 
- Mossbauer studies 727 
- thermography 833 
gas chromatographic applications 839-895 
gauche conformation 
- molecular modelling 79 
- solvents 854 
- terminal substituents 146 
Gaussian model, phase transitions 282, 303 
Gay-Beme interaction 
- diffusion 585 
- phase transitions 341 
gelatine-gum arabicum, encapsulation 825 
Gelbhart-Barboy expansion, nematics 55 
Gelbhart-Ben-Shad theory 274 
giant optical nonlinearity (GON) 572 
Gibbs free energy 48 
- elastic properties 274 
- mesogenic properties 138 
- phase transitions 310 
Ginzburg criterion, phase transitions 
Ginzburg temperature 282 
Ginzburg-Landau parameter 38 1 
glancing angle diffraction techniques 635 
glass capillary tubes, X rays 63 1 
gold black, radiation detection 833 
Goldstone modes, dielectric properties 244 
Gooch-Tany curve, displays 742 
Gouy balance 2 13 
grain boundaries, textures 439 
Grandjean textures 
- cholesteric helix 505 
- displays 749 
- EHD behavior 526 
- external fields 498 
Grandjean-Can0 wedge 427 
grating, Damman 798 
grating losses, SLM 806 
Grignard reactions, synthesis 95, 100 
group priority I 1  7 
groups, definitions 19 
guest-host interactions, displays 745 

3 1 1 
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Guinier camera 623 
gyromagnetic ratio 587 

half waveplate, SLM 765 
half-width at half-maximum (HWHM), XRD 
halogen derivatives, solvents 882 
halogenes, substituents 135, 147 
Halperin-Nelson-Young concept, bond ordering 291 
Hamiltonians 
- molecular theories 5 1 

- phase transitions 282 f 
hard core repulsion, Maier function 
hard particles theory, elastic properties 277 
hard rod fluid, phase diagram 63 
harmonic potentials, bond stretches 73 
HBA, atomistic simulations 83 
HBPD, thermobarogram 350 
heat capacity, phase transitions 308 
heat transfer, thermography 828 
heating modes, scanning calorimetry 3 13 
Heck reaction, synthesis 93, 98 
Heilmeier displays 740, 745 
Helferich model, ultrasonic properties 562 
Helferich-Hurault mechanism 273 
helical axis, cholesterics 466 
helical smectic phases 126 
helical structures, light scattering 708 
helicity 18 
helicoidal structures 
- optical properties 226 
- thermography 823 
helium saturation, phase transitions 357 
helix compensation, chiral nematics 123 
Helmholtz energy 
- displays 737 
- elastic properties 274 
heptyl, Tait parameters 371 
heringbone structure, fluctuations 383 
heterocycles 143, 882 
heterocyclic unit, linkage 88 
heterodane detection, light scattering 704 
heteronuclear chemical shift correlation 

hexa-n-octanoate, discotic cores 173 
hexagonal smectic phases, external fields 
hexakis(phenyLethyny1)benzene 173 
hexatic phases, XRD 639,661 f 
hexatic properties, fluctuations 383 
high pressure experiments, phase transitions 
high resolution IQENS 688 
historical developments 1-16, 89 f 
HOBA, EHD behavior 528 
Hoffman elimination, solvents 877 
holograms, computer-generated (CGH) 786 
holographic interconnects, SLM 792 
holographic replay, polarization insensitive 790 
homeotropic nematics, external fields 495 

648 

- NMR 840 

56 

(HETCOR) 605 

507 

353 f 

homeotropic sample cell, light scattering 705 
homodyne detection, light scattering 704 
homogeneous distortions, ultrasonic properties 550 
homologues, nematic 589 
Hooke law, torsional elasticity 254 
Homer-Emmons reactions 93, 97 
hot cathode X ray tube 620 
Huckel model, free-electron 571 
Huxley-Holmes mirror-monochromator camera 626 
hybrid aligned cells, elastic properties 272 
hybrid optoelectronic neural networks 8 13 
hydrocarbon mixtures, gas chromatography 858 
hydrocarbons, solvents 882 
hydrogen, coherent scattering 68 I 
hydrogen bond formation 340 
hydrophobic-hydrophilic interface, NMR 602 
hyperpolarizability 570 
hypersound velocities, Brillouin scattering 724 

illumination spectrum, thermography 827 
illuminations, SLM 772, 794 
image plates, X ray techniques 
images, real time 832 
imidazole derivatives, mesogenic properties 169 
in fiber devices, SLM 818 
incidence angle, thermography 827 
incoherent quasi-elastic neutron scattering 

incommensurate smectic phases, XRD 656 
incompressibility 
- nematics 27 
- smectics 34 
indanes, ring systems 140 
indicatrix, optical 216 f 
indium tin oxide (ITO) 
inertia tensor, atomistic simulations 83 
inertial mode, instabilities 525 
inhomogeneous distortions, ultrasonic properties 555 
injection modes, instabilities 51 8 
inorganic compounds, NMR 869 
inositol derivatives, mesogenic properties 178 
instabilities 5 15 f 
- electrohydrodynamic 477 
- planar cholesteric textures 499 

instrumentation, density measurements 332 
intensity 

628 

(IQENS) 687 

732, 768 

- XRD 647 

- SLM 768 
- XRD 641 
interaction types 44, 585 
interconnects 775, 785 f 
interdigitated smectic phases, re-entrants 395 
interface defects 415 
interface deformation, elastic properties 264 
interfaces 
- nematic 30, 543 

- surface alignment 535 
- NMR 602 
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interferometry, radiation detection 833 
intermolecular interactions 40,65, 253 
- phase transitions 310 
intermolecular interference 682 
intermolecular motions, NMR 844 
intermolecular potentials, molecular modelling 8 1 
interpenetrable layers, anchoring 541 
intramolecular association, lateral substituents 153 
intramolecular interference 682 
inverse salts, mesogenic properties 170 
iridescent colors, cholesterics 825 
isomer separation 
- gas chromatography 857 
- solvents 882 
isomerization 92 
- solvents 852, 875 
isotropic fluids, dielectric properties 
isotropic instabilities 516 f 
isotropic interfaces, nematic 543 
isotropic modes, EHD behavior 527 
isotropic nematics, Brillouin scattering 720 
isotropic<holesteric transitions, light scatterin 
isotropic-nematic transitions 
- scattering 713,720 
isotropically labeled samples, neutron diffraction 
IUPAC 17 

23 1 f 

7 13 
279 f, 321 f 

682 

J couplings, NMR 843 
JOERS-Alvey scheme, displays 760 
jogs, defects 429 
joint transform correlator JTC 783 
Jones matrices, SLM 763 f 
Joule heating, tensor properties 192 

K transitions, X rays 
Kapton, X rays 632 
Kapustin-William domains (KPD) 
Kawasaki mode coupling, fluctuations 
Kernpunkt, Lehmann convention 416 
Kerr cell, cholesteric helix 503 
Kerr effect 
- direct current 571 
- external fields 484 f 
kinks, defects 429 
Kirkwood correlation factor 232 
Kirkwood-Frohlich equation 232 
Kobayashi model 6 1 
Konvergenzpunkt, Lehmann convention 4 16 
Kosterlitz-Thoules mechanism, dislocations 29 1 
Kozhevnikov theory, ultrasonic properties 55 1 f 
Kramers-Krohnig relation 223,245 
Krat-Kennedy equation, phase transitions 359 
Kratky camera 627 
Kroehnke reaction, synthesis 98 
Kronecker delta, tensor properties 194 

61 9 

516 f, 521 
38 1 

laevorotary orientation 124 
laminar flows, thermography 827 
Landau theory 3 10 
- blue phases 708 
- external fields 478 
- SmA-SmC transition 327 
Landau-de Gennes theory 279 ff 
- anchoring 542 
- I-N transitions 321 
- optical properties 574 
Landau-Ginzburg coefficients 282 
Landau-Ginzburg Hamiltonian, critical 303 
Landau-Khalatnikov mechanism 564 
Landau-Lifshitz theoly, phase transitions 366 
Landau-Peierls instabilities 285, 647 
Langmuir-Blodgett film, atomistic simulations 85 
Laplace equation 445 
large-scale simulation, molecular modelling 82 
Larmor frequencies, NMR 596 
lasers, wavelength tuneable 803 
lateral linked twins 164 
lateral substituents, mesogenic properties 
lattice models, elastic properties 277 
lattice orientational order, XRD 648 
lattice vibrations, Mossbauer studies 727 
lattices, reciprocal 641 
layer packing, smectics 126 
layers 
- displays 732 
- textures 407 f, 434 
leading structures, synthesis 89 
leaks, scanning calorimetry 3 13 
leapfrog algorithm, molecular modelling 75 
Legendre functions 
- flowiviscosity 465 
- molecular theories 41 
- tensor properties 195 
Lehmann convention, defects 416 
Lennard-Jones interaction, diffusion 585 
lenses, SLM 819 
Leslie viscosities 
- diffusion 584 
- external fields 490 
- flows 455,465 
- light scattering 704 
- NMR 612 
Leslie-Erickson theory 
- flowiviscosity 454f 
- nematics 702 
- ultrasonic properties 549 f 
lettering scheme 17 
LeviXivita tensor 
- flowiviscosity 456 
- molecular theories 43 
Lifshitz point 328, 501 
ligated twins, mesogenic properties 163 
light band centers, ultrasonic properties 
light scattering 699-71 8 
- instabilities 525 

135, 15 1 ff 

55 1 
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light valves, SLM 784 
line pairs, FCOASLM 772 
line shapes, deuterium NMR 597 
linear dichroism 846 
- tensor properties 200 
linear polarizers 766 
linewidth 
- Mosshauer studies 727 
- spectroscopy 840 
linking groups 19, 87 
- ethynyl bridges 97 
- mesogenic properties 
Liouville theorem 

- re-entrants 399 
liquid-gas type transitions 3 10 
liquid-nematic transition, isotropic 479 
London penetration depth, phase transitions 285 f 
long-range order, XRD 644 
longe-range translational diffusion 69 1 
Lorentz factor, XRD 647 
Lorenz spectral densities 704 
Lorenz-Lorentz equation 2 18 f, 232 f 
low-angle diffraction pattern 638 
low-frequency permittivities 235 
low-molecular mass materials, neutron scattering 682 
Lubensky model, fluctuations 382 
lyotropic mesophases, diffusion 591 
lyotropic nematic polymers, light scattering 705 
Iyotropic nomenclature 18 
lyotropic systems 
- external fields 493 

lyotropic textures 409 
lyotropics 11 
- chiral 514 
- density measurements 341 
- elastic properties 264 
- surface alignment 546 

135, 144 ff 

- ESR 613 

- XRD 635 

MacroModel, molecular structure 79 
macroscopic structures 477 
macroscopic surface alignment 536 f 
macroscopic tensor properties 194 
magic angle spinning (MAS) 599 
magnetic applications 212, 602 ff 
magnetic field induced deformations 265 
magnetic fields 477-534 
magnetic properties 28,190,204-215 
magnetic resonance 595-618 
- diffusion 586 
magnetometers 2 13 
Maier function, hard-core repulsion 56 
Maier-Meier equations 236 f 
Maier-Saupe theory 44 f, 279 f, 332 
- optical properties 574 
main chain liquid crystalline polymers (MCLCP) 20 
- SANS 686 

Maltese cross, textures 410 
mapping, thermography 830 
matched filters, SLM 777 
matrix-matrix switches, SLM 798 
Mauguin behavior 
- defects 428 
- displays 740 
Maxwell equations 
- instabilities 517 
- optical properties 215,569 f 
MBBA 89 
- anchoring 544 

- clearing thresholds 552 
- conformational effects 575 
- defects 406 
- diffusion 588 
- metabolemeter 348 
- polygonal textures 41 1 
- Rayleigh scattering 701 
- solvents 872 
- sound velocity 721 
- Tait parameters 370 
- volumechanges 335 
- vortexformation 520 
MBBAiCanada balsam, textures 438 
2MBCB, atomistic simulations 83 
McMillan theory 6 1, 284 f 
- fluctuations 379 
- light scattering 714 
mean field theory 46 f 
- elastic properties 277 
- fluctuations 377 
- light scattering 714 
- N-SmAtransition 60 
- N-SmA-SmC 293 
- phase transitions 299, 3 10 
measuring cell, photoacoustic 31 8 
mechanics, molecular modelling 72 f 
medical thermography 830 
medium resolution IQENS 695 
Meissner effect 285 f 
- fluctuations 380 f 
melting point equation 359 
melting temperatures, lateral snbstituents 
mesogen conformation, XRD 667 
mesogenic properties 133-186 
mesogens 19,78 f 
- modulated phases 657 
mesophase stabilization, terminal groups 88 
mesophase structures, XRD 635 
mesophase symmetry I22 
mesophases 18, 133 f 
- defects 443 
- density measurements 332 
- diffusion 588 

- lqmellar 437 
MET(MNT) mixture, thermobarogram 352 

- bulkSHG 577 

15 1 

- IQENS 695 
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metabolemeter 348 f 
metal complexes, mesogenic properties 170 
metal containing liquid crystals 74 
metallomesogens 17 1 ff 
methyl groups, lateral substituents 135 
methyl red, mass diffusion 710 
methylene, volume changes 337 
Metropolis algorithm 76 
microconfined environments, NMR 61 0 
microencapsulation, thermography 825 
microfocus diffraction tubes 62 1 
microscopic anchoring mechanism, solid 

microscopic preparations, defects 406 
microscopic structures 477 
microscopic surface order, nematics 
microscopic tensor properties 194 
microtomy methods, textures 41 3 
microwave detector, thermography 833 
Miesowitz viscosities 704 
Miesowitz notation 456 
Miller indices 643 
miscibility 17 
mixtures 
- displays 733 
- molecular theories 41 
- re-entrants 391, 394 
Mobius strips, defects 426 
model potentials, molecular theories 46 
modelling defects, nematics 32 
modelling sofware 72 
modulated smectic phases, XRD 656 
modulated structures, mean field model 
molecular asymmetry 115 ff 
molecular deformations 842 
molecular dynamics, NMR 607 
molecular interactions, phase transitions 339 
molecular modelling 72-86 
molecular motion, neutron scattering 691 
molecular properties 80 
molecular shapes 
- re-entrants 400 
- unconventional 153 f 
molecular structures 78 
- symmetry 118 
molecular theories 40-7 1 
- elastic properties 274 f 
- refractive indices 217 f 
- statistical 134 f 
molecular transforms, XRD 641 
monitoring boundary effects, ultrasonic 

monocrystals, textures 41 0 
Monte Carlo simulation, molecular modelling 
MOPAC, molecular modelling 80 
mosaic textures 440 
Mossbauer studies 727 ff 
motional narrowing, NMR 598 
MPP theory, flowiviscosity 454 

substrates 541 

540 f 

301 

properties 565 

74 f 

multicritical point 
- N-SmA-SmC 655 
- phase transitions 328, 367 
- re-entrants 393 
multidimensional spectroscopy, magnetic 

resonance 600 
multiple correlations, SLM 777 
multiple sequences, NMR 599 
multiwire proportional counters 629 
myelin textures 409 
Mylar sheet, X rays 632 

n to n* holographic switch 
N-A transitions, external fields 481 
N-I transitions 47,59, 321 
- density changes 333 
- external fields 479 
- fluctuations 378 
- optical fields 574 
N-Sm transitions 
- fluctuations 379 
- light scattering 714 
N-SmA transitions 283 f, 324 
- critical behavior 650 
N-SmA--SmC point 
- multicritical 328, 385 
- phase transitions 289 
N-SmC-SmA transition, re-entrant behavior 367 
naphthalenes 140 
- solvents 882 
Navier-Stokes theory 
- flowlviscosity 454 
- instabilities 517, 523 
Nee1 walls, defects 41 5 
neighbor lists, molecular modelling 77 
nematic biaxiality, induced 483 
nematic mesophase, diffusion 588 
nematic phases 17 ff, 47 
- Brillouin scattering 720 
- dielectric properties 235 
- order parameters 4 1 
- powderpattern 638 

nematics 
- director-field interactions 488 
- flowlviscosity 454 f 
- instabilities 515 
- light scattering 699 
- surface alignment 535 
- Volterra process 418 
Nenitzescu reaction 100 
Neumann principle, tensor properties 
neural networks 8 10 
neutron scattering 680-698 
Newton equations, molecular modelling 74 
nickel, X ray absorption curve 
nitro, terminal substituents 147 
nitrogen saturation, phase transitions 357 

796 

- XRD 649f 

20 1 

622 
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nitrogen, six-atom ring systems 137 
nitroxide spin probes, EPR 845 
nomenclature 17-23 
nonadiabatic scanning calorimetry 3 17 
nonaromatic compounds, ring systems 139 
nondestructive testing, thermography 83 1 
nondisplay applications 763-822 
nonergodic systems, re-entrants 399 
nonlinear optical properties 569-58 1 
nonmesogenic solutes 859 
- thermodynamic properties 884 
nonpolar rings, mesogenic properties 140 
normal-metal-superconducting transition 380 
Nomsh type I reactions, solvents 
Norrish-Yang type I1 reactions 850 
- solvents 874 
NoseeHoover thermostat, molecular modelling 75 
nuclear magnetic resonance (NMR) 213,595 ff, 840 
- diffusion 586 
- phase transitions 362 
- solvents 874 
- tensor properties 200 
nucleation, defects 448 
nuclei textures 41 7 
Nusselt number 828 

852 

OBBA, volumeidensity changes 336 
OCB 
- atomistic simulations 83 
- Brillouin scattering 721 
- re-entrant phases 659 
- metaholemeter 348 
oily streaks, textures 410 
olefin isomerization, solvents 854 
olefinations, synthesis 92 
oligomers, mesogenic properties 162 f 
oligophenyls, transition temperatures 136 
oncology, thermography 830 
one to n* holographic switch 793,795 
one to n* shadow logic switch 
Onsager theory 44 f 
- flowlviscosity 455,471 
- nematics 37 
- phase transitions 279 f 
operating regimes, displays 740 
optical absorption coefficient, phase transitions 3 19 
optical activity 11 8 
- high-pressure experiments 363 
optical contrast, defects 428 
optical correlation, SLM 773 f 
optical harmonic generation 577 
optical methods, high-pressure experiments 
optical neural networks 810 
optical path, smectic structures 226 
optical power limiting (OPL) 579 
optical properties 215-230 
- nematic layers 739 
- nonlinear 569-581 

799 

355, 360 

- thermography 824 
optical second harmonic generation, surfaces 
optical systems 4 f, 775 
optical transmission 
- nematics 561 
- ultrasonic properties 550 
optical vector processor 8 11 
optically addressed SLM (OASLM) 771 
optically connected parallel machine switch 
optimized parameters for liquid simulation 77 
optoelectronic X ray imaging devices 630 
order parameter-director coupling, anchoring 542 
order parameters 41 
- defects 406 
- external fields 482 
- large-scale simulation 82 

- phase transitions 
- tensor properties 194 
- viscosity coefficients 464 
order types 
- phase transitions 336 

ordered smectic phases, XRD 649,664 
ordoelectric polarization, external fields 494 
organic compounds, NMR 861 
organic liquid crystals, modelling 74 
organo nickel/palladium chemistry 94 
organometallic compounds, NMR 869 
orientational anisotropy, elastic properties 253 
orientational correlations, short-range 5 1 
orientational order 
- neutron scattering 682 
- optical-field-induced 574 

orientations 
- nematics 550, 651 

- solvents 839, 852 
- surface alignment 535,544 
- transition states 848 
Ornstein-Zernike equation 58 
Orsay energy, smectics 32 
orthoesters 102 
orthogonal phases, definitions 22 
Oseen theory, diffusion 584 
oxathiane 137 
oxirane 142 

540 

800 

- NMR 609 
280 f, 339 

- XRD 644f,649 

- XRD 641 

- NMR 603 

PAA 
- density measurements 340 
- difision 588 

- structure factors 683 
packing 
- crystalline 667 
- helical smectics 126 
- thermotropic nematics 54 

- IQENS 695 
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paints, overheating components 832 
paramagnetism 210, 204 f 
parasitic scattering, X rays 622 
Pariser-Pam-Pople model, optical properties 
Parodi equation, flowlviscosity 455, 465 
Parsons approximation, molecular theories 60 
Parsons-Lee approximation, thennotropic 

pattern formation, optical 574 
PCH3 
- energyminima 80 
- molecular modelling 78 
PCH5, atomistic simulations 83 
Peierls argument, fluctuations 380 
pendant chains, synthesis 88 
penetration depth, phase transitions 285 
pentyl, Tait parameters 371 
Percus-Yevick approximation, nematics 55 
perhydrochrysene 140 
perhydrophenantrene 140 
perhydrotetracene 140 
periodic distortions, ultrasonic properties 554 
periodic structures, external fields 492 
Perkin reaction, synthesis 91 
permittivity, dielectric 
pertubation theory 
- tensor properties 19 1 
- time-dependent 570 
phase array antennae, SLM 820 
phase behavior, NMR 602 
phase delays, switcheable 820 
phase diagrams 
- hard-rod fluid 63 
- N-SmA transition 324 
- N-SmA-SmC multicritical point 328 
- re-entrants 391 
phase modulation, binary 770 
phase only matched filter (POMF) 
phase problem, XRD 636 
phase separation, solvent applications 849 
phase sequences, re-entrants 392 f 
phase structures, optical properties 223 
phase symmetry, optical properties 
phase transitions 20,279-376 
- high-pressure experiments 356 
- optical properties 224 
- temperature shifts 478 
- ultrasonic properties 563 
- underpressure 366 
phases 17 ff 
- optical properties 2 18 

phasmidic compounds, mesogenic properties 
pHB, atomistic simulations 83 
phenanthrene 140 
phenylbenzothiazole 140 
phenylbenzoxazole 140 
phenylcyclohexanes, displays 747 
phenylpyrimidines, displays 747 

57 1 

nematics 54 

23 1 f, 506 

778 

217 f 

- XRD 635 
16 1 

phlogopite mica, interfaces 536 
phospholipids, textures 409 
photo-Fries, solvents 852,875 
photoacoustic methods, phase transitions 
photoacoustic spectroscopy 565 
photochemical reactions, solvents 
photomultiplier, X rays 628 
photon correlation spectroscopy 71 2 
photophysical reactions, solvents 874, 878 
photopyroelectric method, phase transitions 320 
physical properties 
- orientation-dependent 189 f 
- underpressure 373 

Pi cell, displays 744 
piezocoefficient, external fields 479 
piezoelectric tensor 19 1 
piperazine 137 
piperidine 13 7 
piston displacement, phase transitions 370 
pitch length 846 
pixel pitch, SLM 780 f 
pixels 

- displays 747 
- smart 810 
plages a noyaux, textures 417 
planar sample cell, light scattering 
planar textures 434 
- external fields 499 
- walls 440 
Planck constant, NMR 840 
plastic crystals, definitions 23 
platelet textures 440 
plug flow 467 
Pockels modulator, optical properties 579 
Poiselle flow 467 
polar achiral polyphilics, external fields 
polar interactions, phase transitions 340 
polar smectics, phase transitions 32, 296 
polarity, nematics 26 
polarizdbihties 
- anisotropic 51 
- dielectric properties 
- mesogens 220 
polarization 570 
- chirality 105 
- magnetic 206 
- optical properties 
- ordoelectric 494 
- photopyroelectric method 320 
- spontaneous 1 19 
- tensor properties 190 
polarized optical absorption 845 
polarizers, SLM 763 f 
polarizing microscopy, textures 41 0 
polycatenar compounds, mesogenic properties 
polygonal textures 435 
polymer dispersed liquid crystals (PDLC) 

3 18 

85 I ,  874 

see also individual vpes 

- CGH 787,794 

705 

508 

23 1 f 

2 I6 f 

160 f 

12, 826 



910 Index Vol. 1 

polymer liquid crystals 20 
- external fields 488 
- ferroelectric 512 
- surface alignment 546 

polymeric systems, XRD 635 
polymers 
- density measurements 341 
- external fields 485 
- NMR 608 

polymorphism, smectic A phase 653 
polyphilics, external fields 508 
Poniwierski-Sluckin theory 68 
positive lens, SLM 773 
potentials, molecular modelling 73 
Potts model, fluctuations 384 
powder diffraction 636 f 
powder samples, Debye-Scherrer camera 622 
precursors, building blocks 98 
precursors, synthesis 9 1 
pressure, flowlviscosity 462 
pressure transducer, metabolemeter 349 
pressure-temperature phase diagram, calamitics 340 
pressure-volume-temperature behavior 369 
pretransition behavior, density measurements 339 
pretransitional light scattering 7 13 
pretransitional properties, thermography 823 
propyl, Tait parameters 371 
Prost model, phase transitions 297 
proton decoupling, NMR 599, 604 
pseudo-Bragg law, XRD 636 
pseudowalls, textures 439 
pycnometers, density measurements 332 
pyramidal compounds 176 
pyrazines 101, 104, 137 
pyridazine 137 
pyridine 137 
pyrimide 137 
pyrimidines 10 1 
pyroelectric transducer, phase transitions 320 

- XRD 669 

- SANS 684 

quadrupolar coupling, NMR 843 
quadrupolar splitting, NMR 841 
quadrupole interactions, NMR 596 
quality control, thermography 832 
quantum mechanical techniques, molecular 

quasielastic neutron scattering (QENS) 
quasilong-range order, XRD 647 
quater waveplate, SLM 766 
quaternization, solvents 855, 880 
quenching, solvents 874 
quinoaxaline 140 
quinoline 140 
quinquiphenyl 136 

modelling 78 
586, 68 1 

R1 re-entrants 393 f 
R3 re-entrants 402 
r, structure, NMR 842 
radiation detection, thermography 833 f 
radiation fluxes, ultrasonic properties 
Raman scattering 682,719 
rank, tensor properties 189 f 
Raoult law 861 
Rayleigh scattering 699 f, 708 
reactants, solvent applications 849 
reactivity, chemical 848 
real space structures, Fourier transform 643 
real time images, thermography 832 
rearrangement, NMR 844 
reciprocal lattices, XRD 641 
recoil energy, Mossbauer studies 727 
rectus, Cahn nomenclature 115 
red shifts, external fields 486 
redistribution, XRD 636 
reduction, synthesis 100 
re-entrant behavior 
- high pressure experiments 363 
- metabolemeter 349 
re-entrant phase transitions 
re-entrant phases, XRD 658 
re-entrants, definitions 23 
reflection, thermography 823 
reflectivity 
- optical properties 224 

refraction 
- phase transitions 373 

refractive indices 
- fluctuations 262 
- mesogens 220 
- optical properties 215-230,576 
- thermography 824 
- wavelength filters 809 
relaxation 
- dielectric properties 245 f 

- ultrasonic properties 563 
relaxation rate, Brillouin scattering 723 
relaxation times 
- ac calorimetry 3 15 
- dipole reorientation 232 
- external fields 485 

Renn-Lubensky model, fluctuations 382 
renormalization group 288, 3 11 
reorientation 
- directors 265 
~- optical-field-induced 572 
replay field, CGH 788 
resistivity, tensor properties 192 
response time, FCOASLM 773 
retardance, wavelength filters 806 
retention, gas chromatography 857 

55 1 

304, 39 1 4 0 5  

- XRD 659 

- XRD 636 

- NMR 598 

- NMR 841 
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Reynolds number 51 7 
ring containing substituents, lateral 
ring inversion, NMR 844 
ring systems 
- large 172 f 
- mesogenic properties 136 ff 
rod-like compounds, mesogenic properties 
rotational symmetry operations 11 8 
rotational viscosity 456,470 f 
rufigallol, discotic cores 173 

155 f 

135 f 

S distortions, external fields 489 
salicylaldimine complexes, magnetic properties 2 1 0 
salt like compounds, mesogenic properties 
salts, mesogenic properties 170 
sample cells, light scattering 705 
sample environment, X rays 632 
saturated systems, solvents 872 
Saupe ordering matrix, tensor properties 197 
Saupe-Nehring theory, elastic properties 277 
SAW, ultrasonic properties 550 
scaling, phase transitions 287 f 
scanning calorimetry, phase transitions 
scattering experiments 621, 649, 681 
scattering mode devices 748 f 
Schiff base mixtures, re-entrants 394 
Schiller theory, flowiviscosity 454 
schlieren textures 417 
- nematic 446 
screw dislocations 

- Volterra process 419 

second harmonic generation (SHG) 577 
second order transitions 309 
- external fields 478 
segregation, elastic properties 264 
Seiko scheme, displays 758 
selection criteria, solvents 85 1 
selective reflection 
- phase transitions 361 
- temperature dependence 823 
selectivity, gas chromatography 858 
selfdiffraction, optical properties 573 
separation efficiency, gas chromatography 858 
shadow routed crossbars, SLM 798 
SHAKE procedure, molecular modelling 75 
shallow-tailed compounds 158 f 
shear gradients, flowiviscosity 466 
shear properties, thermography 827 
shear stress 253 
- windtunnels 827 
shear viscosities 
- flowphenomenon 455 
- nematics 469 
shell electrons, X-rays 619 
shift invariance, correlators 777 
shifts, phase transitions 478 

170 f 

3 13 

- TGB 131 

- XRD 660 

short-range dipoleedipole interactions 240 
short-range order, XRD 648 
shutter-based switch 1 to 16 799 
side chain polymers, SANS 685 
side groups liquid crystalline polymers (SGLCP) 
sigmatropic rearrangements, solvents 852, 876 
signal-to-noise ratio (SNR), SLM 776 
silica layers, displays 732 
a silicon noveltry filter 8 18 
silicone oil, vortex formation 520 
Simon equation, phase transitions 357 
Simon-Glatzel equation, phase transitions 358 
single crystal experiments 840 
singular points/lines/walls, defects 413 f 
sinister, Cahn nomenclature 116 
six membered rings, mesogenic properties 
S m A  phases 
- flowiviscosity 474 
- interdigitated 395 
SmA-C* transitions, ferroelectric 48 1 
SmA-hexatic smectic B transition 29 1 f 
SmA-SmC transition 65,289 f, 326,478 
SmA-TGB,-cholesteric, multicritical behavior 368 
SmA-SmA critical point 302 
SmA,/SmA,, fluctuations 384 
SmC*-SmA-TGB, multicritical behavior 368 
SmC/C* phases, flow/viscosity 470 f 
small angle neutron scattering (SANS) 
smart pixels 810, 814 
smectic mesophase, diffusion 590 
smectic order parameters, XRD 646 
smectic phases 17,43, 60 
- Brillouin scattering 722 
- dielectric properties 240 
- EHD behavior 527 
- light scattering 709 f 
- order parameters 41,664 
- powderpatterns 639 
- solvents 849 
- ultrasonic field 559 

smectics 21 
- EHD behavior 526 
- external fields 505 f 
- Frederiks transitions 273 
- surface alignment 544 
- torsional elasticity 258 
- Volterra process 41 8 
smooth surfaces, anchoring 541 
Snells law, SLM 774 
soft crystals, description 20 
solid state, description 20 
solubility factor, solvent applications 849 
solute-solvent interactions 840 
solutes 
- chemical reactivity 848 
- diffusion 590 

- nonmesogenic 859 

20 

136 

684 

- XRD 635,652 

- NMR 841 
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solvents, chemical reactions 839-895 
sound velocity, Brillouin scattering 721 
space symmetry 1 18 
spacer model, NMR 609 
spatial configurations, symmetry 11 7 
spatial frequency pixels 780 
spatial light modulation (SLM) 763 
specific volume, phase transitions 332 
spectroscopic applications 839 57 
spherical harmonics, tensor properties 197 
spin, NMR 596 f 
spin Hamiltonian, ESR 613 
spin-glas, re-entrants 399 
spin-spin coupling, NMR 840 
spin-spin interactions 208 
spirals origin, textures 442 
spiro ring systems 141 
splay deformation 
- directors 544 
- elastic properties 267 
- torsional elasticity 256 
splay Frederiks cell, displays 735 
splay Frederiks distortion, external fields 498 
splay-bend director, light scattering 704 
splay-bend-twist deformations, external fields 491 
splitting, NMR 841, 844 
SQUID magnetometer 213 
stability 
- mechanical 253 
- exchange 519 
stacking, bowl-shaped molecules 122 
stacking faults, XRD 641, 664 
Stanford vector matrix multiplier 798, 8 11 
star-like compounds, mesogenic properties 167 
states, definitions 18 
static light scattering, nematics 699 
static random access memory (SRAM) 768 
stationary phases, gas chromatography 857 
statistical mechanics 40 
statistical molecular theory 58 
steady state patterns, external fields 492 
stepped drops, textures 430 
stereochemistry, definitions 23 
stereoisomers, chirality 1 15 
steric energy, molecular modelling 72 
steric fixation, chirality 105 
Stille reaction 94 
stochastic dynamics, molecular modelling 75 
storage model, ultrasonic fields 557 
strain 253 f 
strain tensor 37 
stress 253 f 
stress matrices 35 
stress tensor 455 
strong anchoring, elastic properties 260 
structural formulas, mesogens 87 
structural properties, TGB phases 294 
structural studies, XRD 635-679 
structural transformations 549 f 

structure deformations, solute-solvent interaction 840 
structure factors, neutron scattering 683 
structures 78 
- columnar phases 668 
- magnetidelectric field influences 477 
- ordered smectic phases 664 
- periodic 492 
- supertwist 497 
- ultrasonic properties 564 
substituted sugars, discotics 177 
superconductor analogy, phase transitions 284 f 
superconductors 377,393 
superfluid helium analogy, phase transitions 289 
superposition, defects 449 
supertwist structures, external fields 497 
supertwisted birefringence effect (SBE) 743 
supertwisted nematic displays 746 
surface alignment 535-548 
surface conditions, continuum theory 25 
surface extrapolation length, distortions 489 
surface orientational order, nematics 540 
surface SHG, optical properties 578 
surface-stabilized ferroelectrics (SSFLC) 509,545 
- flowiviscosity 473 
surface temperature, thermography 827 
surfaces 
- textures 409,430 

susceptibility 
- diamagnetic 28, 209 
- dielectric 236 
- elastic 265 
- external fields 479 
- magnetic 204 
- molecular 42,209 
- nonlinear 570 
- phase transitions 280 
- tensor properties 190 
Suzuki reaction 94 
switcheable phase delays, array antennae 
switches, holographic 793 
switching, displays 756 
symmetry 115-132 
- re-entrants 391 
symmetry changes, external fields 483 
synapses, neural networks 810 
synthesis, strategies 87-1 13 

- XRD 659 

820 

T distortions, external fields 489 
Tait equation, phase transitions 370 
target molecules, synthesis 91 
target structures, building blocks 98 
TBBA, diffusion 590 
TBDA, volumeidensity changes 336 
temperature control, X ray experiments 
temperature dependence 
- density 333 
- phase transitions 309 

633 
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- refractive indices 224 
- selective reflection 823 
temperature effect, viscosity coefficients 464 
temperature independent paramagnetism (TIP) 207 
temperatures, Mossbauer studies 720 
TEMPO, ESR 61 3 
tensor properties 42, 189-103,204 
- torsional elasticity 254 f 
terminal aliphatic chains 125 
terminal groups 19 
- synthesis 87 
terminal linked twins 164 
terminal substituents 135, 146 f 
testicles, thermography 83 1 
tetracatenar compounds, mesogenic properties 160 
tetrafluorobenzene 137 
tetrahydrofurane 142 
tetrahydropyrane 13 7 
tetralene 140 
texture transformations 444 f 
- ultrasonic fields 557 
texture transitions, smectics 506 
textures 406453 
- EHD behavior 526 

thermal characteristics, phase transitions 308 
thermal effects, optical properties 575 
thermal expansion coefficients 332 
thermal mapping 83 1 
thermal methods, phase transitions 
thermal reactions, solvents 876 
thermistors, ac calorimetry 3 15 
thermobarograms, phase transitions 348 f 
thermobarometric analysis (TBA) 349 
thermochromic effect 123 
thermodynamic properties, nonmesognic solutes 

thermography 823-838 
thermometers 830 
thermotropic calamitic liquid crystals 
thermotropic cubic phases, XRD 641 
thermotropic mesogens, magnetic properties 209 
thermotropic nematics, packing effects 54 
thermotropic properties 18 ff 
thermotropic systems, external fields 493 
thermotropic textures 407 f 
thermotropics, solvents 872 
THES, atomistic simulations 83 
thiadiazoles, synthesis 104 
thilirane, ring systems 142 
thiopenes, synthesis 104 
third harmonic generation (THG) 
threads, thinitbick 418 
three dimensional video 8 I7 
three ring systems 138 
tilt angles 
- Frederikscell 734 
- SmCphase 640 

see also: Grandjean textures 

308 f 

884 

87 ff 

577 f 

- XRD 641 

tilt-polarization coupling, external fields 479 
tilted chiral phases 2 1 
tilted hexatic phases, XRD 663 
tilted-orthogonal smectic transitions, fluctuations 

time-resolved diffraction 687 
time scales, NMR 607 
tolanes, ethynyl bridges 97 
topographies, anchoring 541 
torque 
- elastic properties 259 
- flowlviscosity 457 
- generation under flow 468 
torsional elasticity 253 f 
torsional energy barriers, molecular modelling 
tracer technique, diffusion 585 
transigauche interconversions, solvents 854 
transconformation 
- molecular modelling 79 
- terminal substituents 146 
transient patterns, external fields 493 
transition metals, NMR 871 
transition temperatures 20 
- linking groups 145 f 
- mesogenic properties 133 ff 
- polycatenar compounds 161 f 
transitions 
- external fields 478 
- fluctuations 379 

see also: phase transitions 
translation dislocations 447 
translational diffusion, IQENS 689 
translational order, XRD 644 
transmission, optical properties 225 
transmission techniques, high-pressure 

transparence, solvents 85 1 
transparent windows, X rays 632 
transport properties, phase transitions 308 
transverse pressure, flowlviscosity 462 
triazine 101, 137 
tribenzocyclononene derivates, oligomers 1 67 
tricatenar compounds, mesogenic properties 160 
tricritical point 
- anchoring diagram 538 
-~ external fields 482 
- fluctuations 377 
- phase transitions 328, 366 
trimers, mesogenic properties 163 
triphenylene, discotic cores 173 
triplet quenching, solvents 852, 874 
triptycene, mesogenic properties 168 
tropone 140 
truxene, discotic cores 173 
tubular compounds 176 
tumbling, flowiviscosity 459 
tungsten tip surface scanning by scew spindle 
turbidity measurements, phase transitions 359 
turbulent flows, thermography 827 

382 

75 

experiments 358 

369 
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twins, mesogenic properties 162 f 
twist angles, displays 738 
twistmend director 704 
twist-bend distortions 262 
twist deformation 
- elastic properties 267 
- thermography 823 
- torsional elasticity 256 
twist disclination, defects 429 
twist grain boundary (TGB) 
- external fields 485 f 
- fluctuations 382 
- high-pressure experiments 360 
- phase transitions 286,294 f 

twist transitions, optical-field-induced 573 
twisted nematic displays 746 
twisted nematicsicholesterics 497 
twisted phases, external fields 485 
twisted transitions, displays 735 
twisting power, nematics 847 
two-dimensional approach, instabilities 523 
two ring systems 138 

22, 130 

- XRD 641,659f 

Ullmann synthesis 94 
ultrasonic properties 549-568 
ultrasound 
- absorption 564 
- intensity 550 
- phase transitions 373 
- radiation detection 833 
- studies 563 
unaligned samples, diffraction patterns 638 
uniaxial nematic transitions 280 
uniaxial nematics, flowlviscosity 454 
uniaxial structures, mean field model 299 
uniaxial-biaxial nematic transitions 379 
united atom model 77 
- mesogens 82 
untwisting dynamics, cholesteric helix 502 

vacuum, X rays 620 
van der Meer-Vertogen model 68 
van der Waals interaction 134 
- elastic properties 274 f 
- molecular theories 44 
- nematics 55 
vapor interfaces, nematic 543 
variable angle spinning (MAS) 604 
variable grating mode, external fields 496 
vector matrix multiplier 798 
vector processor 81 1 
vertically aligned nematic displays (VAN) 
viewing angles, nematic devices 744 
virtual work, nematics 27 
viscoelastic properties, NMR 61 1 

74 1 

viscosity 253 ff, 454476 
- diffusion 584 
- external fields 490 
- light scattering 704 
- transitions under pressure 373 
viscous coefficients 
- fluctuations 381 
- nematics 36 
Vogel-Fulcher model, dielectric properties 249 
voids, thermography 832 
voltage breakdown, X rays 620 
voltage-temperature phase diagram, 14PlM7 488 
Volterra process, defects 418 
volume changes, phase transitions 333 
volume effects, Onsager theory 52 
vortex formation, instabilities 5 18 f 
vortex generator, thermography 829 
vortex patterns, two-dimensional 523 
Vuzhva theory, ultrasonic properties 56 1 

walls, textures 439 
wave interactions, nematics 559 f 
wave propagation, Brillouin scattering 
wavelength 
- thermography 823 

wavelength tuneable filtersilasers 803 
waveplates, SLM 765 
weak anchoring 
- elastic properties 260 
- flow/viscosity 467 
wedge disclination, defects 429 
White-Taylor displays 740,746 
wide line separation experiment (WISE) 
Wigner rotation matrices 196 
Williams domains, displays 749 
winglets, heat exchangers 829 
Wittig reaction, synthesis 98 
write/erase mechanism, displays 749 
Wulf model. smectic A-C transition 67 

7 19 

- XRD 636 

601 

X ray characterization, instrumentation 6 1 9 4 3 4  
X ray diffraction 62 1 f 
- structural studies 635479 
X ray measurements, high-pressure experiments 

362 

y expansion 
- elastic properties 275 
- hard-core energy 55 
Ypma-Vertogen approach, nematics 55 

Z-scan method, optical properties 576 
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